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ABSTRACT OF THE DISSERTATION

Heat Flux Manipulation using Thermal Meta-materials

by

Rahul S. Kapadia

Doctor of Philosophy in Engineering Sciences (Mechanical Engineering)

University of California, San Diego, 2014

Professor Prabhakar Bandaru, Chair

The control and manipulation of heat flux could lead to reduced energy

losses as well as pave the way for creation of thermal analogues to electronic and

optical elements such as diodes and lenses. Additionally, the developed principles

can be employed for enhancing thermal to electrical energy conversion e�ciencies

as well as for e�cient cooling.

While recent work on thermal energy control seeks to understand atomic

scale paradigms that control transport processes, e.g., phononics, with the broad

objective of manipulating heat flow with electronic analogs and beyond, our ap-

proach is nominally distinct and involves ideas borrowed from transformation op-

tics. The principle that heat flux takes the path of least thermal resistance, anal-

ogous to the Fermat principle for light, was used to fabricate thermal devices,

xvii



which could be used to concentrate heat similar to a converging lens. Finite El-

ement analysis (FEA) based simulations as well as analytical relations were used

to trace the path of heat flow in the thermal lens.

For demonstrating such e↵ects experimentally, fabricated thermal lenses

consisted of a multi-layered structure made of carbon nanotube (CNT) polymer

composites, constituted from layers with gradually increasing CNT composition

and concomitant increased thermal conductivity. The heat flux concentration,

due to a temperature gradient across the thermal lens was monitored through a

infrared (IR) imaging technique, and found to be in excellent accord with the

simulations. From our experiments, we show 40 % increase in flux concentration

using a rectangular geometry and a 50 % increase using a reducing geometry setup,

which was transduced to electrical energy, through a thermoelectric generator.

We have also designed a thermal homogenizer using thermal meta-materials

design strategies to ensure uniform heat flux concentration at a particular area /

cross-section, which was demonstrated experimentally.

Our results pave the way for further understanding of ways to control and

manipulate heat propagation

xviii



1 Introduction

In thermodynamics, heat is defined as energy transfer due to temperature

gradients. Heat transfer takes place through three fundamental modes - Conduc-

tion, Convection and Radiation. Conduction occurs through varied phenomenon

as molecular collision in gases, lattice vibrations in crystals and flow of electrons in

metals. Convection is transport of energy by bulk motion of a medium. Radiation

occurs in terms of proportion of electromagnetic waves or in terms of phonons. [1]

In solids, the heat conduction is generally considered to be through phonons.

A phonon is a quasiparticle representing the quantization of the modes of lattice vi-

brations of periodic, elastic crystal structures of solids. The concept of Phonon was

first introduced by Russian physicist Igor Tamm. A collective behavior of phonons

can be analyzed through definitions of their wave vector determined energy lev-

els. Such dispersion relations are also used to describe other physical phenomenon

mainly optical and electrical transport.

Optical and electrical transport have been extensively studied and a very

strong understanding has been developed resulting in many breakthroughs. These

understandings have resulted in design of various devices. For optics, there are lot

of devices starting from basic lens and mirrors going all the way to more compli-

cated structures such as optical wave guides. For electricity, there are devices such

as PN junctions, rectifiers, diodes among others. Compared to these two fields, the

field of heat conduction has remained very bare. One such device was proposed by

Chauncey Starr in 1935 in form of a thermal rectifier. [2]

One main reason of lack of thermal conduction devices is that it indeed is

substantially more di�cult to control a priori the flow of heat in a solid than it is to

control the flow of electrons. The source of this imbalance is that, unlike electrons,

1
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the carriers of heat the phonons are quasi-particles in the form of energy bundles

that possess neither a bare mass nor a bare charge. [3]

Much recent work on thermal energy control seeks to understand atomic

scale paradigms that control transport processes, e.g., phononics, with the broad

objective of manipulating heat flow with electronic analogs and beyond.[3] Due

to the overtly complicated nature of phonons, and their still relatively immature

understanding, I have tried to focus more on using macroscopic relations to study

and understand heat conduction control. Tan and Holland have discussed exten-

sively how heat like electricity and light follow the path of least thermal resistance.

[4]

Referring to the figure 1.1, a variational principle can be formulated for

heat conduction in a continuous medium. For two fixed points P & Q in a the x-y

plane, if heat flows from P to Q, the path of heat conduction would be that along

which the thermal resistance is minimum / extremum. The thermal resistance per

unit length (dl) can be defined as Rl
th

= 1 / A, where A is the cross-sectional area

of the flux tube between P & Q, and  is the thermal conductivity of the medium.

The total thermal resistance along the path can then be given by integral
R
dl/A.

Figure 1.1: Propagation of heat flow in a medium with thermal conductivity 
[4].

The exact minimization would be based on the arrangement of media/materials



3

through which heat flux propagation occurs. It is the proposed that the constitu-

tive material character () as well as the extensive parameters such as the thermal

traversal length (L) as well as the area (A) can be suitably adjusted to achieve the

desired thermal flux propagation direction. Consequently, thermal energy orienta-

tion could be accomplished leading to novel functionalities such as energy focusing

or dispersion akin to paradigms familiar from basic optical lenses.

Simplifying the earlier relation, we know that the fundamental law govern-

ing heat conduction at macro scale was proposed by French mathematical physicist

Jean Baptiste Joseph Fourier in 1822. For a steady state (time invariant) condi-

tions, this is given by

q = �rT (1.1)

Here q is the heat flux with units of W/m2, while  is the thermal conduc-

tivity of the material, and T is the temperature. Another form of the equation in

terms of Heat - Q in one dimension is given by

Q = �A
dT

dx
(1.2)

where A is the cross-section area of the conductor. The negative sign is

due to the consideration that heat conduction occurs in the direction of decreasing

temperature.

Georg Ohm modeled conduction of electricity similar to Fourier law and

derived the following relation between electrical current (I), potential di↵erence

(V ) and electrical resistance (R
e

) as

I =
V

R
e

(1.3)

Comparing these two equations, we see a similarity in the form. We can

define thermal resistance as (R
th

) = dx / (A).

Thus just as electricity follows the path of least electrical resistance (R
e

),

conductive heat flux follows the path of least thermal resistance (R
th

).



2 Experimental Setup for

Thermal Conductivity

Measurement

Thermal conductivity measurements are generally performed using two

methods - Steady state measurements and Transient measurements. Steady state

measurements as the name suggest are measurements, which are performed once

a steady state is reached for the heat conduction, while in transient measurement

methods, measurements are taken as a function of time. Steady state measure-

ments are generally more accurate, but take a long time to perform due to the

need for the heat conduction phenomenon to reach a steady state. These time

delays sometimes can take upwards of few hours especially in cases of low thermal

conductivity / low specific heat samples like polymers. Transient measurements in

comparison are much faster and can be performed in matter of few minutes.

Some examples of steady state measurement methods are Guarded Hot-

plate method and Longitudinal Bar method[5].

Examples of transient methods are Laser Flash di↵usivity, 3 ![6] among

others. These methods are generally more expensive and complicated to setup.

Also lot of these methods need specific conditions of samples being measured, e.g.

Laser Flash di↵usivity method is dependent on optical and emission properties of

the materials and thus its di�cult to use for materials with unknown properties.

These methods also need a greater complicity in preparation of samples for the

measurements, e.g. 3 ! methods requires the need to deposit metal lines on the

sample surface to act as heater and thermometer.

4
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For our measurements, we decided to model a setup similar to a guarded

hot plate method based on ASTM E 1225 & D 5470 standards [7, 8]. The original

rationale behind using this method was the availability of equipment in the lab,

and inherent confidence we had in using a steady state method. Also we decided

to put the complete experimental setup inside a Vacuum chamber to avoid the

need for having a guarded plate. We use a custom 32 connector feed through for

the chamber for Thermocouple and power connections.

For our setup, we use two stainless steel reference bars of 4 cm length and

having a cross-sectional dimension of 1.4 cm x 1.4 cm. The specific length and

materials of the bars was chosen with respect to the materials being tested so as to

keep equivalent thermal resistance (l/) of the reference bars to the samples being

tested to ensure similar values of temperature drop across the reference bars as

well as the sample. For performing the measurement, we need to get the heat flux

(q) passing through the reference bars. Measuring the temperature drop (�T )

across the sample length, we can then use Fourier law to calculate the thermal

conductivity of the sample as shown below.


sample

= q
t

�T
sample

(2.1)

To measure the heat flux in the reference bars, we use 3 K-type thermocou-

ples in each of them and use published values of thermal conductivity for stainless

steel.

q = 
SS

�T
top/bottom

l
(2.2)

Here l is the distance between 1st and 3rd thermocouples.

K-type thermocouples were chosen as they have the highest accuracy in

temperature range we were going to consider. Heat flux from the top and the

bottom bars was measured, and the average was taken for our subsequent calcu-

lations. To measure the temperature drop across the samples, we use two more

thermocouples connected very close (⇠ 1 mm) to reference bar sample interface

in the reference bar. Using the previously measured Temperature gradient, we
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extrapolate the exact temperature at the top and bottom surface of the sample.

T
surface

= T
measured

± d
�T

top/bottom

l
(2.3)

Here d is the distance of the thermocouple from the respective edge.

Thus with all these quantities we can calculate the thermal conductivity of

the sample using a 1-dimensional Fourier law equation denoted earlier.

This setup due to high length to the cross-section dimensions ensures setup

of a 1 Dimension heat flow in the setup, and thus ensures the applicability of 1

Dimensional Fourier Law equation.

Figure 2.1: Schematic of experimental setup for the thermal conductivity ()
measurement of the nanotube-polymer composite. The heat flux, (q) was deduced
from the thermocouple recordings in the top and bottom stainless steel bars.

We use 40 gauge TC wires to minimize the conductive heat loss from the
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Figure 2.2: Picture of actual setup seen with 8 Thermocouples
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wires. To attach the TC wires to the reference bars, we drilled holes up to the

center of the cross-section, and then used Graphite pencil leads along with Thermal

paste to ensure good contact and accurate temperature measurements. A cartridge

heater was used in the top block as the heater. The bottom reference bar was

attached to an Aluminum stock, which was used as a sink. The reference bars side

surfaces were micro-polished to minimize radiative losses to a surface finish of ⇠
3 Micron. The bars were also surrounded by external Aluminum radiation shield

to minimize radiative losses. We also machined notches in the top heater block

as well as the bottom sink to ensure proper vertical positioning of the complete

setup.

The sample thickness (t) in this setup is quite important. Using a Vernier

caliper we observed a 5 - 10% discrepancy in measurement of the sample thickness,

which was to the tune of 1.5 2 mm. As calculated thermal conductivity value is

directly dependent on the measured thickness, we had to explore options to reduce

this error in our measurement. After further deliberations, we used an in-house

designed and fabricated dial gauge setup with accuracy of 25 Microns to measure

the thickness of the sample schematically seen in figure 2.3. Using this setup we

noticed a less than 1% variation in the measured thickness both of rigid as well as

softer samples.

Interface resistance between the sample and the reference blocks play a very

important part in our measurements. It has been shown [9] that interface resistance

depends on surface finish of surfaces in contact and also the contact pressure. The

complete setup was torqued to a set value to ensure minimum thermal contact

resistance. We tested the complete setup with di↵erent torque values starting

from 5 inch-lb going all the way to 25 inch-lb, and decided on a value of 15 inch-lb,

which ensured minimum interface thermal resistance. To further reduce contact

resistance, we used Arctic Silver 5, a commercially used thermal interface material

in between all our contact surfaces. Finally all the contact surfaces were polished

to 1 Micron surface finish by a micro-polishing system.

All tests were performed in a Vacuum chamber at pressure of ⇠ 10 mTorr

to ensure minimum convective losses. We estimated convective losses from the
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Figure 2.3: Dial gauge setup used to measure sample thickness
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setup by getting values of the convective heat transfer co-e�cient at 10 mTorr

to be less than 5% of the conductive heat flus. We also estimate the radiative

heat flux losses to be at most 5% of the total conductive heat flux by using values

of emissivity of polished stainless steel and taking into account the e↵ects of the

radiation shield. E↵ects of radiation shield were also observed in the experiments.

Before implementation of radiation shield, polishing of surfaces, and thicker 22

Gauge Thermocouple wires, the di↵erence between heat flux in the top and bottom

block was observed to be almost 40% and resulting thermal conductivity value

variation for calibration was almost 30%. After the above-mentioned modifications,

the final observed di↵erence was around 5% proving less than 10% convective and

radiative losses.

We also performed Finite Element Analysis using Comsol Multiphysics for

our setup and observe the e↵ects of convective and radiative losses on the mea-

sured thermal conductivity. Using the temperature values from the simulation,

we re-calculate the thermal conductivity of the sample, and notice a less than 5%

variation in the thermal conductivity values.

Steady state conditions were ensured through requiring the temperature

measurement fluctuations to be less than 0.1 K over 10 minutes as defined in the

ASTM standards [7, 8]. For low thermal conductivity samples, it generally took

at least 15 hours to reach a desired steady state condition. Thus we generally ran

simulations for longer periods ⇠ 24 hours, and then took data for over 10 minutes

to average out random errors.

All temperature measurements were recorded using a Keithley 2700 Digi-

tal Multimeter Data Acquisition and Data logging System with Keithley 7700, a

20-Channel, Di↵erential Multiplexer Module with inbuilt cold junction compen-

sation. A custom made NI LabVIEW VI was used to measure and record the 8

temperatures and also show instantaneous display of the thermal conductivity of

the sample shown in figure 2.4. Subsequently the temperature data generated by

the LabView was analyzed by Matlab to calculate the thermal conductivity of the

sample along with its uncertainty being calculated primarily from the uncertainty

associated with the k-type thermocouples.
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Figure 2.4: Screenshot of LabVIEW VI used to capture temperature
measurements.

We have taken into account both systematic and random errors in our

experiment. Systematic errors arise from the TC measurements for temperatures.

We take into account a 0.75% uncertainty from the specifications of our TC (from

Omega, Inc.) in our temperature measurement. Using this uncertainty (u(T )),

we then calculate the uncertainty in the heat flux (u(q)) in the reference bars and

the extrapolated temperatures of the top and the bottom surfaces of the sample.

Subsequently using these calculations, we can calculate the uncertainty in thermal

conductivity (u()) by the following:

u() =

✓
q
avg

t

T
top

u(T
top

)

◆2

+

✓
q
avg

t

T
bottom

u(T
bottom

)

◆2

+

✓
t

T
top

� T
bottom

u(T
q

avg

)

◆2

The estimate of random errors was done through standard deviation values

of measurements of three sets of samples for each specific sample type.

The experimental setup was calibrated with Pyrex 7740 and Teflon PTFE

samples, where  was determined to be 1.14 ± 0.08 W/mK and 0.23 ± 0.01 W/mK,

respectively and compares to within ± 5% of published values[10, 11]
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Most of the work described in this chapter has been adopted from Kapadia,

R. S., Louie, B. M., Bandaru, P. R., “The influence of carbon nanotube aspect ratio

on thermal conductivity enhancement in nanotube-polymer composites”, Journal

of Heat Transfer, v.136, 011303, 2013.



3 Polymer Composite Thermal

Conductivity Measurements

We wish to characterize thermal conductivity of polymer composites previ-

ously synthesized in our laboratory. The rational behind using Carbon Nanotubes

as fillers in a base Polymer matrix, is it to use the inherently high aspect ratio

which provide enhanced surface area resulting in high thermal and electrical con-

ductivities as well as greater mechanical strength of the composites. Thus these

properties can then be controlled by changing the CNT content in the composite.

3.1 Sample Preparation

We use a RET (reactive ethylene terpolymer - Elvaloy 4170) polymer from

DuPont for our experiments. This copolymer consists of three distinct monomers,

ethylene backbone which provides corrosion resistance, n-butyl acrylate, which

provides elastomeric characteristics, and glycidyl methacrylate (GMA) which adds

epoxide functionality, which can be seen in figure 3.1.

The traditional method of producing a thermally conductive polymer is to

mix high concentrations of metal fillers (aluminum or copper), -around 50 volume

percent, resulting in an order of magnitude increase in their thermal conductivity.

For our samples, we use Multiwalled Carbon Nanotubes (MWNT) which have

been functionalized with a -COOH functional group as the filler particles. We

have chosen this specific combination of Polymer and the functionalized MWCNT,

as the presence of the epoxide constituent on the polymer bonds with the -COOH

group on the MWCNT forming robust ester-bonds, as was confirmed through

13
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Fourier Transform Infrared (FTIR) spectroscopy [12, 13]. We believe this plays a

crucial part in the polymers ability to be thermally conductive because it provides

an anchor for the CNTs to bond to the polymer chain. This also helps in ensuring

the filler particles get uniformly distributed in the polymer matrix.

Figure 3.1: Figure showing structure of RET and also how the -COOH function-
alized MWCNT can be bonded to the epoxide functional group

Fabrication of RET - CNT polymer samples has been discussed quite ex-

tensively in prior work [12, 13, 14].

To prepare the polymer, RET granules were blended in Toluene and heated

for 2 hours at 60 �C with continuous stirring. Concurrently MWCNTs were dis-

persed and blended in Toluene and sonicated using a Sonics VCX 750 for 10 min-

utes. These 2 mixtures were subsequently combined and ultrasonicated again for

1 hour. This sonication step ensures uniform dispersing of the filler particles in

the RET base and also ensures bonding between the -COOH functional groups

with the epoxide bonds in the polymer. Subsequently the complete mixture is

continuous stirred for 2 more hours to remove excess Toluene. Finally the mix-

tures is transferred to a glass dish and moved to a Vacuum oven to degas Toluene

at ⇠1 mTorr pressure and 40 �C for about 12 hours. We ensured the curing of

the polymer through our processing treatments as per the manufacturers recom-

mendations. Finally we end up with a thin film of the composite which can be

subsequently made into samples of desired thickness using a Hot Press from Carver
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Inc.

A uniform dispersion of the MWCNTs was recorded across the cross sec-

tion of our composite (through considering SEM micrographs of sample sections

at various magnifications and length scales ranging from 1 µm to 1 mm). Such ho-

mogeneous dispersion was necessary to ensure repeatable property measurements

with high fidelity and also to ensure our isotropic material for our subsequent

thermal conductivity measurements.

Figure 3.2: Scanning electron microscope (SEM) image indicating uniform dis-
persion of MWCNTs in polymer matrix.

We have used two varieties of MWCNTs with similar lengths (of ⇠1.6 µm)

with di↵erent diameters (45.0 ± 14.1 nm and 23.0 ± 6.3 nm) leading to aspect

ratios of ⇠ 35 and ⇠ 70, respectively. Sonication of the nanotubes result in break-

age of nanotube chains, and thus the geometrical parameters of the MWCNTs

were measured using a Philips XL30 ESEM (environmental scanning electron mi-

croscope) to get accurate results after the sonication process. To get these mea-

surements, 20-30 di↵erent MWCNTs were measured to get average value and the

associated standard deviation. One such MWCNT measurement can be seen in

figure 3.3. We noticed an almost 2 order reduction in the measured aspect ratio

of the nanotubes with respect to supplier specs. We procure pre functionalized
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Figure 3.3: Scanning electron microscope (SEM) image used to measure length
and diameter of sonicated single MWCNT

MWCNTs from www.cheaptubes.com for all our experiments.

3.2 Thermal conductivity increase

Using the steady state setup described in the previous chapter, we mea-

sured the thermal conductivity of both sets of composites. We made composites

ranging from a 1 % volume fraction of MWCNTs all the way unto a 10 %. Higher

volume fractions resulted in brittle samples. However, if the volume fractions could

somehow be further increased, entangling of CNTs could also occur.

Percolation theory has been used extensively in the past to explore increase

of electrical conductivity of composites with increasing CNT volume fraction. The

rational here is the existence of conduction pathways formed by continuous chains

of filler particles after crossing of a critical threshold of the filler volume fraction

[15]. This critical volume fraction for percolation can be calculated by various

methods. Original percolation theory was developed for spherical particles, with

newer theory taking into account non-spherical - cylindrical filler particles. As per

these theories, critical volume fraction for percolation for CNT like filler particles
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Figure 3.4: Experimentally measured values of 
comp

with increasing volume
fraction of CNTs. Black circle symbols are for composites with MWCNTs of A.R.
= 35, while the red star are for composites with MWCNTs of A.R. = 70.

with high Aspect Ratio is quite small compared to spherical particles. Thus we did

originally expect to a see a percolation like behavior for our thermal conductivity

measurements similar to what was observed previously for electrical conductivity

measurements.

Table 3.1: Thermal conductivity of composite 
comp

for A.R. = 35 and A.R. =
70 MWCNT composites

Volume fraction of MWCNT 
comp

A.R. = 35 
comp

A.R. = 70
(%) (W/mK) (W/mK)
0.44 0.34 ± 0.02 0.31 ± 0.02
0.90 0.35 ± 0.02 0.33 ± 0.02
1.38 0.34 ± 0.02 0.34 ± 0.02
1.83 0.36 ± 0.02 0.36 ± 0.02
2.30 0.38 ± 0.02 0.36 ± 0.02
3.26 0.38 ± 0.02 0.39 ± 0.03
4.77 0.44 ± 0.02 0.43 ± 0.03
7.40 0.50 ± 0.03 0.52 ± 0.04
10.14 0.59 ± 0.03 0.57 ± 0.04

Single walled nanotube (SWCNT)-epoxy composites were studied in Bier-

cuk et al. [16], where the SWNTs were reported to be oriented randomly. An
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increase in  was the reported as a function of added SWNT weight content with

a 125 % increase at 1 wt % SWNTs. The random orientation was thought to be

the reason for the  increase at a lower weight % compared to previous studies

where the nanotubes were aligned perpendicular to the direction of current flow.

Initial understanding of such an increase was attempted by a simple mixing

rule, using the thermal conductivities and volume fractions of the nanotubes (CNT)

and the polymer (poly) matrix (i.e., 
CNT

, 
poly

and f
CNT

, f
poly

respectively)

through a relationship of the type: 
comp

= 
CNT

· f
CNT

+ 
poly

· f
poly

. However,

such a formulation su↵ers from the lack of precise knowledge of 
CNT

and also

ignores possible filler-matrix interfacial contribution. The latter would preclude

the use of simple mixture rules predicated on e↵ective medium based approaches

[17].

Using an excluded volume method [18], we calculated a critical volume

fraction (f
crit

) for percolation from:

f
crit

=
E[V

ex

]N
CNT

4
3 + 2A.R.+ 1

2A.R.2

✓
1

6
+

1

4
A.R.

◆
(3.1)

For the derivation of equation above (explained in more detail in Pfeifer

et al. [18]), we used an excluded volume percolation theory based model to esti-

mate the theoretical critical volume percolation threshold, f
crit

, of the CNTs, as

a function of L. For this, we assumed that the ith CNT has a volume, v
i

, in a

polymer/insulating matrix of unit volume. Now, if the percolation threshold cor-

responds to the connectivity of a number of CNTs (=N
CNT

), then the odds of not

selecting any CNT (corresponding to a point in the matrix) would be:

(1� f
crit

) = (1� v1)

✓
1� v1 � v2

1� v1

◆✓
1� v1 � v2 � v3

1� v1 � v2

◆
...

...

✓
1� v1 � v2 � ...� v

N

CNT

1� v1 � v2 � ...� v
N

CNT

�1

◆
= 1�N

CNT

N

CNTX

i=1

v
i

N
CNT

(3.2)

Implying that f
crit

= N
CNT

E[v]. Here, E[v] denotes the expected value or

ensemble average of the CNT volume. It is to be noted that we have assumed that
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the CNTs were impenetrable. We then use the identity E[v] =E[V
ex

]N
CNT

E[V
ex

]

⇣
E[v]

N

CNT

⌘
,

where V
ex

is defined as the excluded volume: the space circumscribed around the

CNT by the center of another CNT, whereby both CNTs contact each other but

do not overlap. For isotropically oriented, spherically capped stick like objects of

diameter (d) and length (L), which we take to be akin to CNTs, E[V
ex

] = 4⇡
3 d

3 +

2⇡d2L+ ⇡

2dL
2. Also, for the CNT modeled as a capped cylinder, E[v] = ⇡

6d
3+ ⇡

4d
2L.

For infinitely thin cylinders of deterministic length, Monte-Carlo simulations were

used to estimate E[V
ex

]N
CNT

of ⇠ 1.4 [19]. For a given aspect ratio (A.R. = L/
d

),

the theoretical f
crit

would then be as depicted in equation 3.2.

Consequently, we calculated f
crit

⇠ 0.016 (= 1.6 %) for samples A.R. of

35 and for f
crit

⇠ 0.009 (= 0.9 %) for A.R. of 70, were estimated. However, such

thresholds are not apparent in the experimental observations of figure 3.4. We then

sought to systematically understand the relative importance and contributions

of the (a) polymer matrix, (b) polymer-CNT filler interface, and (c) the CNT

geometry on 
comp

, to explain our findings.

While an increase in the thermal conductivity in the nanotube-polymer

composites was observed in Bonnet et al. [20] a percolation threshold was not ob-

served. Instead, after subtracting the contribution of the polymer matrix (PMMA

in their case), the conductivity variation was fit to a scaling law to obtain a percola-

tion like behavior. A major issue with this paper is that it does not again consider

the influence of the interfacial resistance. A thermal conductivity contrast ratio

of ten between the filler and the matrix was thought to be adequate for observing

percolation related e↵ects. Using similar methodology, we fit our data with � =


measured

- 
poly

· (1 � f) against reduced volume fraction (f � f
crit

)/(1 � f
crit

).

When we fit this data with a percolation equation� = 
o

[(f�f
crit

)/(1�f
crit

]�, we

get value for 
o

⇠ 1.3 W/mK. This value is implied to be for the carbon nanotubes,

and is orders of magnitude smaller than what is commonly accepted.

We believe the lack of percolation is due to the inherently large interface

thermal resistance between MWCNT and the RET polymer. It has also been

shown from molecular dynamics simulation[21], that CNT-CNT interface is re-

ally ine↵ective for transport of heat due to the really small contact area. It was
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Figure 3.5: Fitting with Bonnet model for subtracted thermal conductivity en-
hancement of CNT in the composite.

also previously been concluded through theoretical analysis (based on the finite

element method: FEM and molecular dynamics) that the low thermal conductiv-

ity () contrast (of less than 104) between the matrix and the filler precludes a

strong percolation threshold e↵ect [21]. Thus there is an degradation in the e↵ec-

tive thermal conductivities of these networks. A linear variation of the thermal

conductivity with volume fraction was consequently predicted based on e↵ective

medium theory [22].

From multiple-scattering approach of Nan [23], E↵ective thermal conductiv-

ity for a composite medium is given by  = o+0(r), where o denotes the constant

part of the homogenous base medium while 0(r) denotes the arbitrary fluctuating

part. Using Green function G [24] for the homogenous composite medium and the

tradition matrix T for the entire composite medium, a rigorous solution for the

temperature gradient distribution can be obtained. The resulting e↵ective thermal

conductivity can be expressed as  = o + < T > (I+ < GT >)�1. Here I is

the unit tensor and <> denotes spatial averaging [25]. More details about this

approach can be found in references.[23, 24, 25]
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Interface resistance (Kapitza Resistance) is the inverse of interface thermal

conductance [26] and is defined by

q
interface

= �G�T (3.3)

Here G is the interface conductance, while �T is the temperature drop at

the interface.

Huxtable et al.[27] have measured a Kapitza Resistance of CNT matrix to

be 8.3 · 10�8 m2K/W . This value of thermal resistance is of the same order of

magnitude as of the bulk polymer. We have subsequently tried fitting our thermal

conductivity data with a Maxwell-Garnet-type e↵ective medium approach [28].

Kapitza radius a
k

is defined by

a
k

= R
k

⇤ 
poly

(3.4)

Here R
k

is the Kapitza Resistance, and 
poly

is the thermal conductivity of

the polymer matrix, RET in our case.

We modeled the CNT-polymer matrix interface, through a unit cell as

shown in Figure 3.6. Such an approach assumes that the environment around each

CNT in the composite is substantially identical and may be accurate with compo-

sitions outside the percolation threshold volume fraction [22]. We also assume no

heat storage in the composite or interface, a finite interfacial layer thickness, heat

flux continuity across the interface, and a finite temperature discontinuity propor-

tional to the heat flux across the interface. We employ a cylindrically shaped unit

CNT, with cell

t

and cell

l

as the equivalent thermal conductivity values along trans-

verse (cross-sectional) and longitudinal axes. The net thermal resistance along this

unit cell was computed through the addition of individual thermal resistances of

the (i) two interfacial layers (R
int

) on either end, together with that from the (ii)

CNT, ( = L/


CNT

or d/


CNT

), and yields for the equivalent thermal conductivity:

cell

t

=

CNT

1 + 2R
int

d


CNT

(3.5)
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Figure 3.6: A unit cell of a CNT with surrounding interface layer was used as a
constituent to model the nanotube - polymer composite.

cell

l

=

CNT

1 + 2R
int

L


CNT

(3.6)

Subsequently, by following the approach of Nan et al. [24, 25], who also

assumed such an e↵ective medium based theory, the 
comp

relative to the polymer

matrix conductivity (
poly

) was expressed using:


comp


poly

=
3 + f(�

x

+ �
z

)

3� f�
x

(3.7)

where,

�
x

(= �
y

) =
2(cell

t

� 
poly

)

cell

t

+ 
poly

(3.8)

�
z

=
cell

l


poly

� 1 (3.9)

The data shown in Figure 3.7 & 3.8 was fitted using equations 3.5 to 3.9

and yielded an R
int

of 9 · 10�8 m2K/W . Such a value was comparable to the 8.3

· 10�8 m2K/W , estimated for single walled CNTs encased in cylindrical micelles

of sodium dodecyl sulphate surfactant [27, 29] and to that calculated for SWC-

NTs through molecular dynamics based simulations [30]. The R
int

could then

mask/curtail the connectivity of the CNTs and result in our not seeing high values
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of thermal conductivity enhancements for the composites. To check this influence,

we fitted the model with di↵erent values of 
CNT

, varying it from 50 W/mK to

500 W/mK. We see relative insensitivity of the experimental fits (in figure 3.7 &

3.8) with this change, which is quite unexpected intuitively. However, we observed

maximal r2 values, of around 0.97 and 0.98 respectively for A.R. 35 and A.R. 70

samples with a 
CNT

= 500 W/mK. This value for 
CNT

is comparable to what is

generally observed in literature for MWCNTs. (Put reference) Further increasing


CNT

has negligible e↵ect.

Figure 3.7: Modeling 
comp

, using 
CNT

as a fitting parameter. Black circle
symbols indicate experimental values for composites constituted of MWCNTs with
an average A.R. of 35.

Given the close correspondence of the determined R
int

to previous experi-

ments and the reasonable value of 
CNT

, we can conclude that our approach can be

used to study thermal transport behavior in such nanotube-polymer composites.

However, the implicit assumption of an uniform environment for all the constituent

CNTs could hold only up to a certain range of CNT filler volume fraction [31] and

will not be applicable for higher volume fractions which would result in entangling

of the filler particles, and thus more complex interactions between the filler and

polymer matrix.

Subsequently, we wish to further understand the role of the interface and the

interfacial resistance. We propose a circuit model for thermal transport through
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Figure 3.8: Modeling 
comp

, using 
CNT

as a fitting parameter. Black triangle
symbols indicate experimental values for composites constituted of MWCNTs with
an average A.R. of 70.

the nanotube-polymer composite, as shown in figure 3.9 similar to an electrical

circuit. For such composites, we can assume two parallel paths: one through the

interface/CNT/interface and another through the polymer matrix. The thermal

resistance per unit area in the former path (R
total

) is the sum of the thermal

resistances of CNT (R
CNT

) and the two interfacial resistances (R
int

). For the

polymer matrix (i.e., R
poly

) we calculate the thermal resistance (l / )to be ⇠ 5

· 10�6 m2K/W computed over the length of the nanotube. To compare the two

thermal resistances, we change 
CNT

from 10 to 1000 W/mK and explore its e↵ect

on R
total

/R
int

ratio. As seen in figure 3.10, we that this ratio tends to one, after a


CNT

of ⇠ 100 W/mK. Further increase of 
CNT

does not have any e↵ect in the

enhancement of 
comp

as the interface resistance is much more dominant and the

CNT contribution is e↵ectively cut o↵.

From our data measurements for two sets of composites with di↵erent A.R.,

it originally seemed the increase of composite thermal conductivity was indepen-

dent of the A.R. which was something not previously expected. To further explore

this, we use the EMA model and calculate 
comp

by changing the A.R.. This can

be done by two distinct ways, first we keep the diameter (d) constant and change

length (l) of the nanotubes, which would result in increase of cell

l

, and subse-
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Figure 3.9: Equivalent circuit model for thermal transport in a nanotube-polymer
composite. The top branch indicates the two interfaces in series with a CNT, while
the bottom branch models heat flow through the polymer matrix.

Figure 3.10: Ratio of the thermal resistance from the nanotube and two inter-
faces: (R

total

) to the interfacial resistance, (R
int

), as a function of the intrinsic
thermal conductivity of the CNT: 

CNT

.
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quently we keep l constant and change d, which would result in increase of cell

t

.

Increase of either of these quantitates would result in increase of 
comp

. Compar-

ing the modeled  values in figures 3.11 and 3.12, we see that increasing the A.R.

of composites by increasing the length of MWCNTs has a greater e↵ect on the

increase in the 
comp

than by changing the diameter. This can also be attributed

to the length being at least two orders of magnitude bigger than the diameter.

Thus comparing the experimental results to the modeled lines in figures 3.12, we

see that a diameter induced variation of the A.R. had less of an influence on the


comp

variation, in accordance with experiments. Consequently, the experimen-

tally observed 
comp

would be more related to a diameter variation as lengths of

MWCNTs we use for our experiments is same in both the cases.

Figure 3.11: Modeled 
comp

increase, showing e↵ect of increasing length, L of
MWCNT (d is constant). Black triangle symbols indicate experimental data for
composites with constituent MWCNT fillers of average A.R. of 70.

Lastly to be able to make composites with higher thermal conductivity, we

will need nanotubes with longer length.

Most of the work described in this chapter has been adopted from Kapadia,

R. S., Louie, B. M., Bandaru, P. R., “The influence of carbon nanotube aspect ratio

on thermal conductivity enhancement in nanotube-polymer composites”, Journal

of Heat Transfer, v.136, 011303, 2013.
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Figure 3.12: Modeled 
comp

increase showing e↵ect of increasing d of MWCNT
(L is constant). Black symbols are for composites with MWCNTs of A.R. = 35,
while red symbols are for composites with MWCNTs of A.R. of 70, both denoting
experimental values



4 Fourier Law for Heat

Conduction and its application

for heat flux concentration

Fourier Law governs heat conduction. For a steady state condition, as

per Fourier law, heat flux (q) is directly proportional to thermal conductivity

() and inversely proportional to the length of the conductor (dx) for a constant

Temperature gradient applied (dT )

q = �
dT

dx
(4.1)

From this relation, we see that heat flux can be concentrated by changing

geometry (dx) as well as thermal conductivity ().

4.1 Analytical flux concentration

Based on the Fourier law, we have tried to explore analytically how heat

flux can be concentrated.

We start with exploring the e↵ect of heat flux concentration by changing

the thermal conductivity. We take a structure with 3 layers shown in figure 4.1.

We assume thermal conductivity of layer 1 = 1 W/mK, and for layer 2 = 2 W/mK.

Subsequently we change the thermal conductivity of layer 3, changing it from 4

W/mK to 16 W/mK. We keep the temperature on edge of layer 1 = 350 K, and

temperature on edge of layer 2 & 3 to be 300 K. Based on Fourier law, we would

28
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expect the heat flux in layer 3 to be higher as it is directly proportional to the

thermal conductivity ratio of layer 3 to layer 2. We take 1 = 1 W/mK.

Figure 4.1: Schematic of setup to explore heat flux concentration by Fourier Law

Table 4.1: Heat flux in layers with changing thermal conductivity
2 3 Theoretical Simulated

(W/mK) (W/mK) q3 / q2 = 3 / 2 q3 / q2
2.0 4.0 2.0 1.99
2.0 8.0 4.0 3.99
2.0 16.0 2.0 7.96

Taking this further, we explore the e↵ect of heat flux concentration by

changing the geometry by changing the length of the conductor. We change the

length of layer 3, and make it half the length of layer 2. As heat flux is inversely

proportional to the length of the conductor, we would expect flux in layer 3 to be

double that in layer 2. We take 1 = 1 W/mK and notice from simulation results

that q3 / q2 = L2 / L3 = 2.

Further we probe the e↵ect of reduction in length on flux concentration, by

changing the length of material 3 to be 0.5 times the length of material 2, keeping

thermal conductivity of material 2 to be two times that of material 3. We notice

q3 / q2 = 3.96, which compares to analytically predicted q3 / q2 =(L2 / L3) * (3

/ 2) = 4.0.
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4.2 Experimental flux concentration

Based on the analytical flux concentration as discussed in the earlier section,

we explore experimental measurements to confirm this e↵ect. We pick polymers

with distinct thermal conductivity values to make geometries with 2 layers. As

can be seen in the figure we use teflon to make the hot side block, we measure the

thermal conductivity of teflon using our steady state setup and get a value 0.23

W/mK which compares with literature [11]. For the two blocks being subjected to

cold side sink, we pick High Density Polyethylene (HDPE) and Acrylic. Thermal

conductivity of HDPE ⇠ 0.45 W/mK, while that of Acrylic is ⇠ 0.20 W/mK. Thus

from Fourier law, we expect the heat flux in HDPE to be more than two times the

flux in Acrylic.

4.2.1 Experimental Setup

Experimental measurement of heat flux is di�cult, as use of heat flux sen-

sors would add extra thermal resistance to the setup and give inaccurate measure-

ments. Narayana and Sato [32] have used a contact less method for measurement

of heat flux using an Infra Red Camera coupled with COMSOL simulations. Using

an I.R. camera, we can measure temperature profile on the surface of our setup.

Subsequently we can compare this measured temperature profiles with those gen-

erated by COMSOL simulations. For same boundary conditions, we can assume

that heat flux in the experimental setup is similar to those in simulations if tem-

perature profiles are similar. Thus we can then extract the corresponding heat flux

values for the simulations.

Using IR camera requires a constant high emissivity value of the surface

being measured to ensure minimum errors. Thus we use lampblack paint to paint

the surfaces being measured. By ensuring a thin layer of paint on the surface of

our polymers, we can assume negligible conductive flux along the surface of the

paint, and take the temperature being measured at the surface of the paint to

be same as the temperature of the polymer underneath. Lampblack paint has an

emissivity value of ⇠ 0.95, which is what we enter in the camera software to deduce
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the temperature values. To ensure minimum radiative losses from other surfaces

of the setup, we paint them with a really low emissivity paint LO/MIT-II from

Solec Energy Corp. This paint has emissivity values of less than 0.2 when applied

to polymers using an airbrush. We also use radiation shields, which are kept quite

close, ⇠ 5 mm to the setup. These shields are also subjected to same hot and cold

side temperatures, thus they act like a guarded hot plate and result in minimum

radiative and convective losses. We estimate radiative and convective losses to be

at the most ⇠ 10 % for our complete setup. Using COMSOL, we run simulations

by assuming these losses and estimate minimal disturbance in the temperature

profiles being generated on the surface of the setup.

All our experiments are performed at constant temperature boundary con-

ditions. We use a hot plate for the hot side, but noticed a non-uniform temperature

surface being setup on the top surface. To ensure a uniform hot temperature, we

keep a block of Copper on the hot plate to act as the constant hot temperature

surface. Copper with really high thermal conductivity ensures minimal variation

in the surface temperature. We confirm this by using the IR Camera.

Setting a uniform cold temperature proved to be trickier. Initially we tried

to use ice boxes on the cold side as done by Narayana and Sato. [32] As polymers

have low specific heat, reaching a steady state temperature conditions takes a

longer period of time. Using ice boxes proved to be cumbersome as the ice would

start melting and we would need to change the box every 10 minutes to ensure

constant low temperature. Repeated changing of the ice boxes would result in a

non-uniform cold temperature, and could result in inaccurate results. Thus we

designed and fabricated a custom cold plate setup for this task. We use a Peltier

cooler as the cold temperature generating device for our setup. To ensure constant

sinking of heat from the Peltier cooler, we used a liquid cooling setup generally used

for high end computers from Corsair. This setup uses water with a proprietary

additives and acts as an excellent sink for our setup. We use copper plates on

both sides of the Peltier cooler to ensure uniform temperature. By controlling the

current being supplied to the Peltier cooler, we were able to maintain a constant

temperature from 5 �C to 20 �C. We use Arctic Silver 5 in between all contact
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surfaces to ensure minimal thermal contact resistances.

Figure 4.2: Schematic of experimental setup showing an IR camera being used
to measure temperature profiles of an experimental setup

Figure 4.3: Custom cold plate setup designed and fabricated using a Peltier cooler
and a computer water cooler

4.2.2 Experimental Results

Using the setup described in detail in the previous section, we measure the

temperature profiles on surface of our setup at di↵erent hot and cold temperature
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Figure 4.4: Experimental setup showing an FLIR A320 camera being used to
measure temperature profiles of an experimental setup
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temperatures. We compare them with ones in simulation and notice similar profiles

in our experiments with those predicted by the simulations. This would mean, that

heat flux in the experiments are similar to ones we can extract from the simulation.

From our simulations, we know that heat flux in the HDPE layer is ⇠ 2 times the

heat flux in the Acrylic layer as predicted by Fourier law. We plot the flux across

the Teflon cross-section as well as a cross-section in the Acrylic - HDPE blocks

near the cold temperature side, and notice the flux as predicted in figure 4.7.

Figure 4.5: Experimental setup for observing e↵ect of heat flux concentration
using HDPE and Acrylic blocks

Thus we see from these experiments that we can use materials with di↵erent

thermal conductivity to concentrate heat.

Some material from this chapter is currently being prepared for submis-

sion for publication. The dissertation author, Rahul S. Kapadia was the primary
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Figure 4.6: Comparison of Experimentally measured temperature profile with
simulations. Figure a) shows temperature contours in simulation, figure b) shows
experimentally measured temperature contours while figure c) shows the heat flux
in simulations

Figure 4.7: Heat flux plotted in Teflon block at Y-Y cross section and heat flux
plotted in Acrylic - HDPE block at X-X cross-section



36

investigator and author of this material.



5 Tangent Law for Heat

Conduction

Tan and Holland have previously derived a analytical relation for refraction

for heat conduction through an interface [4]. This relation is analogues to the

Snell’s Law which pertains to wave refraction when it travels from one medium to

another. The heat flux vectors can be considered to be heat rays and they travel in

a direction perpendicular to the isothermal lines, which is predicted by the Fourier

Law.

To derive this relation, we can consider a heat flux vector traveling from one

material to another as shown in figure 5.1. We take an assumption of steady state,

and also absence of any interfacial resistance (perfect interfacial contact) and any

heat sources or sinks at the interface boundary. This would ensure a continuity of

temperature across the interface, and corresponding absence of any temperature

slip type conditions. In the figure, we take two materials 1 & 2, with thermal

conductivities of 1 & 2 respectively.

From this temperature continuity, we can hypothesize that

| rT |1 sin✓1 =| rT |2 sin✓2 (5.1)

Due to the absence of any heat sources or sinks at the boundary interface

1 | rT |1 cos✓1 = 2 | rT |2 cos✓2 (5.2)

Dividing equation 5.1 by equation 5.2, we get

37
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Figure 5.1: Refraction of heat flux vector at interface of 2 materials [4]

tan✓1
1

=
tan✓2
2

(5.3)

This equation denotes the tangent law of refraction for heat conduction.

If we take an analogy with electrical current, and propose a quantity of thermal

resistivity (⇢ = 1/), then we can come up with the following form of equation;

⇢1tan✓1 = ⇢2tan✓2 (5.4)

This form of equation is analogues to the Snell’s law. Here tangent is

corresponding to the sine function used in the Snell’s law in optics.

5.1 Validation of Tangent law through simula-

tions

To check the validity of the Tangent Law of heat refraction, we performed

multiple simulations in COMSOL. We take a structure similar to shown in figure

below. Taking material 1 to be Steel with  = 43 W/mK, material 2 to be Copper
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with  = 401 W/mK, and material 3 to be Nickel with  = 91 W/mK, we perform

simulations with constant temperature boundary condition as denoted. Taking

T
hot

= 350 K & T
cold

= 300 K, we obtain the temperature iso-contours and heat

flux profile as shown below.

Subsequently we measure the incident and the refracted angle of heat flux

vectors at all three interface boundaries; Steel - Copper, Steel - Nickel and Nickel -

Copper. We compare the measured value of refracted angle with the one predicted

by the Tangent law and find the values quite close and within 5% for all three

cases.

Figure 5.2: Temperature profile in Comsol simulation for measuring angle of
refraction

Table 5.1: Measured and Calculated angle of Refraction in simulations
Interface Incident Angle Calculated Measured

Refraction Angle Refraction Angle
(�) (�) (�)

Steel - Copper 4 33 31
Steel - Nickel 26 46 45

Nickel - Copper 22 61 64

We have also performed simulations by using di↵erent materials and do see

similar trends in the measured and calculated angle of refraction for all cases.
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5.2 Experimental validation of Tangent law

We did extensive literature survey and noticed a complete absence of ex-

perimental validation of the tangent law of heat refraction. Thus did further ex-

plorations to validate it through our experiments.

Temperature iso-contours are obtained from one of our Polymer experi-

ments, discussed extensively in the previous chapter and is shown below.

Figure 5.3: Temperature profile obtained by IR camera with T
hot

= 351 K & T
cold

= 282 K

We measured the incident and refracted angles at the three di↵erent points

along the Acrylic- HDPE Interface, using experimentally measured thermal con-

ductivity of HDPE ⇠ 0.45 W/mK, and Acrylic being ⇠ 0.20 W/mK.

As can be seen from the values we measured, they compare quite well with
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Table 5.2: Measured and Calculated angle of Refraction for Acrylic and HDPE
experimental measurements

Case Incident Angle Calculated Measured
Refraction Angle Refraction Angle

(�) (�) (�)
1 73 82 76
2 67 79 73
3 61 76 74

the calculated values and are within 8 % for all three cases. These measurements

prove the experimental validation of the Tangent law for heat refraction.

Some material from this chapter is currently being prepared for submis-

sion for publication. The dissertation author, Rahul S. Kapadia was the primary

investigator and author of this material.



6 Analytical study for heat flux

concentration

We try to make structures similar to an optical convex lens. As seen in

figure below, an optical convex lens focuses light at a focal point at some distance

(f). We make an analogous structure to concentrate conductive heat flux based on

concentrations we saw in the previous chapter. We make a structure with radius of

curvature R on one edge, and take a straight / vertical edge (R ⇠ 1) on the other.

This structure concentrates heat at the center of the curved edge. Conductive heat

flux follows the path of least thermal resistance, similar to how current follows the

path of least electrical resistance. Thermal resistance per unit area is given by l/,

where l is length of conductive path and  is the thermal conductivity. Reducing

the length (l) of the structure at the center results in lower thermal resistance for

the respective path, and thus heat flux is concentrated at the center.

q = �
dT

dx
(6.1)

6.1 Circular Radius lens and its analogy with a

straight edged lens

6.1.1 Lens with constant thermal conductivity

The e↵ective ability of these structures to concentrate heat flux can be

evaluated by simulating structures with a straight edge and then comparing them

with ones with a curved surface with a specific radius. For our simulations, we

42
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Figure 6.1: Convex lens geometry showing focusing of light at a focal distance f

define our structure with following variables, H (height of block), ✓ (angle of

bending) andW (width of lens). These 3 variables can be compared toH, R (radius

of curvature) and W for our curved lens structure. For comparisons, we perform

a simulation taking a lens structure with H = 3 cm, W = 2 cm and ✓ = 45 �.

Simulations are performed with constant temperature boundary conditions applied

to the edges of the setup so as to explore e↵ects of heat flux with respect to thermal

conductivity and length of the conductor. To ensure that the lens structure is being

subjected to uniform flux, we keep a block of acrylic between the hot temperature

boundary and the lens. This ensures that the heat flux lines at the lens structure

are parallel, which is analogous to a collimated beam of light. The other edge of

the lens is kept at a constant cold temperature. We performed simulations with

T
hot

= 360 K and T
cold

= 290 K. Under these temperature conditions, the heat

flux profile at the edge of the lens can be seen in the figure below. To measure

concentration e↵ects, we measure average heat flux at the edge and center of the

lens structure (q
edge

and q
center

). The values are averaged over a 1 mm distance

to reduce edge / mesh e↵ects. Using these values we see a concentration ratio =

q
center

r / q
edge

⇠ 100 for this specific geometry.
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Figure 6.2: Straight edge structure for concentrating heat flux at center, shown
with geometric parameters

Figure 6.3: Curved edge structure for concentrating heat flux at center, shown
with geometric parameters
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Using a curved lens structure, we see similar concentration at the center.

For example, there is a concentration ratio of ⇠ 99, when R = 1.76 cm. Keeping

the same values for W and L, the ratio varies from 6090 to 23, when R is varied

from 1.5 cm to 2 cm. Thus we can conclude that a curved lens structure with R

= 1.76 can be considered to be similar to our structure with straight edge. From

a similar approach, we can choose a circular geometry for a specific concentration

ratio, and then find a corresponding straight edge structure to get similar e↵ect.

6.1.2 Lens with changing thermal conductivity

In the first part, we have explored heat flux concentration using geometric

parameters. Thermal resistance is inversely proportional to the thermal conduc-

tivity of material. Thus increasing thermal conductivity would result in lower

thermal resistance, and this e↵ect can also be used to concentrate heat flux. In the

structure shown below, we take a rectangular structure, but change the thermal

conductivity linearly as we go from center to edge. Taking 
center

= 4 W/mK and


edge

= 0.5 W/mK, we change the thermal conductivity linearly for the material

between the two extremes. Plotting the heat flux at the edge of the structure, we

see the concentration ratio q
center

/ q
edge

= 7.85 which compares to 
center

/ 
edge

=

8. This ratio proves that heat flux does get concentrated based on ratio of thermal

resistance as predicted by Fourier Law if the length is kept constant.

6.1.3 Lens with changing geometry and thermal conduc-

tivity

Subsequently we can combine the e↵ect of thermal conductivity and geom-

etry to get a coupled heat concentration e↵ect. In this case we have a structure

as shown in figure 6.3 with R = 2 cm, but instead of the lens being made of an

isotropic material, we assume a material with changing thermal conductivity. We

keep the thermal conductivity highest at the center, and lowest at the side. We

simulate two di↵erent cases of the conductivity variation, linear and exponential.

We do see for both cases the heat conductivity concentration at the center is much
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higher than what is observed for just geometrical e↵ect. Flux concentration for

isotropic material is ⇠ 23, while for linear and exponential conductivity increase

it is ⇠ 87. The similarity in the resulting concentration ratio for the linear and

exponential thermal conductivity variation stems from the fact that there is lower

flux at the sides in case of linear conductivity, making the concentration ratio sim-

ilar to what is obtained by exponential case, which has a higher absolute value of

flux at the center.

Figure 6.4: Heat flux profiles at edge for lens structure with varying thermal
conductivity

6.2 Multi-layered lens based on E↵ective Medium

Approach

Materials with varying thermal conductivity are generally rare in nature,

thus we explore ways to make geometries with varying thermal conductivity. One

way of engineering such geometries is by making a multi-layered structure, with

successive layers being of di↵erent thermal conductivity. Using an e↵ective medium

like approach, we can make geometries by changing the number of layers / decreas-

ing the layer thickness. Properties of such materials will then asymptotically get
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closer to materials with perfectly varying properties, thermal conductivity in our

case with decreasing successive layer thickness.

To explore this e↵ect, we take the rectangular geometry we have discussed

previously and shown in figure 6.5, and change the lens geometry to a multi-layered

one. We take the thermal conductivity of the layers on the edge to be 0.5 W/mK

and center most layer to be 4 W/mK similar to what we did earlier. We increase

the number of layers from 5 to 51 corresponding to layer thickness of 6 mm to

0.6 mm, and plot the heat flux at the edge of the lens. We see from the plot of

heat flux plotted from the edge of the geometry to the center, as the number of

layers is increased (figure 6.6), the heat flux profile gets less discrete and seems

to be getting closer to the linear profile for a perfectly linearly changing lens.

To quantify this e↵ect, we follow the approach of Vemuri and Bandaru [33], and

calculate the area under the plot (with units of W/m) for each of the lens geometry,

and notice the ratio of area of plot for multi-layered case / area of the perfectly

linear conductivity plot approaches 1 as number of layers is increased. We can also

convert this area under the plot to power by multiplying by the thickness of the

setup, and see similar behavior for power (power for linear conductivity material

= 0.02974 W) with increasing number of layers (figure 6.7). Thus we can use a

multi-layered engineered meta-material based approach to create geometries with

varying thermal conductivity to concentrate heat flux. Subsequently we can also

use this multi-layered approach to make geometries with reducing length as shown

in figure 6.3, which will be discussed in the next chapter.

Some material from this chapter is currently being prepared for submis-

sion for publication. The dissertation author, Rahul S. Kapadia was the primary

investigator and author of this material.
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Figure 6.5: Rectangular geometry used to explore the e↵ects of increasing number
of layers in the lens

Figure 6.6: Heat flux profile at edge for a straight edged structure shown in figure
2 with increasing number of layers
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Figure 6.7: Ratio of area under plot for multi-layered structure / perfectly linear
conductivity structure and Power plotted with increase in number of layers.



7 Experimental demonstration

for heat flux concentration

We have shown in the previous section, that we can device a multi-layered

geometry with successive layers of di↵erent thermal conductivity to make a device

which would mimic a anisotropic material device.

For making a thermal concentration, we use the previously characterized

MWCNT - RET polymer composite.

7.1 Experimental design of lens structure

To make this lens structure, we pick nanotube composites with discrete

thermal conductivity values. We were able to pick 6 composites which had a

definite variation in their measured conductivity values. For ensuring that each

layer has a measurable e↵ect in concentration of heat flux, we keep each layer to

be ⇠ 2 mm in thickness. We used a hot press as discussed in chapter 2 to make

these layers. For ensuring uniform thickness of each layer, we fabricated Aluminum

molds corresponding to the layer dimensions. We also made a special mold with

an angle on of the edges to make layers for the reducing geometry setup.

A representative figure with MWCNT concentration for each layer is shown

below. We take the edge layers to be with volume fraction of 0.4 % with  =

0.34 W/mK, while the center most layer has a volume fraction of 10 % with  =

0.6 W/mK. We use Arctic Silver Thermal adhesive between each layer to ensure

minimum thermal resistance between successive layers. To explore how interface

thermal resistance would have an e↵ect on the flux concentration, we performed

50
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simulations by taking thermal conductivity of the layer to be from 0.01 W/mK

to 1 W/mK, and see that a 100 Micron interface layer does not have any adverse

e↵ect on the overall heat flux concentration.

Figure 7.1: Geometry showing multi-layered lens structure with MWCNT volume
fraction for each layer

For the source block, we use acrylic block with length of 3 cm. To ensure

uniform cold temperature boundary conditions at the edge of lens, we take a copper

block.

Experimental geometries were devised for 2 di↵erent cases. First case in-

volved a rectangular geometry lens with length of each layer to be 1.5 cm, and

width being 1 cm. In this case we expect to see heat flux concentration because of

the thermal conductivity contrast of the layers. We take 1 cm long copper block

as the sink. Second case involved a reducing geometry lens with reducing length

as we go from edge to the center. We keep the length of the layer at the edge to

be 1.5 cm, and then keep a 45� angle as the length of layers is reduced going to

center. The copper sink block is made with a corresponding shape to fit perfectly

with the lens.

We use arctic silver 5 thermal interface material between the acrylic block

and lens, and also the lens and the copper block. All the three devices were

painted black to ensure uniform high emissivity (✏) to ensure accurate temperature

measurements using the IR Camera. Lamp black paint has a generally accepted
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value for ✏ ⇠ 0.95. All the other surfaces were painted with the low emissivity

paint (LO/MIT-II MAX) and shielded with a radiation shield to ensure minimum

radiative and convective heat losses. LO/MIT-II MAX has an ✏ ⇠ 0.15 when

painted using an airbrush over a polymer surface.

The radiation shield is also placed on top of the hot copper block. This

ensures a similar temperature gradient being setup in the polymer shield. By

placing the radiation shield really close to the experimental setup, and maintaining

a similar temperature gradient, we ensure minimum convective losses.

We performed simulations in COMSOL by taking these emissivity values,

and a convective heat transfer coe�cient of 5 W/m2K, and observe minimal e↵ect

on the concentration e↵ects.

7.2 Rectangular Geometry Lens

To explore the e↵ect heat flux concentration, by thermal conductivity, we

performed multiple experiments with the rectangular geometry lens. From the

COMSOL simulation, we see how the flux profile would be discrete and be directly

proportional to the layer’s thermal conductivity. For T
hot

= 380 K, and T
cold

=

278, we can see the heat flux at the edge of the lens structure as seen in the figure

below. The heat flux concentration ratio which we take as ratio of heat flux at the

center layer to the heat flux at the edge most layer is equal to ⇠ 1.68, which is the

ratio of the thermal conductivities of the center layer to the edge most layer.

We see from experimental measurements using IR camera, that the tem-

perature contours obtained look quite similar to what is predicted by COMSOL

simulations. For these specific temperature condition, the heat flux profile can

then be extracted from Comsol and is depicted in the figure below. To check the

simulation’s closeness to the experiments, we calculated the heat flux in the source

block and we estimate a value of ⇠ 466 W/m2 (estimated through the ratio of the

temperature drop across the acrylic of ⇠ 70 K to the thermal resistance: L
acrylic

(=3 cm) / 
acrylic

(=0.2 W/mK), which compares to the what is observed in the

simulation of ⇠ 505 W/m2. We have also made rough estimate of the heat flux
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at the edge of the lens / sink interface in the experiment by taking a simple 1-

dimensional Fourier law, normal to the temperature iso-contours, and see values

within 10 % of the simulations.

Figure 7.2: Figure on Left shows temperature contours obtained from COMSOL,
center figure show the experimental temperature contours, while the figure on right
denotes the corresponding heat flux vectors

To see how the heat flux profile across the cross-section of the geometry

from the source to the sink, we plot it at four di↵erent cross-sections and see the

profiles in the source block, at the source - lens interface, lens - sink interface and

finally in the sink. To make sure our simulations were accurate, we calculated the

area under the plot for each cross-section, and confirm that they are equal ensuring

a conservation of energy.

7.3 Reducing Geometry Lens

In this case we explore the e↵ect of heat flux concentration, by a combina-

tion of thermal conductivity and length, we performed multiple experiments with

the rectangular geometry lens. From the comsol simulation, we see how the flux

will be concentrated due to this coupled e↵ect. For T
hot

= 378 K, and T
cold

= 280

K, we can see the heat flux at the edge of the lens structure as seen in the figure
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Figure 7.3: Heat flux at multiple cross-sections of the setup for a Rectangular
lens

below. The heat flux concentration ratio which we take as ratio of heat flux at the

center layer to the heat flux at the edge most layer is equal to ⇠ 8, we take heat

flux over the entire layer thickness of 2 mm, to negate the boundary layer e↵ects.

We calculated the heat flux in the source block and we estimate a value of ⇠ 500

W/m2 (estimated through the ratio of the temperature drop across the acrylic of

⇠ 75 K to the thermal resistance: L
acrylic

(=3 cm) / 
acrylic

(=0.2 W/mK), which

compares to the what is observed in the simulation of ⇠ 502 W/m2.

We seem from experimental measurements using IR camera, that the tem-

perature contours obtained look quite similar to what is predicted by COMSOL

simulations. For these specific temperature condition, the heat flux profile can

then be extracted from COMSOL as before and is depicted in the figure.

We explore how the heat flux profile across the cross-section of the geometry

from the source to the sink similar to what we do for the rectangular geometry,

we plot it at four di↵erent cross-sections and see the profiles in the source block,

at the source - lens interface, lens - sink vertical interface and finally in the sink.

To make sure our simulations were accurate, we calculated the area under the plot

for each cross-section, and confirm that they are equal.
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Figure 7.4: Figure on Left shows temperature contours obtained from COMSOL,
center figure show the experimental temperature contours, while the figure on right
denotes the corresponding heat flux vectors

Figure 7.5: Heat flux at multiple cross-sections of the setup for a Reducing lens
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Comparing this concentration to what is predicted for the rectangular ge-

ometry case, we see how the coupling of thermal conductivity and length results

in a much higher concentration of heat flux. We see the heat flux at the center is

more than ⇠ 3 times higher in the reducing case.

7.4 Heat Flux Concentration E↵ect Measurements

All our previous experimental measurements proved heat flux concentration

by using a multilayered variable thermal conductivity polymer. Subsequently we

wanted to demonstrate a practical e↵ect of the heat flux concentration. We consid-

ered various options to harness this concentration. We considered using Thermo-

electric generators (TEG) to get this e↵ect. Thermoelectric generators generate

a voltage when they a subjected to a temperature gradient. Heat flux passing

through the generators, would generate a temperature gradient which would man-

ifest into a generated voltage, which could be subsequently measured. We also

explored fabricating and using a setup which would heat a liquid using the concen-

trated heat flux. After running some simulations, we decided to not pursue liquid

heating, as it would have resulted in really complicated experiments.

For using TEG, we explored setups where we put multiple TEG’s across

the cross-section of the setup being tested. If we show one TEG generating higher

voltage than another one, that would imply that TEG being subjected to higher

heat flux. The voltage being generated can be measured by a Keithley 2700 Digital

Multimeter.

7.4.1 TEG Calibration

We ordered various TEG’s from Digikey with di↵erent dimensions.To cali-

brate the TEG before using them, we mounted the them on a copper plate mounted

on top of a Peltier Cooler. Using two surface mount k-type thermocouples, we mea-

sured the temperature on the top and the bottom surface of the Peltier cooler. By

increasing the power to the Peltier cooler, we were able to measure voltage gen-

erated by a DMM. Plotting the DMM voltage against the temperature di↵erence
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between the top and the bottom surfaces, we were able to get the sensitivity of

the TEG. We got a good linear fit for our measured data, and the sensitivity was

extracted to be 14.5 ⇠ mV / K for the bigger TEGs and to be ⇠ 2.5 mV / K.

Setup for calibration can be seen in figure 7.2, while the sensitivity curves for two

TEG’s we used can be seen in figures 7.3 & 7.4.

Figure 7.6: Setup for calibration for TEG

Figure 7.7: One of the TEGs used in our experiments
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Figure 7.8: Calibration plot for big TEG, we observe a sensitivity of ⇠ 14.5
mV/K

Figure 7.9: Calibration plot for small TEG, we observe a sensitivity of ⇠ 2.5
mV/K
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7.4.2 Concentration experiments with TEG

For the rectangular lens, we used three TEGs as shown in figure 7.10. As

predicted by our earlier simulations and experiments we expect the center TEG

to generate a higher voltage. Using the sensitivity, we can convert the generated

voltage into a �T across the TEG length. As the cold sider temperature is kept

constant for all the TEGs by using the Copper block mounted to the cold plate, we

expect the hot side temperature to be a direct function of the subjected heat flux.

We performed simulations and observed average hot side temperature for center

TEG to be 1.43 times the average hot side temperature for the side TEGs.

Experimental temperature contours can be seen from figure 7.11, and they

compare quite well with the ones predicted by simulations. Plotting the�T against

the position of the TEG, we notice for various Acrylic block Hot temperature

conditions (T
hot

= 329 K - 400 K), the �T at center is higher than the ones at

side. Also �T
side

for both sides is also quite similar. Taking the average ratio of

�T
center

to �T
side

, we get a value of 1.40, which compares quite well with the 1.32

value predicted by simulations.

For the reducing lens, we used four TEGs as shown in figure 7.12. We

performed experiments using two di↵erent size TEGs. For the smaller TEGs we

were only able to get data for one of the sides, as the other TEG had a malfunction

at the time of the experiment. We were able to get all four sets of measurements

for the bigger size TEGs. We see for the both the cases, �T
center

is much higher

than �T
side

, proving heat flux concentration. For the average ratio of �T
center

to

�T
side

, we get a value of 1.50 for the bigger TEGs and yy for the smaller TEGs.

From all our experiments for both the rectangular and the reducing geome-

try lens, we show measurable e↵ect of heat flux concentration, and thus prove how

these concentrators could be used for practical concentration of heat flux.

Some material from this chapter is currently being prepared for submis-

sion for publication. The dissertation author, Rahul S. Kapadia was the primary

investigator and author of this material.
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Figure 7.10: Schematic for experimental setup showing position of TEG for Rect-
angular geometry lens
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Figure 7.11: Figure on left shows the temperature iso-contours and heat flux in
COMSOL simulation, while on the right is the experimental iso-contours obtained
by IR Camera for rectangular geometry lens
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Figure 7.12: Schematic for experimental setup showing position of TEG for Re-
ducing geometry lens



63

Figure 7.13: Actual experimental setup showing position of TEG for Reducing
geometry lens
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Figure 7.14: Figure on left shows the temperature iso-contours and heat flux in
COMSOL simulation, while on the right is the experimental iso-contours obtained
by IR Camera for reducing geometry lens

Figure 7.15: �T vs position of Big TEG for Reducing geometry lens
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Figure 7.16: �T vs position of Small TEG for Reducing geometry lens



8 Experimental demonstration

for heat flux homogenizer

A thermal concentrator device was explored and demonstrated in the pre-

vious chapter. In this chapter, we will discuss another type of thermal device in

form of a thermal homogenizer.

It was shown previously, how geometrical e↵ects result in concentration of

heat flux. If heat flux was being transported from a higher cross-sectional area to

a lower cross-sectional area, there would be flux concentration at the center as the

thermal resistance would be lower at the center.

We show a specific case of this geometrical concentration in figure 8.1. A

device with changing cross-sectional area links the two devices, which we will call

as source and sink. If we plot heat flux along the cross-section in the varying cross-

section device, we see how the heat flux profile shows clearly the concentration.

To prevent this concentration, we device a multi-layered thermal homoge-

nizer. We know as previously discussed heat flux follows the path of least thermal

resistance (R
th

= L/). Thus if we wanted to prevent heat flux to get concentrated

at the center of the device, we would need to ensure thermal resistance is main-

tained constant along the homogenizer device which would prevent concentration

of heat flux.

8.1 Analytical design of Thermal Homogenizer

To make a homogenizer device, we use the multi-layered approach we used

earlier. In this case we take the source block to have a 5 x 5 x 5 cm block with 
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= 1 W/mK, and the sink block to of copper and have a 0.5 x 0.5 cm cross-section,

and 1 cm in length.

Figure 8.1: Geometry for analytical formulation of a thermal homogenizer

We show thermal resistance for 2 representative heat flux vectors going

from the source to the sink. For the heat flux vector at the center, the thermal

resistance is given by R
th�center

, while thermal resistance at any other location is

given by R
th�side

. To maintain a uniform / homogeneous flux in the device, we

will need to ensure R
th�center

= R
th�side

. We divide the device into 9 layers with

each layer with a sector angle of 10 �. This can be further given as

L
center


center

=
L
side


side

(8.1)

From geometry, we can find relation between the length parameter for suc-

cessive layers as

L
side

=
L
center

cos✓
side

(8.2)

Here ✓ is the angle between the center of the geometry and the center of

the respective layer in consideration.

Thus we get the following relation between  of successive layers


side

=

center

cos✓
side

(8.3)
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By picking successive layers with the relation we derived earlier, we can thus

ensure each layer to have similar thermal resistance and thus ensuring uniform heat

flux across the cross-section. For our simulations, we take 
center

= 2 W/mK. We

compare this multi-layer, constant thermal resistance geometry with an isotropic

material device (with average value for thermal conductivity ⇠ 2.2 W/mK) for

T
hot

= 350 K and T
cold

= 280 K, and see heat flux across the device cross-section

is much more homogenous in the constant resistance case as seen in figure 8.2 &

8.3.

Figure 8.2: Figure on left shows temperature contours and heat flux for an
isotropic conductivity material device, while figure on right shows temperature
contours and heat flux for a constant thermal resistance device

8.2 Experimental design of Thermal Homogenizer

For making an experimental homogenizer device, we take an Acrylic block

as the source block. For making the multi-layered device, we take the center layer
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Figure 8.3: Heat flux comparisons at two di↵erent cross-sections for the device.
Figure on top shows flux at x-x cross-section, while figure at bottom shows flux at
y-y cross-section

to be made from 0.4 % CNT RET polymer with  = 0.34 W/mK. Using the

geometrical relation we derived earlier, we pick 4 other polymer composites with

suitable thermal conductivity. We take a copper block to be the sink. The acrylic

source has a width of 6 cm, while the copper block has a width of 2 cm. All

the dimensions of the complete experimental setup can be seen in figure 8.4, with

thickness of the complete setup being 6 mm. We use Arctic Silver Thermal adhe-

sive between each layer to ensure minimum thermal resistance between successive

layers.

Figure 8.4: Geometry for experimental demonstration of a thermal homogenizer

Using the IR camera setup, we perform experiments with T
hot

= 374 K, and
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Figure 8.5: Experimental setup of a thermal homogenizer
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T
cold

= 285 K. We can see from figure yy, how the temperature contours obtained

with the IR camera compare quite well with the ones we observe in the COMSOL

simulation. For these specific temperature conditions, the heat flux profile can

then be extracted from our simulations and is depicted in the figure 8.6.

Figure 8.6: Figure on left shows the temperature contours obtained from COM-
SOL, while the center figure shows experimental temperature contours, the figure
on the right shows the corresponding heat flux vectors

Figure 8.7: Uniform heat flux observed across the cross-section of the homogenizer

As seen in figure 8.7, we see from the simulations, the homogeneity of heat
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flux across the device cross-section, proving the validity of our methodology to get

uniform heat flux.

Some material from this chapter is currently being prepared for submis-

sion for publication. The dissertation author, Rahul S. Kapadia was the primary

investigator and author of this material.



9 Conclusions

9.1 Summary

In my study to control conductive heat flux, I have shown both analytically

and through experiments ways to control and direct conductive heat flux. Most

of my formulations were done by formulations of minimization of the thermal

resistance and also by suitable use of the Fourier law of heat conduction at a

macro scale.

I have also analyzed and characterized the thermal conductivity enhance-

ments of a multi-walled carbon nanotube polymer composite with increasing filler

content. I have shown by experimental measurements and subsequent analytical

work, how percolation e↵ects are precluded in these enhancements and an E↵ec-

tive medium type approach can be used to fit these increases with increasing filler

content. The values of thermal conductivity increased from 0.32 W/mK to 0.6

W/mK for a 10 % volumetric nanotube filler content in the composite.

Using the Fourier law based heat conduction manipulations, I have devices

two thermal devices - Thermal flux concentrator and Thermal homogenizer. Using

a rectangular thermal concentrator, I was able to obtain a flux concentration of ⇠
1.5 times at the center compared to the edge. For a reducing geometry setup, much

higher flux concentrations were observed. I was also able to show experimental flux

concentration using Thermoelectric generators by converting the applied heat flux

to a measurable temperature di↵erence across the generator. For this, I measured

a ⇠ 1.43 times higher flux at center for a rectangular geometry, while a ⇠ 1.52

times higher flux was noted at center for a reducing compared to the values at

side.
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9.2 Future Work

All my work has opened up endless possibilities for further work. My flux

control simulations and experiments have demonstrated a simple method to con-

trol heat flux using the Fourier law. Much further analytical work can be done

in analyzing how the combination of length and thermal conductivity is coupled

together to get heat flux variations. I strongly believe an equation can be derived

similar to the lens-maker equation which is used for design of optical lens, to de-

sign thermal lenses. Such study would also generate further insights for developing

other thermal devices.

My study has indicated the seminal development of thermal lenses, leading

to the concentration of heat flux, using polymeric materials. While the research

constitutes an excellent proof of principle, further issues related to thermal mode

characterization, interfacial thermal resistance (R
int

), etc. need to be better under-

stood. Such aspects would lead to the fruitful utilization of the thermal resistance

minimization principle and the resultant development of new technologies aimed

at improving energy e�ciency through control and manipulation of waste heat.

This study can quite easily be adopted for making practical devices and for

addressing real world thermal challenges. Using a multi-layered approach could

prove di�cult in making real world devices, but with the advent of additive man-

ufacturing, I am sure we will be able to make geometries with inbuilt anisotropy

for thermal conductivity by changing the filler content in successive layers being

deposited. This could result in lot of interesting applications for thermal flux con-

trol, and can even be used to make thermal guides / channels to protect delicate

electronic equipment.

Next step in terms of experiments, would be formation of a bigger lens

geometry and then use sunlight and concentrate the heat on a thermoelectric

generator. If an experiment can be devised to show higher power generation using

a thermal concentrator, it could result in lot of practical applications for this

technology.

One such example for utility can be seen in figure 9.1. Sun’s spectrum

contains of wavelengths of quite a wide range of wavelengths. Photovoltaic cells
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can generally only utilize a narrow range of the available wavelengths. If a wave-

length segregator is used to separate the lower wavelength radiation from the higher

wavelength one, the lower wavelength radiation can then be made incident on the

photovoltaic module which can convert that to electricity. The higher wavelength

radiation which is in the infra-red range contains most of the incident heat. This

radiation spectrum can then be absorbed by a black body absorber and then con-

centrated on a thermoelectric generator by using a heat concentration lens. Thus

by using a combinator of photovoltaic cells and thermoelectric generator using a

concentration lens, we can utilize majority of the spectrum of the sun.

Figure 9.1: Utilization of sun’s spectrum to generate electricity by a combinator
of photovoltaic cells and thermoelectric generator.
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