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S U M M A R Y
Geodetic imaging data and seismic waveform data have complementary strengths when consid-
ering the modelling of earthquakes. The former, particularly modern space geodetic techniques
such as Interferometric Synthetic Aperture Radar (InSAR), permit high spatial density of ob-
servation and thus fine resolution of the spatial pattern of fault slip; the latter provide precise
and accurate timing information, and thus the ability to resolve how that fault slip varies over
time. In order to harness these complementary strengths, we propose a method through which
the two data types can be combined in a joint inverse model for the evolution of slip on a spec-
ified fault geometry. We present here a derivation of Akaike’s Bayesian Information Criterion
(ABIC) for the joint inversion of multiple data sets that explicitly deals with the problem of
objectively estimating the relative weighting between data sets, as well as the optimal influence
of model smoothness constraints in space and time.

We demonstrate our ABIC inversion scheme by inverting InSAR displacements and tele-
seismic waveform data for the 1997 Manyi, Tibet, earthquake. We test, using a simplified fault
geometry, three cases—InSAR data inverted alone, vertical component teleseismic broad-band
waveform data inverted alone and a joint inversion of both data sets. The InSAR-only model
and seismic-only model differ significantly in the distribution of slip on the fault plane that
they predict. The joint-inversion model, however, has not only a similar distribution of slip
and fit to the InSAR data in the InSAR-only model, suggesting that those data provide the
stronger control on the pattern of slip, but is also able to fit the seismic data at a minimal
degradation of fit when compared with the seismic-only model. The rupture history of the
preferred, joint-inversion model, indicates bilateral rupture for the first 20 s of the earthquake,
followed by a further 25 s of westward unilateral rupture afterwards, with slip peaking at 7 m in
the upper 6 km of the fault. This joint-inversion approach is thus shown to be a viable method
for the study of large shallow continental earthquakes, and may be of particular benefit in
cases where near-field seismic observations are not available.

Key words: Inverse theory; Satellite geodesy; Radar interferometry; Earthquake source
observations; Body waves.

1 I N T RO D U C T I O N

Space geodetic imaging [e.g. Interferometric Synthetic Aperture
Radar (InSAR) and satellite image correlation] can provide precise
and spatially dense observations of the displacement of the surface
during earthquakes. Such observations place strong constraints on
elastic dislocation models of the earthquake source, both in terms
of the geometry of the fault responsible (e.g. from the orientation
and degree of asymmetry in the surface displacement pattern), and
the distribution of slip on that fault (e.g. from the amplitude and
location of peaks in the deformation signal).

Where such data can often be lacking is in their temporal
resolution—the ability to distinguish the deformation due to in-
dividual events out of a sequence. In most cases and in most areas,
the repeat interval between satellite image acquisitions is several
weeks at a minimum, and in a worst case scenario, for example,
where regular background acquisitions have not been tasked, can
be as long as several years. A major limitation of geodetic imaging
methods for the study of earthquakes is that they measure the total
displacement that occurs between observation epochs. We can never
know from such data alone the time-evolution of earthquake slip
(which occurs on timescales of seconds to minutes), or the order of
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2 G. J. Funning et al.

occurrence of subevents of an earthquake sequence, only the total
slip distribution, and so the amount of information gained about
earthquake dynamics is necessarily limited.

Seismic waveform data collected in the aftermath of an earth-
quake, on the other hand, have excellent temporal resolution and
accuracy—at Global Seismographic Network (GSN) stations, for
example, the timing of phase arrivals is designed to be accurate
to 0.01 s, at least an order of magnitude smaller than the periods
of interest. If the full waveforms are modelled for a globally dis-
tributed network of stations, it is possible to place constraints on
fault geometry and slip, and in particular, the temporal evolution of
that slip.

Conversely, although the ability of seismic observations to con-
strain temporal changes is greatly superior to that given by geodesy,
there are reasons to consider estimates of the total slip occurring in
an earthquake from seismic methods as more uncertain—foremost
that in seismic data inversions, the observed data, which are ground
displacement or velocity measurements, relate directly to slip ve-
locities or accelerations on the fault, which must then be integrated
in order to obtain slip distance. This can result in non-uniqueness
in the model solution (e.g. Clévédé et al. 2004; Vallée & Bouchon
2004). Another area where seismic data, particularly teleseismic
data, may be lacking is in their spatial resolution. Given the large
source–receiver distances involved and the possibility of unmod-
elled mantle heterogeneity along seismic ray paths, it is perhaps
not surprising that the spatial resolving power of teleseismic data is
generally lower than that of space geodetic data. In finite-fault slip
inversions that employ body wave data, near-field strong motion
seismic observations are often used to place stronger constraints on
the spatial slip pattern (e.g. Yagi et al. 2004). In many cases, how-
ever, particularly in more remote, uninhabited and/or inaccessible
areas, such near-field data are not available.

Thus geodetic imaging data and seismic data both give infor-
mation on earthquake slip, in terms of its magnitude, its location
and the geometry of the fault it occurs on, but each data type has
different advantages—geodetic imaging data being more sensitive
to fault geometry and the spatial pattern of total fault slip, seismic
data more sensitive to the temporal evolution of slip during an earth-
quake. Given these complementary strengths, it naturally follows
that one means of mitigating such weaknesses could be to invert
both data sets simultaneously. In so doing, an earthquake model
could be produced that has both a strong control on the spatial pat-
tern of slip, but also contains information on the propagation of the
earthquake rupture with time.

A number of joint inversions of various types of seismic and
geodetic data have been presented in the literature, for example,
GPS, teleseismic body wave and strong motion data (Wald & Heaton
1994; Wu et al. 2001), GPS and regional seismic waveform data
(Rolandone et al. 2006), InSAR and teleseismic waveform data
(Salichon et al. 2003), InSAR, GPS and strong motion data (Kim &
Dreger 2008), and InSAR, GPS, teleseismic body wave and strong
motion data (Delouis et al. 2002). Such ‘true’ joint inversions, where
two or more data sets are inverted simultaneously and are each per-
mitted to influence the final solution, have several advantages over
methods where geodetic data are used as some form of constraint
on a single data set inversion, for example, by solving first for a slip
model using the geodetic data and using this as a constraint on a
seismic waveform inversion (e.g. Hernandez et al. 1999), by using
geodetic data as a means to select between a series of slip mod-
els that fit seismic waveform data approximately equally well (e.g.
Wen & Ma 2010), or by employing GPS data as an explicit prior
constraint on a waveform inversion of near-field strong motion data

(e.g. Asano et al. 2005). By forcing matching of one data type or
the result of an inversion of one data set on an inversion of another,
only a restricted portion of model parameter space is searched, and
the resulting model may not be the best explanation of both data
sets when considered together.

In each of the true joint inverse modelling studies mentioned, the
relative weighting assigned to each data set strongly affects the final
solution. The methods used for estimating such relative weights in
these studies range from trial and error, to assignment of uniform
weights, to observations of the change to a given misfit statistic as
each weighting parameter is varied systematically, methods which
may be limited in terms of objectivity, or in their consideration of
trade-offs between the relative weights of various data sets. Given
the influence that these parameters have on the final model solution,
it is clear that an objective criterion for the estimation of relative
weighting is both desirable and preferable. In this study, we present a
new derivation of one such objective method for the relative weight-
ing of two data sets in a joint inversion, based upon minimization
of Akaike’s Bayesian Information Criterion (ABIC). We apply it,
using a simplified, fixed fault geometry, to InSAR and broad-band
teleseismic waveform data sets from a large strike-slip earthquake
in northern Tibet, the 1997 Manyi event, for which no near-field
seismic, GPS or field geological data are available.

2 M AT H E M AT I C A L F O R M U L AT I O N

We present the derivation for our joint-inversion scheme. Note that
while this has many similarities with the methods used for the
individual data set inversions that we later perform to compare with
the joint inversion (Sections 3.2 and 3.3), there are some differences
in detail (e.g. in the definitions of data covariance, errors, prior
information and hyperparameters). For details on individual data
set inversions, the reader is referred to the relevant previous studies
(Yabuki & Matsu’ura 1992; Fukahata et al. 2003, 2004; Funning
2005).

2.1 Model setup and the observation equations

We consider first the simple case in which geodetic observations
are used to infer the distribution of the total slip that occurred in
an earthquake on a fixed rectangular fault geometry subdivided
into smaller subfault patches, each of which slips in the same,
fixed direction (i.e. rake is fixed). With I along-strike and J downdip
divisions, there will be a total of Mgeod = IJ patches (Fig. 1a). We will
assume that slip on these fault patches can adequately account for
the surface deformation associated with the earthquake. We further
assume that such deformation can be measured geodetically, for
instance as InSAR range-change measurements in the line-of-sight
of a radar satellite. Let dgeod represent a column vector of Ngeod

such geodetic displacement observations, and let us assume that
these displacements can be related to slip on fault patches by the
relationship:

dgeod = Hgeodatotal + egeod, (1)

where Hgeod is a Ngeod × Mgeod kernel, or matrix of Green’s func-
tions, which relates the slip of each individual fault patch to the
predicted displacements due to that slip at each observation loca-
tion, typically by an elastic dislocation model calculation, atotal is
a vector containing the estimated total slip during the earthquake
of each fault patch and egeod is a vector comprising the uncertain-
ties of the terms in dgeod. We assume that the terms in egeod follow
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Joint inversions using ABIC 3

Figure 1. Schematic description of model layout and smoothing. (a) Rectangular fault divided into I × J patches; aij represents slip on the i-th patch along
strike and j-th patch downdip. (b) Rectangular fault with K time steps; aijk represents the slip on the same patch as described, but at the k-th time step. (c) 2-D
spatial smoothing, relating slip on a patch to that of its neighbours. (d) 1-D temporal smoothing, relating slip on a patch at a given time step, to the time steps
before and after. Further details given in the main text.

a Gaussian distribution with zero mean and covariance σ 2
geodEgeod,

where σ 2
geod is an unknown scale factor, and Egeod will be given

later. While the uncertainties and covariances in our geodetic ob-
servations can in principle be estimated in advance, we must also
account for ‘modelling errors’—errors due to mismodelling of data
(e.g. Tarantola 2005; Yagi & Fukahata 2008)—which are accounted
for here by σ 2

geod. This system of normal equations can be solved
by standard least-squares methods, although for large Mgeod it is
usually necessary to introduce prior information on the smoothness
of the spatial pattern of slip, as we will explain later.

Next we consider the case where we have information on the time-
dependent evolution of an earthquake, for example, from seismic
observations. Over the course of an earthquake, the distribution of
slip will vary over the fault surface with respect to time. Thus, in our
model, each of the fault patches is permitted to slip at each of K time
steps (Fig. 1b), giving a total of M = IJK parameters describing the
behaviour of the fault during the earthquake. Let dseis represent a
column vector of Nseis seismic waveform observations (for instance,
a series of regularly sampled waveforms from different seismic
stations concatenated together), with eseis being the uncertainties in
those observations, the terms in eseis again following a Gaussian
distribution with zero mean and covariance σ 2

seisEseis, where σ 2
seis is

an unknown scale factor, again accounting for modelling errors, and
Eseis will be given later. If aT = (a111, a211, . . . , aI11, a121, . . . , aIJ1,
a112, . . . , aIJK), describes the slip of each fault patch at each time
step, then we can relate our observations to the model parameters
by

dseis = Hseisa + eseis. (2)

Here, Hseis is a Nseis × IJK kernel matrix linearly relating the slip
of each individual fault patch at each time step to predicted seismo-
grams at each seismic station location.

Our intention here is to combine both geodetic and seismic data
into a joint inversion; this can be achieved by combining eqs (1) and
(2):
(

dgeod

dseis

)

=
(

Hgeod . . . Hgeod

Hseis

)

a +
(

egeod

eseis

)

, (3)

where the Hgeod. . . Hgeod notation here represents K concatenations
of the geodetic data kernel matrix, and given atotal

i j =
∑K

t=1 ai jt . This
is equivalent to the standard linear algebra relation

d = Ha + e, (4)

where dT = (dT
geod dT

seis), eT = (eT
geod eT

seis) and

H =
(

Hgeod . . . Hgeod

Hseis.

)

. (5)

By assuming no correlation between the errors of the geodetic and
seismic data, the covariance matrix of the combined data set is
written as σ 2

geodE(γ 2), where

E(γ 2) =
(

Egeod 0

0 γ 2Eseis

)

, (6)

and γ 2 = σ 2
seis/σ

2
geod is a measure of the relative variance of the

geodetic and seismic data sets. Hence we obtain the following
stochastic relation between the data d and model parameters a:

p(d|a, σ 2
geod, γ

2) = (2πσ 2
geod)−N/2|E(γ 2)|− 1

2

× exp

[

− 1
2σ 2

geod

(d − Ha)T E(γ 2)−1(d − Ha)

]

,

(7)
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4 G. J. Funning et al.

where |E(γ 2)| represents the determinant of E(γ 2), and
N = Ngeod + Nseis.

We can regard γ 2 as a hyperparameter controlling the relative
weight of the two data sets in the probability distribution, with
larger values of γ 2 giving increased influence to the geodetic data
and vice versa.

2.2 Prior information

In order to further restrict the suite of possible fault slip models a,
we use prior information on the form of the fault slip distribution
in space and time (Yabuki & Matsu’ura 1992). In the absence of a
spatial smoothing constraint, for instance, it is often the case that
the best-fitting solution can show large spatial oscillations in slip.
Such oscillations imply large localized stresses on the fault that
can exceed the inferred mechanical strength of the crust. Similarly,
oscillatory slip with respect to time implies repeat loading and un-
loading of the fault segment with time; this is physically implausible
given our knowledge of fault loading, and can be mitigated by ap-
plying smoothing criteria on slip between neighbouring time steps
for every fault patch.

Therefore, two smoothing constraints are defined. The first, a
spatial smoothing constraint, is a 2-D finite difference Laplacian
approximation that relates the total slip on each fault patch,

∑
kaijk,

to the total slip of its neighbours by
∑

k

(a(i−1) jk + a(i+1) jk + ai( j−1)k + ai( j+1)k − 4ai jk) + es = 0, (8)

where we assume the values of es follow a Gaussian distribution. In
this study we assume slip to be zero beyond the edges of the fault
(i.e. a0jk = a(I + 1)jk = ai0k = ai(J + 1)k = 0), but other slip boundary
conditions may be implemented here if desired. We can rewrite the
spatial smoothing constraint in matrix notation as

Sa + es = 0, (9)

where S has dimensions M × M, and es is a vector of errors that
follow a Gaussian distribution with zero mean and covariance ρ2

s I,
where I represents a unit matrix.

The second, temporal, smoothing constraint is a 1-D finite differ-
ence Laplacian approximation that relates slip on a fault patch at a
given time step, aijk to that on the same fault patch at the previous
and subsequent time steps, that is,

ai j(k−1) − 2ai jk + ai j(k+1) + et = 0, (10)

where, again, et has a Gaussian distribution. A zero-slip boundary
condition is also enforced here, with aij0 = aij(K + 1) = 0. In vector
form, this is

Ta + et = 0, (11)

where, similarly to the spatial smoothing case, T has dimensions
M × M, and et is a vector of errors that follow a Gaussian distri-
bution with zero mean and covariance ρ2

t I. As for the observation
equations, the smoothing constraints can be written as probability
density functions (pdfs), which we call here the ‘prior distribu-
tions’:

p
(
a; ρ2

s

)
=

(
2πρ2

s

)−M/2 |Gs|
1
2 exp

(
− 1

2ρ2
s

aTGsa
)

(12)

and

p
(
a; ρ2

t

)
=

(
2πρ2

t

)−M/2 |Gt|
1
2 exp

(
− 1

2ρ2
t

aTGta
)

. (13)

Here Gs = STS, Gt = TTT and ρ2
s and ρ2

t are hyperparameters
controlling the distribution of model parameters with respect to
spatial and temporal smoothing, respectively. Following Fukahata
et al. (2003, 2004), these two pdfs can be combined into a single
prior distribution:

p(a; ρ2
s , ρ

2
t ) = (2π )−M/2

∣∣∣∣
1
ρ2

s

Gs + 1
ρ2

t

Gt

∣∣∣∣

1
2

× exp
[
−aT

(
1

2ρ2
S

Gs + 1
2ρ2

t

Gt

)
a
]

, (14)

where |Gs/ρ
2
s + Gt/ρ

2
t | represents the determinant of the full-rank

M × M matrix (Gs/ρ
2
s + Gt/ρ

2
t ).

2.3 The likelihood function and ABIC

With the application of prior information to our model, a critical
question arises—how are the competing influences of individual
data sets and prior information accounted for? In other words, how
do we give each information source an appropriate level of weight
in the model, and how can we do this objectively?

Akaike (1980) proposed a statistical scheme for the objective
determination of relative weighting of observations and prior in-
formation in such problems. The method proposed by Akaike was
introduced to geophysical problems by Yabuki & Matsu’ura (1992),
who presented a suitable form for geodetic and seismic data in-
version. The solution lies with combining both the observations
p(d|a, σ 2

geod, γ
2) and the prior information p(a; ρ2

s , ρ
2
t ) to create a

flexible, Bayesian model. The ‘posterior’ probability given these two
quantities is obtained by applying Bayes’ theorem (Bayes 1763):

p
(
a; σ 2

geod, γ
2, ρ2

s , ρ
2
t |d

)
= cp

(
d|a; σ 2

geod, γ
2
)

p
(
a; ρ2

s , ρ
2
t

)
, (15)

where c is a normalizing factor independent of the model parameters
a and the hyperparameters σ 2

geod, γ 2, ρ2
s and ρ2

t .
Substituting eqs (7) and (14) into (15) gives

p
(
a; σ 2

geod,α
2,β2, γ 2|d

)
= c

(
2πσ 2

geod

)−(M+N )/2 |E(γ 2)|− 1
2 |α2Gs

+ β2Gt|
1
2 exp

(

− 1
2σ 2

geod

s(a)

)

, (16)

where α2 = σ 2
geod/ρ

2
s and β2 = σ 2

geod/ρ
2
t are hyperparameters con-

trolling the relative weighting of the spatial and temporal smoothing
constraints (respectively) with respect to the data, and s(a) is a mea-
sure of data misfit given by

s(a) = (d − Ha)TE(γ 2)−1(d − Ha) + aT
(
α2Gs + β2Gt

)
a. (17)

The optimal values of a, σ 2
geod, α2, β2 and γ 2 can be obtained

by maximizing the posterior pdf given in eq. (16). Therefore, if
the hyperparameters σ 2

geod, α2, β2 and γ 2 are fixed, the problem
becomes one of simply minimizing s(a); the set of best-fitting model
parameters a∗ can therefore be obtained by solving the least-squares
problem

a∗ = [HTE(γ 2)−1H + α2Gs + β2Gt]−1HTE(γ 2)−1d. (18)

In the general case, we wish to obtain the best estimates of the
hyperparameters σ 2

geod, α2, β2 and γ 2. This is achieved through the
minimization of ABIC (Akaike 1980), defined as

ABIC = −2 log L
(
σ 2

geod,α
2,β2, γ 2|d

)
, (19)
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where L(σ 2
geod,α

2, β2, γ 2|d) is called the ‘marginal likelihood’ of
the hyperparameters for given data d, and is given by

L
(
σ 2

geod, α
2, β2, γ 2|d

)
=

∫
p

(
a; σ 2

geod, α
2, β2, γ 2|d

)
da. (20)

In minimizing ABIC, we are maximizing the information entropy, a
measure of the closeness between two distributions—a hypothetical
(model) distribution and the true distribution. As ABIC is reduced,
the approximation of the model to the ‘truth’ is improved (Akaike
1977).

By evaluating the integral in eq. (20), we obtain

L
(
σ 2

geod, α
2, β2, γ 2|d

)

= c
(
2πσ 2

geod

)−N/2 |α2Gs + β2Gt|1/2|E(γ 2)|−1/2|HT E(γ 2)−1H

+ α2Gs + β2Gt|−1/2 exp

(

− 1
2σ 2

geod

s(a∗)

)

+ C, (21)

given that, after Yabuki & Matsu’ura (1992), we can express s(a) in
terms of s(a∗):

s(a) = s(a∗) + (a − a∗)T(HTE(γ 2)−1H + α2Gs + β2Gt)(a − a∗).

(22)

If ABIC is to be minimized, then by definition, the marginal like-
lihood L must be maximized, that is, we need to find the values of
the hyperparameters such that

∂L

∂σ 2
geod

= ∂L
∂α2

= ∂L
∂β2

= ∂L
∂γ 2

= 0. (23)

The first condition allows us to analytically obtain an estimate for the
geodetic data variance, σ 2

geod, in terms of the other hyperparameters:

σ 2
geod = s(a∗)/N . (24)

Substituting this quantity, with eq. (21) into eq. (19), the following
expression for ABIC is obtained:

ABIC(α2, β2, γ 2) = N log s(a∗) − log |α2Gs + β2Gt|

+ log |HT E(γ 2)−1H + α2Gs + β2Gt|

+ log |E(γ 2)| + κ. (25)

Here, κ is a constant term independent of the hyperparameters α2,
β2 and γ 2. Given eq. (6), the quantity log |E(γ 2)| in this specific
case is given by

log |E(γ 2)| = log |Egeod| + log |Eseis| + Nseis log γ 2, (26)

with the posterior covariance C of the model parameters a, which
can be used as a measure of uncertainty, given by

C = σ 2
geod(HTE(γ 2)−1H + α2Gs + β2Gt)−1. (27)

Since we are only interested in the hyperparameter values that cor-
respond to the minimum of ABIC, and not the absolute value of
ABIC itself, we solve for a minimum in ABIC, neglecting the con-
stant term κ . This solution is obtained numerically by a parameter
search over values of α2, β2 and γ 2, systematically focusing the
search around the vicinity of the ABIC minimum.

3 A P P L I C AT I O N T O T H E 1 9 9 7 M A N Y I ,
T I B E T, E A RT H Q UA K E

The 1997 November 8 Manyi earthquake was a large (Mw ∼ 7.6)
left-lateral strike-slip event, which occurred in a remote region of

northern Tibet (Fig. 2). No near-field seismological (i.e. strong mo-
tion) data exist for this earthquake, and to our knowledge no field
information has been collected on the surface rupture; our only
means of obtaining information on the earthquake are ‘remote’
methods—in this case, from satellite imagery, space geodesy and
teleseismic data. Given the clear, coherent InSAR data available
(e.g. Peltzer et al. 1999; Funning et al. 2007), and that the size of
the event lends itself well to broad-band seismic modelling (e.g.
Velasco et al. 2000), the Manyi earthquake is an excellent test case
for our joint-inversion methodology.

As well as allowing an evaluation of our method, a joint inversion
may also allow us to reconcile some of the differences between pub-
lished InSAR and seismic source models for the Manyi earthquake.
The body wave inversion model of Velasco et al. (2000) identified
five subevents for the earthquake, all located within 25 km of the
hypocentre. Conversely, our InSAR distributed slip model (Funning
et al. 2007) shows that slip is much more widely distributed, with at
least one area of elevated slip located ∼80 km west of the region of
maximum slip. We hope to evaluate, for instance, if certain areas of
slip can be moved in space and time without significant degradation
to the seismic and/or InSAR data fits.

3.1 The fault model in space and time

In order to efficiently compute data kernels, and for reasons of par-
simony, we define a simple fault model for our test case. Using the
average strike of the aftershock zone and mapped fault trace (258◦),
along with the results of our detailed InSAR modelling (Funning
et al. 2007), a single, vertical fault plane is defined, extending for
180 km along-strike and 18 km downdip, approximately the dimen-
sions of the rupture area obtained previously. In order to image
heterogeneous slip, we divide the fault area into 6 × 6 km patches;
hence I = 30, J = 3 and Mgeod = 90 as defined (Section 2.1). The
rake on each patch is fixed at −5◦ on the basis of our earlier analysis
of the InSAR data (Funning 2005; Funning et al. 2007).

To enable time-varying slip on the fault, we define in addition
six time steps in which slip can take place on each patch (K = 6).
To increase the efficiency of the calculations, we assume that the
first time step, and therefore slip, commences on each patch when a
maximum speed rupture front of constant velocity emanating from
the earthquake hypocentre reaches an individual patch. Slip need
not occur at the first time step (thus, lower rupture velocities than
that of the maximum speed rupture front are allowed), but must
conclude at the final time step. In our inversion scheme, each time
step represents a 4-s interval with an isosceles-triangular source–
time function with a rise time of 2 s. The interval between successive
time steps is 2 s. These values were selected following a preliminary
analysis of the teleseismic waveform data. Further details on the
selection of rupture velocities and time steps will be given later.

3.2 Inversion of InSAR data

We use pairs of ERS-2 images bracketing the Manyi earthquake,
three frames of data from each of three tracks (Fig. 2 and Table 1), to
produce coseismic interferograms (Fig. 3). The data are exactly the
same as those used in an earlier study (Funning et al. 2007), in which
a detailed description of data processing and reduction is given. As
before, we employ curvature-based quadtree sampling (e.g. Simons
et al. 2002) to reduce numbers of datapoints to 1500–2000 per track.
The data are further reduced by removing points located within
3000 m of the segmented fault trace obtained by comparison of
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6 G. J. Funning et al.

Figure 2. Location map for the Manyi earthquake epicentral region. The distribution of aftershocks (white circles), whose locations relative to the main shock
(red star; from Steck et al. 2001) were estimated by joint hypocentre determination methods (Dewey 1971, ; David Robinson, personal communication, 2008),
define a linear zone approximately 150–200 km long. This zone is covered by data from three ERS satellite tracks (areas of coverage defined by red dashed
lines). Surface elevation data shown are from the Shuttle Radar Topography Mission (Farr & Kobrick 2000). Inset map shows location of the study region
within Asia, and azimuths, distances and great circle paths to the 13 seismic broad-band stations used in this study.

Table 1. Descending track ERS-SAR data used in this study. In all cases, data are from frames 2871–2907 on the
tracks mentioned.

Date 1 Sensor 1 Date 2 Sensor 2 B⊥/ma |ha|/mb )tpost/dc

Track 076 1997 March 16 ERS-2 1997 November 16 ERS-2 65 154 8
Track 305 1997 August 19 ERS-2 1997 December 02 ERS-2 4 2560 24
Track 033 1997 May 22 ERS-2 1997 December 18 ERS-2 −38 263 40
aPerpendicular baseline at image centre.
bAltitude of ambiguity at image centre.
cDuration of post-seismic period covered.

optical imagery, digital topography, interferometric coherence and
radar image azimuth offsets (Funning et al. 2007); this is necessary
in order to prevent simplified fault geometries from violating near-
fault displacement polarities. The kernels Hgeod are calculated for
these locations by considering each patch as a dislocation within
an elastic half-space (Lamé elastic parameters λ = µ = 30 GPa;
Okada 1985). We add to the kernel terms that solve for the best-
fitting static shift and tilt for each InSAR data set, to mitigate zero-
level ambiguities and errors in orbital data. In this inversion, and
all others shown in this study, we use the Fast Non-Negative Least-
Squares algorithm (Bro & De Jong 1997) when solving for best-
fitting model parameters, to prevent reversals in fault slip. In light
of the work of Fukahata & Wright (2008), who demonstrated the
importance of using full covariance matrices, rather than assuming
independent data, we estimate data covariance Egeod by radially

averaging the autocorrelation function of an undeforming portion
of each interferogram (e.g. Wright et al. 2003; Funning et al. 2005;
Parsons et al. 2006). The covariance versus distance relationship
thus obtained is approximately exponential in form, and can be
used to estimate the expected covariance between datapoint pairs
based upon their separation distance.

In a geodetic data-only inversion, only the relative importance
of data and spatial smoothing must be considered, and thus ABIC
becomes a function of a single hyperparameter, α2, as shown by
Yabuki & Matsu’ura (1992). In order to quantify the behaviour of
ABIC, and find the slip model corresponding to the ABIC minimum,
we evaluate ABIC over a wide range of values of α2 spanning
over 20 orders of magnitude. Our results are plotted in Fig. 4. At
low values of α2 there is an approximately log-linear relationship
between ABIC and α2, flattening out into a curve, as the ABIC
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Joint inversions using ABIC 7

Figure 3. Observed, modelled and residual interferograms of the Manyi earthquake. (a) Observed interferogram data, unwrapped, converted to line-of-sight
displacement (LOSD) of the ground and rewrapped at 0.2 m intervals. They are overlaid upon the Shuttle Radar Topography Mission digital elevation model
used in the data processing, illuminated from an incidence angle of 45◦ from the northeast. The peak offset in LOS displacement is 2.1 m in both the central
(305) and eastern (033) tracks, equivalent to a horizontal offset of ∼7 m if pure strike-slip deformation is assumed. Coordinates are given in UTM km, zone 45.
(b) Synthetic model and residual (model subtracted from data) interferograms for each inversion (InSAR data only, seismic waveform data only and joint
InSAR and seismic data). Note the substantial difference in the number of residual fringes between the InSAR and joint-inversion models (which fit well) and
the seismic inversion model (which fits poorly).

minimum is approached at α2 = 0.35. As α2 increases above the
value corresponding to the ABIC minimum, ABIC rises sharply,
as modelled slip becomes oversmoothed and fits the data less well,
before flattening out into a plateau at values above ∼105, reflecting
the zero slip fault boundary conditions in our methodology (Section
2.2), which drive the fault model towards zero slip, and therefore a
constant large misfit, at high α2.

The slip model corresponding to the ABIC minimum, along with
formal uncertainties in slip, is plotted in Fig. 5. Several concen-
trations of slip can be identified in the model, with peak slip of
7.2 m occurring at a distance of 132–144 km along-strike (here and
in all subsequent discussions, along-strike distances are measured
from the western termination of the fault), a secondary peak (of up
to 6.7 m of slip) between 108 and 126 km along-strike and minor
peaks (of 3.2 and 2.4 m of slip) at along-strike distances of 162–
168 and 30–42 km (respectively). 92 per cent of moment release
occurred within the top 12 km of the fault plane, with peak slip
values occurring mostly within the upper 6 km. The slip pattern is
broadly consistent with that obtained from detailed modelling of the
same data (Funning et al. 2007), despite the many simplifications
to the fault model and the fixed rake used in this case. The formal
1σ uncertainties in slip increase monotonically with depth, as may
be expected, with typical values of 10–15 cm in the upper 6 km of
the fault increasing to 30–35 cm at depths of 12–18 km; however,
this level of uncertainty is an order of magnitude lower than the
modelled slip values in the upper 12 km of the fault where most slip

occurs, and so we are confident that the slip values we recover are
significant.

Synthetic and residual interferograms for this model are plotted
in Fig. 3. The model deformation pattern (rewrapped at 20 cm in-
tervals) appears visually to be a good match for the data; residual
fringes are confined only to the nearest near-field (within ∼15 km
from the fault) on all three tracks. The fit of the deformation pattern
in the far-field suggests that the model captures the bulk defor-
mation field well; the local differences between data and model
in the near-field can be ascribed to the crudeness of the assumed
fault geometry and coarseness of the fault discretization that ren-
der the model unable to resolve fine details of the deformation
pattern. The total seismic moment for the InSAR-only inversion
is (1.90 ± 0.02) × 1020 Nm (quoted formal uncertainty is at the
1σ level). We compare the moment estimates obtained by various
studies with our models in Table 2. Here, the moment estimate of
our InSAR-only inversion is comparable with existing seismologi-
cal estimates (e.g. Velasco et al. 2000) and InSAR-derived models
based on crude, uniform-slip fault discretizations (Funning et al.
2007). The moment estimate is somewhat lower than that we previ-
ously obtained through detailed modelling where slip and rake are
permitted to vary spatially (2.84 × 1020 Nm; Funning et al. 2007);
there are several potential reasons for such a discrepancy. First, the
difference could be a result of the simplified fault geometry and
rake used in this study, compared to a detailed reversing-dip, vari-
able rake model. In our previous study, models constructed using a
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8 G. J. Funning et al.

Figure 3. (Continued.)

reversing-dip fault geometry had higher moments than those with
a single, near vertical dip, and models where the rake was allowed
to vary had higher moments than those where the rake was fixed
(Table 2). Second, it is possible that some of the deficit in mo-
ment may represent unmodelled large shallow slip in this simplified
model, due to the exclusion of datapoints within 3 km of the surface
fault trace. Third, the earlier InSAR study used a different method
to estimate the smoothing parameter (a quantity analogous to the
α2 hyperparameter in this case)—the so-called ‘L-curve’ method,
whereby a smoothing parameter value is selected as a compromise
between improving data misfit and reducing solution roughness. It
is possible that this different method may have resulted in a bias
to the seismic moment, for example, by extending slip into areas
where it may not have occurred through oversmoothing (Yabuki &
Matsu’ura 1992).

3.3 Inversion of broad-band teleseismic waveform data

For our seismic data inversion we take vertical component data
from 13 Global Seismic Network stations with an approximately
even azimuthal distribution (Fig. 2) and which are at teleseismic
distances from the source. The data are deconvolved for instru-
ment response, bandpass filtered between 0.01 and 1 Hz, normal-
ized by peak amplitude, and subsampled at 0.5 s intervals. From
these data, and given the location of our fault model in space, and
a Jeffreys–Bullen velocity model (Jeffreys & Bullen 1940), we lo-
cate the earthquake hypocentre on the fault plane, at a distance of
147 km along-strike from the western end of the fault and a depth
of 15 km. Seismic data kernels are computed using the method
of Kikuchi & Kanamori (1991) assuming overlapping isosceles-
triangular source–time functions with a 4 s duration and a 2 s repeat
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Joint inversions using ABIC 9

Figure 4. Form and components of ABIC for the InSAR-only inversion. Top panel: ABIC shows a well defined minimum at α2 = 0.35, representing the
optimal objective weighting of the spatial smoothing. Below panel: Components of ABIC that sum to give the above curve. Further details given in the main
text.

interval, for point sources located at the centre of each fault patch. A
maximum rupture velocity of 3.2 km s−1 is used, selected by running
inversion tests over a range of potential velocities to find a minimum
variance (e.g. Yagi et al. 2004). We find that the complexity of the
event can mostly be captured with six time steps; adding more time
steps does not improve the data fit, but significantly increases the
number of model parameters, and hence computation time. Again,
we use a Jeffreys–Bullen velocity model (Jeffreys & Bullen 1940)
in these computations. The covariance matrix Eseis is assumed to be
diagonal, with terms corresponding to the variances of the noise on
each individual seismic trace.

A seismic data-only inversion is controlled by two hyperparam-
eters, α2 and β2, controlling the relative importance of spatial and

temporal smoothing, respectively. We search over a range of both
values, as before, to find the ABIC minimum, located at α2 = 0.03
and β2 = 6.5 (Fig. 6a). The pattern of ABIC in two dimensions is
similar to that for the 1-D case, in that at low values of either α2 or
β2, ABIC tends towards high values, while at high values of both α2

and β2, ABIC tends to plateau at a value significantly higher than
its minimum value. In this set-up, the minimum in ABIC is less
sensitive to changes in α2 than β2 with a wide range of values of
α2—spanning approximately 3 orders of magnitude—giving values
of ABIC close to that of the minimum.

The moment rate function and modelled slip associated with the
ABIC minimum model are plotted in Figs 6(b) and (c), respec-
tively. The evolution of slip on the fault shown is interpolated at 5 s

 at U
niversity of California, Riverside on January 8, 2014

http://gji.oxfordjournals.org/
D

ow
nloaded from

 

http://gji.oxfordjournals.org/
http://gji.oxfordjournals.org/


10 G. J. Funning et al.

Figure 5. Comparison of total slip and uncertainty in total slip for the three inversion models. In general, the seismic model shows more heterogeneous and
lower values of slip than the InSAR model, which has peaks in slip concentrated in the upper 12 km of the fault. The joint-inversion result broadly follows the
pattern of the InSAR model, but with peak slip confined to the upper 6 km of the fault and reduced slip at its eastern end.

Table 2. Catalogued and published seismic solutions for the mechanism of the Manyi earthquake.

Lat. Long. Depth km−1 Strike Dip Rake M0/1020 Nm

Seismic models
Harvard CMT 35.33a 86.96a 16.4a 79 69 2 2.23
NEIC 35.069 87.325 38.0 70 89 2 1.40
Velasco et al. (2000) 35.246b 87.351b 12b 255 76 −5 1.80
This study, seismic only 35.302b 87.596b 15b 258 90 −5 1.63 ± 0.08

InSAR models
Funning et al. (2007) single fault 35.258c 87.358c 10.1d 260 85.2 −3 1.68
Funning et al. (2007) uniform slip Variablee Variablee 12.6d Variablee 86.5 −11.2 2.18
Funning et al. (2007) uniform slip Variablee Variablee 11.7/14.2d, f Variablee −85.5/84.3f, g 2.6/−9.3f 2.63
Funning et al. (2007) variable slip Variablee Variablee 20d Variablee −85.5/84.3f, g 2.9/−9.3f 2.52
Funning et al. (2007) variable slip Variablee Variablee 20d Variablee −85.5/84.3f, g Variable 2.84
This study, InSAR only 35.196c 86.978c 18d 258 90 −5 1.90 ± 0.02
This study, joint inversion 35.196c 86.978c 18d 258 90 −5 1.73 ± 0.01
aCentroid location.
bLocation of hypocentre.
cLocation of midpoint of the model fault trace.
dBottom depth of fault (all InSAR models rupture to the surface).
eFault is divided into 11 subfaults with variable strike, geometry given in Funning et al. (2007).
fTwo values here indicate a change of parameters along strike.
gIndicates reversal of dip along strike; negative dips indicate dip to the south.

intervals from the model of slip over multiple time steps at each
model subfault, given the initiation of slip at the arrival of the maxi-
mum rupture velocity wave front at the centre of that subfault. Slip,
initiating at the hypocentre, propagates bilaterally at speeds close
to the maximum rupture velocity (3.0–3.2 km s−1) for the first 20 s,
at which point the eastward rupture reaches the eastern end of the
fault. This earlier period of the earthquake is marked by a broad
double peak in the moment rate function. The westward rupture
continues subsequently for a further 28 s, with a concentration of
slip at around 30–54 km along strike marked as a secondary peak
in the moment rate function at around 37 s. The spatial pattern of
total slip is significantly more heterogeneous, rough and uncertain
than that obtained from the InSAR-only inversion (Fig. 5). Whereas
the InSAR data inversion showed that the highest slip was concen-
trated on the upper 12 km of the eastern half of the fault, the highest
slip in the seismic-only model is divided into five discrete areas
of the fault, located at both the shallowest and deepest portions of
the fault, peaking at ∼5 m, with 1σ uncertainties of around 90 cm

across the whole fault plane. The M0 of (1.63 ± 0.08) × 1020 Nm
reflects the lower estimated slip, and the greater uncertainty in the
slip of individual fault patches.

The ABIC minimum model provides a reasonable fit to the wave-
form data (Fig. 7) particularly in the earlier portion of the record.
Later portions of the seismograms from some of the stations, such
as LBTB and KMBO, show poor fits, which may be due to unmod-
elled fault complexity at the western end of the fault, or (in the
case of LBTB and KMBO) due to some heterogeneity on the ray
paths to the two stations which are close in azimuth. Nevertheless,
for the majority of waveforms, the majority of the recorded signal
is accounted for. If synthetic interferograms are produced on the
basis of the modelled total slip, however, a very poor fit is obtained,
with near-fault line-of-sight displacement residuals of the order of
1 m in the areas where the seismic slip inversion predicts low sur-
face slip on the eastern half of the fault (Fig. 3). The misfit of this
model, represented by a weighted residual sum of squares statis-
tic, is a factor of 4 greater than that estimated for the InSAR-only
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Joint inversions using ABIC 11

Figure 6. ABIC, source–time function and slip evolution for the seismic-only inversion. (a) Form of ABIC and constituent components. The ABIC minimum
is found at α2 = 0.03, β2 = 6.5. Details on the 2-D form of ABIC are given in the main text. (b) Moment–rate (source–time) function for the earthquake
rupture, comprising of a broad first double peak (0–32 s) followed by a smaller, secondary peak (32–48 s). (c) Evolution of slip in the seismic-only model,
shown in 5-s time-slices. Magenta star indicates location of the earthquake hypocentre. Slip propagates bilaterally for the first 20 s, and westward for a further
28 s.

inversion (Table 3). The failure of the model to agree with the in-
dependent InSAR data set could have two potential explanations—
first, that our teleseismic data are not sufficient to accurately con-
strain the spatial slip pattern in this case, or secondly, that the
two data sets are simply not compatible (for instance, the InSAR
data could be significantly affected by additional, non-coseismic
signals).

3.4 The joint inversion

In order to resolve whether the difference in fault slip models is
due to an incompatibility in the input data sets, we run a full joint
inversion including both the InSAR and teleseismic waveform data,

and identical kernel functions to those utilized in the single data
set inversions. Here our inversion is controlled by all three of the
hyperparameters given in our derivation (Section 2), with α2 and
β2 reflecting spatial and temporal smoothing weights as in the seis-
mic inversion mentioned above, and the third hyperparameter γ 2

reflecting the relative weighting of the two data sets. Larger values
of γ 2 are consistent with greater influence of the InSAR data set,
and vice versa. The distribution of ABIC with respect to the hyper-
parameters is evaluated, as before, by a parameter search, which is
densified in the region of the global minimum, in order to find the
ABIC minimum.

The distribution of ABIC is plotted in Fig. 8(a), in terms of a
series of ‘slices’ through hyperparameter space at different values
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12 G. J. Funning et al.

Figure 7. Fit of the seismic-only and joint inversions to the waveform data. The recorded waveforms are represented by black solid lines, synthetic waveforms
from the seismic-only model by red dashed lines and synthetic waveforms from the joint-inversion model by blue dotted lines. The fit is reasonable for most
stations, particularly in the early portion of the traces; differences in fit between the seismic-only and joint inversions are generally very small. Waveforms are
ordered azimuthally by station (see Fig. 2 inset).

Table 3. Calculated model misfits to the InSAR and seis-
mic input data sets.

Model InSAR misfit Seismic misfit

InSAR-only 32469a (0.0012)b n/a
Seismic-only 132118a (0.0643)b 3153a (0.3602)b

Joint 38089a (0.0087)b 11254a (0.3657)b

aWeighted residual sum of squares between ob-
served and modelled values, e.g. (dgeod − Hgeodatotal)T

E−1
geod(dgeod − Hgeodatotal).

bNormalized misfit, e.g. (dseis − Hseisa)T

(dseis − Hseisa)/(dseis
Tdseis).

of γ 2. Each ‘slice’ has associated with it a local minimum in ABIC,
corresponding to the optimal model for that level of relative weight-
ing between the InSAR and waveform data sets. At low values of
γ 2 (<0.01), the surface of the ABIC function is quite flat overall,

suggesting that neither temporal nor (especially) spatial smooth-
ing provides a relatively strong constraint on the optimal model for
inversions where teleseismic waveform data are dominant. As γ 2

increases, the response of ABIC to the smoothing constraints be-
comes more apparent, with plateauing of ABIC at high values of β2

as well as high values of α2. At larger values of γ 2 (>1), the value at
which ABIC plateaus increases dramatically. At intermediate val-
ues of γ 2 (in the range 0.01–0.1), a prominent global minimum
is developed, and the optimum values of the hyperparameters can
therefore be determined (α2 = 0.9, β2 = 35, γ 2 = 0.025).

The source–time function and spatial pattern of slip for the model
associated with the ABIC minimum are shown in Figs 8(b) and
(c), respectively. The overall shape of the moment rate function
is very similar to that of the seismic-only model, differing only
in the strength of the second peak of the initial double peak in
moment release, which is larger in the joint-inversion model; this
similarity suggests that the seismic data impose a strong constraint
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Figure 8. ABIC, source–time function and slip evolution for the joint inversion. (a) Distribution of ABIC in three-hyperparameter space. The ABIC minimum
is found at α2 = 0.9, β2 = 35, γ 2 = 0.025. (b) Moment–rate (source–time) function for the earthquake rupture, comprising of a broad first double peak (0–32 s)
followed by a smaller, secondary peak (32–45 s). (c) Evolution of slip in the joint-inversion model, shown in 5-s intervals. Magenta star indicates location of
the earthquake hypocentre. Slip propagates bilaterally for the first 20 s, and westwards for a further 25 s. Note the change in colour scale compared with the
seismic inversion (Fig. 6c); here the peak slip in each time interval is typically 25–30 per cent larger.

on the rate of moment release in both models. Otherwise, as may be
expected for such a similar moment rate pattern, the bulk behaviour
of the models is very similar (e.g. the location and timing of the
later concentration of slip at towards the western end of the fault
rupture). The predominant difference between the spatiotemporal
slip patterns of the seismic-only and joint-inversion models is that
the peak slip in the joint model is both larger (peaking at around
7 m) and shallower (confined to the upper 6 km of the fault); these
features can be best seen in the total slip patterns (Fig. 5), which
suggest that the joint-inversion solution may have a closer affinity
to the InSAR-only inversion model in terms of the spatial pattern of
slip. The values of slip on each patch are typically much greater than
the uncertainties in those values, which are of the order of 30 cm,
substantially better than the uncertainties in the seismic-only model,
and only marginally worse than those of the InSAR-only model. The
seismic moment obtained (1.73 ± 0.01) × 1020 Nm, is intermediate
to the two single data set inversions, showing perhaps the influence
of the seismic data in restricting deeper slip when compared with
the InSAR-only case.

The fit to data for the joint-inversion model is good, although
degraded when compared with the InSAR-only model (Table 3).
Residual interferograms (Fig. 3) show that the fit to data for both
the InSAR-only and joint models is comparable for the western
InSAR track (076), but degraded on the central (305) and eastern
(033) tracks. This is most likely the result of the restriction on deeper
slip placed on the central and eastern portions of the model fault
by the seismic data, and suggests that the deeper slip favoured by
the InSAR-only model, that reduces the amplitude of the residual
fringes on the corresponding tracks, may have a post-seismic origin.
In contrast, the fit of the joint model is almost indistinguishable,
both qualitatively and quantitatively from the seismic-only model
fit when comparing waveforms (Fig. 7 and Table 3). It appears that
the two data sets are indeed compatible, and that a model can be
obtained that honours both; specifically, the teleseismic waveform
data provide only a weak constraint on the spatial pattern of slip
such that the major patches of slip can be rearranged, mostly by
moving them to shallower depths, without strongly affecting the
misfit.
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4 D I S C U S S I O N A N D C O N C LU S I O N S

As we have demonstrated, a joint inversion between InSAR data and
teleseismic waveform data holds a number of advantages over the
cases where each data set is inverted alone. The fine spatial resolu-
tion of InSAR provides strong constraints on the spatial pattern of
fault slip, particularly at shallow depths, but models based on InSAR
data alone contain no information about the temporal evolution of
fault slip. The detailed temporal variations captured by teleseismic
waveform data, on the other hand, provide strong constraints on the
rate of moment release with time, but have a much weaker control
on the spatial locations of slipping areas, which in the case of the
Manyi earthquake manifests itself in an erroneously rough slip dis-
tribution that violates the near-field InSAR displacements. Our joint
inverse model of the Manyi event combines the advantageous char-
acteristics of both data sets, showing a slip pattern that is strongly
influenced by, and consistent with, the InSAR data, and a moment
release history that is consistent with the teleseismic data.

Here we explore some implications of our inversion results, and
issues raised by our methodology.

4.1 How should values of the hyperparameters
be interpreted?

The hyperparameters α2 and β2 control the relative weights of the
different prior smoothing constraints (spatial smoothing and tempo-
ral smoothing, respectively) with respect to the data. Their optimal
values, as obtained in our joint-inversion scheme, are a function of
the explanatory power of the data (i.e. how well they constrain the
modelled slip). If the data were more effective at constraining the
spatial slip pattern, for instance, we would expect α2 to be smaller,
when compared with less effective data, as the prior information
on slip smoothness would be less important in the inversion. Scal-
ing the kernel matrix, H, on the other hand, changes the ‘balance’
between the data and the prior constraints as influences on the inver-
sion, and will cause a change in the optimal hyperparameter values.
For example, if the values in the kernel matrix were scaled by a fac-
tor of 10, by changing the units of data from metres to decimetres,
we would expect the optimal values of α2 and β2 to be scaled by a
factor of 102.

It is not appropriate to directly compare the values of α2 between
the individual data set inversions (Figs 4 and 6), as they do not
use the same kernels or data. On the other hand, we can compare
the values of α2 between the InSAR-only inversion and the joint
inversion (Figs 4 and 8), and between the seismic-only inversion
and the joint inversion (Figs 6 and 8)—although in the latter case,
to account for the optimal relative weighting of the seismic data
in the joint inversion, the hyperparameter values for the seismic
inversion should be multiplied by 40 (i.e. 1/γ 2). According to these
comparisons, the spatial smoothing constraint of the joint inversion
(0.9) is stronger than that of the InSAR-only inversion (0.35), but
weaker than that of the seismic-only inversion (0.03 × 40 = 1.2),
implying that the InSAR data require weaker smoothing than the
seismic data due to the strength of the constraint they provide on
the spatial pattern of fault slip.

The hyperparameter γ 2, controls the relative weight of the two
data sets with respect to each other. In keeping with the formu-
lation presented earlier, high values of γ 2 result in a joint-inverse
model dominated by geodetic data, and vice versa. To illustrate the
effect of varying the relative weights of the data sets, we show slip
inversion results, along with values of ABIC and smoothing hyper-
parameter values, for a range of different values of γ 2 in Fig. S1.

A continuum of slip models can be seen between the InSAR- and
seismic-dominated end-members, that can be used to assess how
strongly individual slip features are required by the different data
sets.

4.2 Are differences in moment estimates between models
due to post-seismic deformation in the InSAR data?

The remote location of the Manyi earthquake meant that there were
no post-seismic GPS data collected; all our knowledge of post-
seismic deformation due to the earthquake comes from InSAR
data. Post-seismic interferograms spanning the period from 8 d
to 3 yr after the earthquake show a deformation signal that has the
same polarity and a maximum displacement in a similar location
along-strike as the coseismic deformation (Ryder et al. 2007). This
is consistent with, if not definitive evidence of, post-seismic after-
slip on an expanded portion of the earthquake-bearing fault. Ryder
et al. (2007) estimate that if the observed deformation were all due
to afterslip, up to 0.7 m of afterslip could have occurred on this
expanded fault, mostly at depths greater than 15 km, with the total
moment released equivalent to around 20 per cent of the coseismic
moment. Given that the interferograms we use in this study cover
the earliest portion of the post-seismic period, it is likely that we
have captured some portion of post-seismic signal in our InSAR
data that may have biased the models using them as a constraint,
mapping that additional deformation into the estimated coseismic
slip distribution. An additional complication is that the different
interferograms cover different amounts of the post-seismic period,
between 8 and 40 d (Table 1).

We can attempt to place bounds on the amount of (i.e. moment
due to) post-seismic deformation in the model by extrapolating the
earliest post-seismic afterslip rate obtained by Ryder et al. (2007). If
we assume that an average of 24 d of deformation is preserved in the
data (the mean post-seismic duration of the three interferograms),
and use the expanded fault geometry and average early post-seismic
slip rate obtained by Ryder et al., we obtain a total moment release
of 0.04 × 1020 Nm, which is significantly less than the difference in
moment between the joint-inversion and InSAR-only models, even
at the 95 per cent confidence level, of (0.17 ± 0.04) × 1020 Nm.
Some of this difference may be a result of the length of post-seismic
interval chosen; however, given the approximately linear deforma-
tion rate obtained by Ryder et al. over the first few months of the
post-seismic observation period, even an expansion of the interval
considered to 40 d, the longest post-seismic interval covered by our
data, would not account for more than half of the discrepancy be-
tween models. Of course, other explanations for, or contributions to,
the discrepancy in moment are possible. There could be problems
with the simplified fault geometry used in this study, for instance,
which would likely affect the InSAR inversion more than the inver-
sions including the seismic data, given the lower sensitivity of the
latter data set to fault geometry. The assumption of fixed rake could
also affect the moment estimate from InSAR data, given that rake
strongly affects the relative proportions of horizontal and vertical
surface displacement, and the much greater sensitivity of InSAR
data to vertical displacements. Another potential explanation could
be that the limited azimuthal coverage of the seismic data is insuffi-
cient to capture the full moment release of the earthquake. In order
to more definitively assess the reasons for the differences in mo-
ment estimates between the different inversions, a more complete
examination of each of these effects would be necessary, which is
beyond the scope of this study.
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It is at least plausible, then, that a portion of unmodelled rapid
post-seismic deformation, occurring over the first 8 d following
the earthquake, could be present in the InSAR data, and thus the
InSAR-only model. This is corroborated by the location of the
largest InSAR residuals for the joint-inversion model being in a
similar location to the early post-seismic displacements observed
by Ryder et al.—in the eastern half of track 305 and the western half
of track 033, within 30 km of the fault trace (Fig. 3)—consistent with
the deformation signals having a similar origin. Such early afterslip
would be similar in timing, if not in amplitude, to the rapid post-
seismic afterslip observed following the 2004 Parkfield, California,
earthquake, where deformation approximately equal in moment to
that of the main shock occurred over the first 3 d following the
earthquake (Johanson et al. 2006; Johnson et al. 2006).

4.3 Application of the method to variable fault geometries

The case study presented here of the Manyi earthquake is intended
as a demonstration of concept, specifically of how our ABIC joint-
inversion scheme can estimate the optimal relative weighting of
two different data sets. We used a fixed fault geometry as a means
of reducing the number of model parameters under consideration,
and thus the computation time. However, this is not a necessary
constraint—geometric parameters such as fault dip or strike can be
incorporated into this inversion scheme, increasing its flexibility,
albeit at the expense of additional computation time, as we shall
explain.

The value of ABIC for a given set of hyperparameter values is
strongly affected by the value of the misfit parameter s(a∗) (eqs 17
and 25), quantifying the fit of the model predictions to the data and
their compatibility with the prior information. It is conceivable that
by varying the fault geometry (e.g. by changing the strike or dip
of the fault) a more compatible model could be found, resulting
in a smaller value of s(a∗), and therefore of ABIC. In this case,
the parameters controlling fault geometry would act effectively as
additional hyperparameters in the inversion, and could be included
in the parameter search. Such an approach was taken by Fukahata
& Wright (2008) in their InSAR study of the slip distribution of
the 1995 Dinar, Turkey, earthquake. In that study, in addition to
a hyperparameter controlling the spatial roughness of the slip dis-
tribution (analogous to α2 in this study), fault dip was explicitly
treated as a second hyperparameter. The minimum-ABIC solution
thus provided both the optimal level of roughness and the optimal
fault dip appropriate for the data and fault dimensions used.

The practicality of such an approach is controlled in large part
by the computation time required to calculate the necessary kernel
matrices Hgeod and/or Hseis, which will change as the fault geometry
changes. In the geodetic-only case considered by Fukahata and
Wright, the kernels were calculated using the analytical solutions for
a rectangular dislocation in an elastic half-space (e.g. Okada 1985),
a calculation that is very rapid. On the other hand, the calculation
of the seismic kernels Hseis used in this study is not analytical;
rather, it is a numerical calculation that requires several orders of
magnitude more computation time. Changes to the fault geometry
would require recalculating the kernels for each fault patch as well as
the re-estimation of the hypocentre location on the fault plane, and,
potentially, of the maximum rupture velocity (see Section 3.3 for
more details). In addition to the need to recalculate the kernels for
changes in fault geometry, the addition of more hyperparameters to
the parameter search will also result in an exponential increase in the
number of computations of ABIC. These issues may be mitigated
in part by parallelization of the computations and/or the use of

more efficient methods for searching parameter space; we intend to
explore these possibilities in future work.
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