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Abstract: Determining the flow accumulation threshold (FAT) is a key task in the extraction of
river networks from digital elevation models (DEMs). Several methods have been developed to
extract river networks from Digital Elevation Models. However, few studies have considered the
geomorphologic complexity in the FAT estimation and river network extraction. Recent studies
estimated influencing factors’ impacts on the river length or drainage density without considering
anthropogenic impacts and landscape patterns. This study contributes two FAT estimation methods.
The first method explores the statistical association between FAT and 47 tentative explanatory
factors. Specifically, multi-source data, including meteorologic, vegetation, anthropogenic, landscape,
lithology, and topologic characteristics are incorporated into a drainage density-FAT model in basins
with complex topographic and environmental characteristics. Non-negative matrix factorization
(NMF) was employed to evaluate the factors’ predictive performance. The second method exploits
fractal geometry theory to estimate the FAT at the regional scale, that is, in basins whose large
areal extent precludes the use of basin-wide representative regression predictors. This paper’s
methodology is applied to data acquired for Hubei and Qinghai Provinces, China, from 2001 through
2018 and systematically tested with visual and statistical criteria. Our results reveal key local features
useful for river network extraction within the context of complex geomorphologic characteristics
at relatively small spatial scales and establish the importance of properly choosing explanatory
geomorphologic characteristics in river network extraction. The multifractal method exhibits more
accurate extracting results than the box-counting method at the regional scale.

Keywords: multi-source satellite data; flow accumulation threshold; river networks; geomorphologi-
cal complexity; correlation model

1. Introduction

River networks constitute topographic features that are widely used in the analysis
of regional geomorphic features and hydrogeological environments [1,2]. The accurate
extraction of river networks is necessary for delineating water pollution sources, monitoring
disturbances on rivers caused by human activities, determining flood levels in periods of
heavy rain, assessing soil and water conservation measures, and enacting comprehensive
management practices [3–6].

Much effort has been devoted to extracting river networks [7–9]. GeoNet [10] is a
well-developed and representative open-source software for extracting channel networks
based on geodesic minimization principles. However, the extraction efficiency is not high
due to its complex geometric-based channel head recognition algorithm and the loosely
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coupled program design. The flow accumulation method still dominates in large-scale
drainage network extraction from digital elevation model (DEM) data because of its simple
form and efficient computational design [11–16]. The flow accumulation threshold (FAT) is
a user-defined parameter that directly affects the structure and density of extracted river
networks from DEMs [17]. Too large a FAT would omit useful details of river networks,
and too small a FAT would extract pseudo rivers. This work focuses on the determination
of the FAT seeking to maximize river extraction accuracy with computational efficiency.

Several methods have been proposed to determine the FAT. Tarboton et al. (1991)
reported a quantitative method to determine the FAT through power functions involving
slope and drainage area [18]. However, power functions must be validated further to
evaluate the influences of land morphology, soil, and climate on channel initiation [19].
Widely used GIS tools apply 1% of the maximum flow accumulation value as a default
FAT [20]. The FAT proposed by Tang (2000) and Olivera et al. (2002) is easily determined
from flow accumulation statistics, but the accuracy is relatively low [20,21]. Jones (2002)
applied a trial-and-error search to determine the FAT [22]. Trial-and-error is subjective and
time-consuming for determining a suitable FAT. Lin et al. (2006) determined FAT with the
headwater-tracing approach with a fitness index in Taiwan’s upstream watersheds [19].
However, this method requires comparison with known stream data that must be obtained
from aerial photography or a topographic map and it is time-consuming when applying it
to multiple sub-basins. Tantasirin et al. (2016) determined the optimal FAT by considering
the rate of change of the trend line of the “error stream cells” obtained with multiple
thresholds [23]. FAT was obtained at the point where the difference of variation decreases,
and the trend line approaches zero. This method is mainly used to produce a drainage
network consisting of the shortest length of stream links (stream tributaries) and to delineate
a watershed area into smaller-sized hillslopes. Gökgöz et al. (2006) assessed the effect
of the FAT selection on the extraction of drainage lines and watershed delineation by
considering the adjacency and direction relationships between the cells including the
beginning points of the lines in the drainage network to be derived [24]. Ibrahim and
Gökgöz (2018) improved the method proposed by Gökgöz et al. (2006) [17,24]. FAT
was determined by considering the adjacency and direction functions between all cells
including the drainage lines. The latter two algorithms are based on the assumption that
among the cells containing parallel lines there must be other cells in the model to describe
a ridge, which may or may not be the case.

Initiation of natural river networks depends on the climate, slope, lithology, vegetation
cover, soil properties, and drainage density (δ), and is spatially variable [10,25,26]. The
cumulative action of erosional processes over long timescales drives the formation of river
networks commensurate with the evolution of large-scale topography [27]. Drainage (or,
perhaps more accurately, river) density is defined as the total length of river reaches (l)
within a basin divided by the basin area. It is a macroscale measure of the amount of area
(say, in km2) encompassing one unit length (in km) of a river reach [28]. Several studies
have analyzed the spatial dependence of δ on environmental parameters at the continental
scale. Luo et al. (2016) extracted the land dissection density (considered equivalent to the
drainage density) within the United States with a geomorphological detection method
and a 30 m resolution DEM and discerned a spatial dependence on climate, lithology, and
several terrain-based attributes [29]. Schneider et al. (2017) proposed a new method to
extract river networks based on the spatial variable δ as a function of slope, lithology, and
climate with the 15” HydroSHEDS DEM in France and Australia [30]. In the Holocene, or
perhaps more accurately, in the Anthropocene, human activities have gradually become the
main driving force of global ecosystem degradation [31,32]. Song et al. (2019) concluded
that the anthropogenic influence on river network structure is more significant than those
of morphology and lithology in the urbanized regions by evaluating the river network
change and its multifractal dynamics in the Yangtze River Delta [33]. River networks
have become increasingly degraded, altered, or modified by anthropogenic actions such
as road and reservoir construction [34]. Urban expansion has exerted dramatic changes
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in structural or developmental processes in approximately 60% of rivers worldwide [35].
Thus, multiple geomorphologic factors and river characteristics must be considered when
estimating the FAT.

Key obstacles to the mapping of river networks are the existence of intermittent and
perennial streams, insufficient resolution, vegetation masking, and scarce field data [36,37].
Previous research on river network extraction has focused on basins that are not intensely
urbanized, thus neglecting anthropogenic impacts [10]. Remote sensing provides a comple-
mentary source of river network analysis, yielding data on surface water extent, surface
runoff, and evapotranspiration, which creates opportunities to derive river-related infor-
mation where and when in-situ data are not available [38]. Global, high-resolution, DEMs
have become available. There were 30-m resolution DEMs like SRTM digital elevation
data [39] and ASTER GDEM ten years ago. There are now 12.5-m resolution ALOS global
DEM data. The use of high-resolution DEMs provide accurate drainage networks and min-
imizes the extraction error, especially when the drainage network is dense [40]. Significant
improvements in the resolution and accuracy of DEMs lead to more reliable DEM-derived
drainage networks [41]. The extracted river networks are validated against delineated
drainage networks from the Google imagery to assess the accuracy of extracted river net-
works [42]. Improving drainage density estimates requires consideration of suitable control
factors such as land-use information, detailed geomorphologic information, and vegetation
indicators [29,30,43]. Evidently, there are gaps of knowledge in the understanding of the
statistical association between the drainage density, river length, and the FAT.

This paper’s objective is the development and testing of a proposed methodology to
calculate the FAT accurately. One method herein proposed applies an empirical function
relating the drainage density and the FAT: it is a quantitative method for determining
the FAT that evaluates multi-source parameters in basins with complex topographic and
environmental characteristics that may control channel initiation. This method considers
meteorological conditions and other factors such as lithology, landscape patterns, and
anthropogenic impacts (especially notable in urbanized basins) in the determination of
FAT, herein named the drainage density-FAT method. The second method proposed in
this work relies on fractal geometry that accounts for morphological characteristics at
the regional scale, in which case the large areal extent precludes the use of basin-wide
representative regression predictors as done in the first method. Fractal algorithms provide
an alternative approach to estimate the FAT at the regional scale; they constitute a useful
alternative compared with the methodologies that are best suited to capture complex local
features in relatively small basins. Fractal geometry [44] has been implemented in the
study of river network morphology with successful results [40,45–47]. The most widely
used fractal methods are the box-counting and multifractal methods. Yet, the estimation of
the FAT based on fractal algorithms has not been fully addressed, a gap this paper intends
to narrow down.

A case study relying on data from Hubei Province and Qinghai Province, China, a
region with significantly variable landscape properties demonstrates the application of this
paper’s methods and their validation based on visual, statistical criteria, the comparison
with several classical FAT methods, and robustness tests. This study contributes to the
field of river network extraction in basins with complex topographic and environmental
characteristics in which basin-wide regression factors are suitable for the determination
of the FAT, and at the regional scale based on the morphological characteristics of river
networks. The methods applied in this study are helpful to improve the accuracy of river
network extractions in areas without LIDAR data.

2. Methodology

The common procedure of extracting a river network involves filling sinks, calculating
the flow direction, calculating the flow accumulation, and extracting the river network [48].
A deterministic eight-node (D8) algorithm is herein applied to obtain the flow direction
with ArcGIS 10.6 [49]. The D8 algorithm determines the flow direction of each grid cell by
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choosing the steepest among a set of slopes oriented towards the neighboring eight cells.
The FAT must be specified prior to extracting a river network. The determination of the
optimal FAT is herein made with two methods, as shown in the methodology flowchart
displayed in Figure 1. The first method calculates the FAT at the small basin scale by means
of an empirical scaling equation (see Section 2.1). The second method calculates the FAT at
the regional scale with the fractal method (see Section 2.2). The second method is intended
for FAT determination when the large areal extent of a river basin precludes the use of
basin-wide representative regression predictors. The application of the fractal method at
the small basin scale is not addressed in this study. The accuracies of the river-network
extracting methods are assessed based on the similarity score evaluation index (SSEI), river
length error (err(l)), root mean square error (RMSE), and qualitative visual inspection (see
Section 2.6). The first method is also compared with several classical FAT determination
methods and is evaluated with a robustness test.
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2.1. The Estimation of the FAT with Empirical Scaling Equation and Statistical Regression at the
Basin Scale
2.1.1. Empirical Scaling Equation Relating the Drainage Density and the FAT

The drainage density of basin i is given by Equation (1):

δi =
li
Ai

(1)

in which δi, li, and Ai denote the drainage area, the length of river reaches, and the drainage
area of basin i, respectively. Tarboton et al. (1991) [18] proposed an empirical function
expressing the drainage density in terms of the flow accumulation threshold of basin i
(FATi) and drainage length is given by Equation (2):

δi ∝
1√

FATi
= K

1√
FATi

(2)
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K denotes a proportionality constant that is empirically determined. Equation (2) may
be interpreted as an empirical “scaling law” for the FAT given that it can be solved as a
function of the drainage density.

2.1.2. Estimation of the River Length

The river length is estimated by multilinear regression involving multiple factors or
regressor variables. A list of considered factors is presented in Table 1. The dependent
variable of the regression equation is the total length of the river network within each basin.
Predictive factors exhibiting strong correlations (determined with the Pearson’s correlation
coefficient) are filtered for the purpose of reducing data redundancy and model complexity.
The reference river networks are obtained from the National Earth System Science Data
Center, National Science and Technology Infrastructure of China, after being corrected by
remote sensing images (0.4 m spatial resolution from GeoEye) accessed from Google Earth.
The total length of the reference river network within each basin is calculated with the
ArcGIS software.

Table 1. List of possible predictor factors.

Category Brief Description Year Symbol Unit

Meteorological
factors

Average monthly precipitation 2001–2018 (5–9) PRE Mm

Average monthly surface runoff 2001–2018
(5–9) ROF Mm

Average monthly
evapotranspiration

2001–2018
(5–9) EVP Mm

Average surface temperature 2001–2018 (5–9) LTD ◦C

Topographical
factors

Maximum terrain altitude 2018 ALTmax M
Mean terrain altitude 2018 ALT M

Maximum slope 2018 SLPmax
◦

Mean slope 2018 SLP ◦

Maximum surface roughness 2018 SRmax /
Mean surface roughness 2018 SR /

Vegetation
factors

Normalized Difference
Vegetation Index

2001–2018
(5–9) NDVI /

Anthropogenic
factors

Population ratio 2018 Q %
Basin light area 2018 L1 /

Basin light intensity 2018 L2 /

Landscape
factors

Landscape percentage 2018 PLAND %
Shannon’s diversity index 2018 SHDI %

Species evenness 2018 SEI %

Patch density 2018 PD number/
km2

Lithology factors Lithology type 2012 LT /

2.1.3. NMF

The degree of association between selected regression factors was further verified by
nonnegative matrix factorization (NMF). NMF has previously been shown to be a useful
decomposition for multivariate data belonging to unsupervised learning [50]. This study
introduces the NMF to reflect the effect of several environmental factors on the estimation
of river length [51]. A detailed description of NMF is presented in Section 3.1.3. NMF
captures the data traits by identifying the correlation between data parts and finding
internal patterns of association among the data. The final model was constructed by the
multilinear stepwise regression method with the software SPSS 22.0, as described in the
Results section.

2.2. The Estimation of the FAT at the Regional Scale

The modified box-counting algorithm and the multifractal algorithm for FAT calcula-
tion applied in this study were proposed by De Bartolo et al. (2004) and Ariza-Villaverde et al.
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(2015) [40,52]. The determination of the FAT by box-counting and the multifractal method
are compared in this study.

2.2.1. The Box-Counting Method

A mesh of d-dimensional cubes of size rd is used to discretize the region within which
a river network is defined [53]. Let N (r) denote the smallest number of cubes of size r
needed to cover a region. This work extracts river networks relying on thirteen FATs which
range from 1000 to 25,000. The corresponding fractal dimensions of the thirteen extracted
river networks were calculated.

The formula for computing the fractal dimension Df is as follows [54]:

N(r) = r−D f (3)

Taking the logarithm (log) on both sides of Equation (3) yields:

log N(r) = −D f logr (4)

Df equals the slope of a plot of N(r) vs. r in logarithmic scales. The rate of change di of the
fractal dimension is given by Equation (5):

di =

[
|Di+1 − Di|
Vi+1 −Vi

]
× 100 (5)

where Vi, Vi+1 denote the ith and (i+1)th thresholds, respectively (the FAT = 1000 corre-
sponds to V1). Di, Di+1 denote respectively the box-counting fractal dimensions corre-
sponding to the ith and (i+1)th flow accumulation thresholds. Di+1 − Di equals the fractal
dimension difference of the Vi, Vi+1 thresholds, and Vi+1 −Vi denotes the difference of the
thresholds.

There is a fractal dimension corresponding to a river network extracted with a FAT.
That is, there is an optimal FAT associated with the shape of the function of the rate of
change di. The FAT associated with the optimal estimate of the river network is determined
from the shape of the function of the rate of change di. Specifically, the FAT for river
network extraction occurs at that point defining where the change rate of the fractal
dimension exhibits a rapidly declining trend. This method is illustrated in the Results
section (Section 3.2.1, specifically).

2.2.2. The Multifractal Method

The length of a river network is herein employed as the performance variable with
which to assess the performance of river extraction methods. The box-counting method
is implemented to calculate the probability distribution of the river network’s length [55].
Specifically, N(ε) squares of size ε · ε are used to superimpose a grid over the river network.
The sum of a river network’s length within a box of size ε · ε is calculated and divided
by the sum of the lengths of all rivers within the entire basin. The river distribution ratio,
Qi(ε), with box size ε · ε is given by the following expression:

Qi(ε) =
Mi(ε)

M
(6)

where Mi(ε) equals the summed lengths of the rivers in a box of size ε · ε, and M denotes
the total lengths of the rivers within the river network spanning the entire study area.

The partition function Xq(ε) is defined as follows [56]:

Xq(ε) =
N(ε)

∑
i=1

[Qi]
q (7)

Xq(ε) ∝ ετ(q) (8)
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The partition function Xq(ε) denotes the q-th quadratic weighted summation of the
probability, where N(ε) represents the number of grid cells with box size ε, and q ∈
(−∞,+∞) denotes the moment order. τ(q) denotes the sequence of mass exponents es-
timated by the slope of the fitted function ln

(
Xq(ε)

)
vs ln(ε). The value of q reflects the

importance of the subset of the distribution ratio Qi(ε) in the partition function [57]. When
q→+∞ the maximum probability plays a significant role. Xq(ε) reflects the nature of the
subset with the largest probability. On the other hand, when q→−∞ the minimum proba-
bility is dominant, representing the subset with the smallest probability. The multifractal
dimension D(q) is calculated as follows:

D(q) =
1

q− 1
lim
ε→0

lnXq(ε)

ln(ε)
, (q 6= 1) (9)

D(q) = lim
ε→0

∑
N(ε)
i=1 Qi(ε)lnQi(ε)

ln(ε)
, (q = 1) (10)

τ(q) is zero when q = 1. A larger weight is assigned to cells having a larger amount of
information (i.e., a greater mass) when q > 1; smaller weights are assigned to cells where the
quantity to be measured is less concentrated (when q < 1). The singular exponent α(q) and
the multifractal spectrum f (α(q)) are deduced from the Legendre transform as follows:

α(q) = −d(τ(q))
dq

(11)

f (α(q)) = q·α(q) + τ(q) (12)

where the smallest and largest values of the singular exponent α (i.e., αmin and αmax, respec-
tively) constitute the minimum and maximum Lipschitz-Holder exponents, respectively,
and ∆α = αmax − αmin denotes the range of the multifractal exponent that quantitatively
characterizes the degree of difference and the range of variation within the river network. A
large value of ∆α indicates the river network exhibits greater heterogeneity and complexity,
and vice versa. The singular exponent α reflects the structural characteristics of the river
network. The singular exponent changes with changes in the FAT. When the FAT is too
large the extracted river network omits details in the river network; when it is too small a
virtual “pseudo-river network” is extracted. The river network extracted with an optimal
FAT captures the watershed-scale structure and does not include small, artificial, river
networks. The optimal FAT corresponds to an extremal point of the line of the maximum
singular exponent expressed as a function of the FAT, as shown in the Results section.
f (αmax) and f (αmin) represent the maximum and minimum spectral values, respectively.
∆ f = f (αmax)− f (αmin) denotes the multifractal spectral elevation difference, which indi-
cates the structural changes between subsets with different probabilities associated with
the fractal dimension. ∆ f > 0 when the number of maximum probability subsets exceeds
that of the minimum probability subsets. Similarly, ∆ f < 0 when the number of mini-
mum probability subsets exceeds that of the maximum probability subsets. Furthermore,
∆ f = 0 when the number of maximum probability subsets is equal to that of the minimum
probability subsets.

2.3. Study Area and Original Data

Two regions in China were selected as study areas to implement this paper’s methods,
namely the middle Yangzi River delta and the northeastern Tibetan Plateau. The Yangzi
River delta lies in eastern China and encompasses 14 municipalities, covering an area equal
to 95,400 km2. It produces 37.6% of exports and attracts 41.8% of transnational investments,
contributing 17.6% to the GNP of China, and harboring 7.6% of the Chinese population in
2010 [58]. Hubei Province (108◦21′42” to 116◦07′50” E, 29◦01′53” to 33◦06′47” N) is located
in the middle part of the Yangzi River delta. It features numerous rivers and lakes, and thus
has been called the “land of a thousand lakes”. Most rivers in Hubei Province are part of the
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Yangtze River fluvial network. In addition, this province is host to a variety of landforms,
including mountains (about 56%), plains (about 20%), and hills (about 24%) [59]. Hubei
Province has a sub-tropical, humid, and monsoonal climate. Its annual mean temperature
ranges from 13 ◦C to 18 ◦C, and the average annual precipitation ranges between 800 and
1609 mm depending on location, most of which falls in the wet season [60]. The wet season
ranges from May through September. The geographical distribution of vegetation in the
Yangtze River Basin is heterogeneous. The climate, topography, and vegetation of Hubei
Province interact to form the Yangtze River network [61,62].

The Tibetan Plateau is the source of several major rivers such as the Yangtze, Yellow,
and LanCang rivers (the three rivers). Qinghai province (89◦35′ to 103◦04′ E, 31◦9′ to
39◦19′ N) lies in the northeastern part of the Qinghai-Tibet Plateau, with average elevation
ranging from 3000 to 5000 m. The climate is dry and cold. There are many rivers and lakes
in Qinghai Province, and its topography and climate patterns are complex [63]. The speed
of industrialization and urbanization is accelerating. The locations of the study areas are
shown in Figure 2.
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The data used for model building span from 2001 to 2018 (May to September), and
include ten main components: (1) Actual river network dataset: The 1:25,0000 reference
river networks were obtained from the National Earth System Science Data Center, National
Science and Technology Infrastructure of China (http://www.geodata.cn, accessed on 1
August 2020). The data were further corrected by remote sensing images (0.4-m spatial
resolution from GeoEye) accessed from Google Earth. Read Yan et al. (2019) for the data-
correction procedure [64]. (2) The normalized difference vegetation index (NDVI): The
NDVI data used in this study were obtained from the MOD13A3 version 6 products (
https://search.earthdata.nasa.gov/search, accessed on 1 August 2020), which provide
monthly measurements at a 1 km spatial resolution. (3) Topographic data: The ALOS DEM
with 12.5 m resolution, downloaded from the Alaska Satellite Facility (ASF) Distributed
Active Archive Center (DAAC), was used to identify and extract drainage networks in the
study area. The ALOS DEM from which maximum altitude, average altitude, maximum
slope, average slope, maximum surface roughness, and average surface roughness were
extracted has a resolution of 12.5 m at the equator. (4) Precipitation data: the data issued
from the GPM_3IMERGM 06 product (https://disc.gsfc.nasa.gov/, accessed on 1 August
2020) with a resolution of 0.1◦. (5) Surface runoff and evapotranspiration data: the data
were provided by GLDAS_NOAH025_M 2.1 (https://disc.gsfc.nasa.gov/, accessed on 1
August 2020). Surface runoff and evapotranspiration data were extracted from the datasets
with a resolution of 0.25◦. (6) Surface temperature: the data acquired from the MOD11C3
product (https://search.earthdata.nasa.gov/search, accessed on 1 August 2020) had a
spatial resolution of 0.05◦. (7) Population data: The population distribution was provided
by the LandScanTM (2018) High-Resolution Global Population Data Set (https://landscan.
ornl.gov/, accessed on 1 August 2020), which has a spatial resolution of approximately 1
km (30”× 30”). (8) Luojia 1-01 Night-time Light Imagery: the images were jointly provided
by Wuhan University and the Gaofen Hubei Center (http://www.hbeos.org.cn/, accessed
on 1 June 2020) with a resolution of 130 m. Night-time lights mainly reflect human activities
at night and include residential lighting, traffic lights, commercial lighting, and factory
lighting. Therefore, night-time lighting area reflects the spatial distribution of residential,
transportation, commercial, and factory lighting [65]. (9) Land use data: these data were
acquired from the MCD12Q1 product (https://search.earthdata.nasa.gov/search, accessed
on 1 June 2020) with a 500 m resolution and comprise seventeen types (see Table S1 in the
online Supplemental Materials). The last five land-use types of Table S1 are not found in
Hubei province. The evergreen broadleaf forests closed shrublands, and cropland/natural
vegetation mosaics are not found in Qinghai province. Land pattern indicators were
computed from the land use data. (10) Lithology describes the geochemical, mineralogical,
and physical properties of rocks [66]. Global lithology data acquired from the Global
Lithological Map Database v1.0 (http://dx.doi.org/10.1594/PANGAEA.788537, accessed
on 1 July 2020) with a 0.5◦ resolution and comprised sixteen types. The Hubei study area
includes seven types of soil and rock (su, ss, sm, sc, mt, pa , and py). The Qinghai study
area includes twelve types of soil and rock (su, ss, sm, sc, mt, pa, pb, va, vi, wb, pi and
ig). The full name of lithology is listed in Table S2 in the online Supplemental Materials.
The data description with 47 features is listed in Table 1. The detailed description of each
feature is displayed in Table S3.

2.4. Data Pre-Processing and Normalization

The topographic indexes were extracted with the spatial analyst toolbox of ArcGIS
10.6, namely, maximum terrain altitude, mean terrain altitude, maximum slope, mean
slope, maximum surface roughness, and mean surface roughness. The surface area ratio
grids are applied to measure the surface roughness [67]. The steps to calculate the surface
roughness are as follows: (1) calculate the slope of DEM; (2) calculate the surface roughness
= 1 /Cos ([angle of slope of DEM] * π/180) [68–70].

The population ratio (Q) is calculated with Equation (13). Two light indicators were
constructed from Night-time Light Imagery: basin light area (L1) and basin light intensity

http://www.geodata.cn
https://search.earthdata.nasa.gov/search
https://search.earthdata.nasa.gov/search
https://disc.gsfc.nasa.gov/
https://disc.gsfc.nasa.gov/
https://search.earthdata.nasa.gov/search
https://landscan.ornl.gov/
https://landscan.ornl.gov/
http://www.hbeos.org.cn/
https://search.earthdata.nasa.gov/search
http://dx.doi.org/10.1594/PANGAEA.788537
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(L2), as shown in Equation (14) and Equation (15), respectively. Equation (16) shows how
the digital numbers (DN) are converted to the radiance for accurate analysis of lighting
brightness and discrepancy. Thirdly, landscape pattern indexes including landscape per-
centage, patch density, Shannon’s diversity index, and Species evenness were computed by
FRAGSTATS 4.2 [71]. Finally, all data were projected to the same coordinate system.

Qi =
Ui
A
∗ 100 (13)

where Ui denotes the population size of basin i. A denotes the population of the province.

LI =
SN
S

(14)

where L1, SN , and S denote the urbanization sprawl, the lighting area of a basin, that is, the
total area of lights in a basin, and the total area of a basin, respectively [65].

L2 = n·Sum(Gi)

Gmax
(15)

where L2, Gi, Gmax, and n denote the urbanization intensity, the radiance of the i-th pixel in
a basin (indicating light intensity of the i-th pixel), the maximum radiance of the basin, and
the total number of lighted pixels in a basin, respectively [65].

G = 10−10·D
3
2 (16)

where G, and D denote the radiance of a pixel in the Night-time Light Image (W/(m2·sr·µm))
and the Digital Number (DN) of a pixel [72].

Z-score normalization was adopted for comparison purposes to render the data
dimensionless according to Equation (17):

X =
x− µ

σ
(17)

where X, µ, and σ denote the random variable that takes values equal to x, the mean value,
and the standard deviation of the independent or dependent variable X, respectively.

2.5. Sample and Test Areas

The sample and test areas feature unique morphological characteristics with variable
elevations, slopes, surface roughness, landform types, and network morphology. This
study employs 27 sample areas in Hubei and Qinghai Provinces for model building. The
sample and test areas are depicted in Figure 2a,b, respectively. These areas were obtained
from a global dataset (https://doi.org/10.6084/m9.figshare.8044184.v6, accessed on 1 July
2020) with a 3-arcsecond resolution which has higher precision than the HDMA dataset
released by the USGS [64].

The test areas are employed for model testing under a wide range of conditions.
There are eight and three test areas in Hubei and Qinghai Provinces, respectively. The
NDVI and average elevations of test areas of Hubei Province are significantly lower
than those of Qinghai Province. Of the eight test areas of Hubei three serve to test the
determination of the FAT based on an empirical scaling equation and statistical regression.
These three independent sub-basins are depicted as yellow polygons in Figure 2a. The
average elevation of test area 2 is above 1000 m a.s.l., which is significantly higher than
those of the other test areas. The average elevations of test area 1 is near 500 m a.s.l., and
has fewer mountainous features than test area 2. Test area 3 encompasses plain landform,
with average elevation near 200 m a.s.l., and features relatively mild slopes compared
with other test areas of Hubei Province. The other five test areas in Hubei Province were
obtained with the fishnet tool of ArcGIS 10.6. Each has an area equal to 400 km2 area. These

https://doi.org/10.6084/m9.figshare.8044184.v6
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five test areas are used for the evaluation of the FAT algorithm at the regional scale and are
shown as yellow rectangles in Figure 2a. The test areas in Qinghai Province are depicted as
yellow polygons in Figure 2b. The average elevations of test areas (Figure 2b) are over 4400
m a.s.l. The test areas in Qinghai Province are used for evaluating the FAT model based on
an empirical scaling equation and statistical regression.

2.6. Validation Method

This paper compares the extracted with the actual river network in each area based on
three validation criteria. One is the modified matching algorithm based on the Frobenius
norm [73] and SSEI. The steps to implement this criterion are as follows:

(1) Image pre-processing: Carrying out image binarization with 0 and 1 representing
background (i.e., non-river) area and the river network, respectively;

(2) The Frobenius norm of the actual river network is calculated;
(3) Difference matrices between the actual and extracted river networks are calculated

with several algorithms. This is followed by a calculation of the Frobenius norm of each
difference matrix.

(4) The evaluation score is determined by the Frobenius norm calculated in step
(3) divided by the Frobenius norm of the actual river network. The SSEI is given by
Equation (18):

score(i) =
norm(a− i)

norm(a)
(18)

where score(i) denotes the similarity between the actual and extracted river networks
in basin i; a represents the binary matrix of the actual river network and i is that of the
extracted river network calculated by different algorithms, norm(a) denotes the value of
the Frobenius norm of the actual river network, and norm(a− i) denotes the Frobenius
norm of the matrix difference between the actual and the extracted network in basin i. The
similarity between the actual and the extracted river networks increases with decreasing
value of the SSEI.

The second evaluation criterion is the percentage error of the river length, which is
given by the following equation:

err(l) =
|le − l|

l
·100% (19)

where err(l), le, and l denote the percentage river length error, the total length of rivers
within the extracted river network, and the total length of the rivers in the actual river
network. The err(l) is a quantitative criterion well suited to assess the accuracy of extracted
river networks. It is herein supplemented with visual inspection by comparison of the
extracted and actual rivers networks as shown in the Results section.

The third evaluation criterion is the root mean square error (RMSE), which is expressed
as follows:

RMSE =

√
∑N

i=1(le − l)2

N
(20)

where N denotes the total number of rivers. The le and l have been defined in Equation (19).

3. Results and Discussion
3.1. Estimation of the FAT by Empirical Scaling Equation and Statistical Regression at the
Basin Scale
3.1.1. Estimation of the River Length

Five characteristics were selected from among the 40 characteristics considered as
predictive factors to predict the river length of Hubei province (see a complete list in
Table S3) by multiple stepwise regression. The original data of Qinghai Province are listed
in Table S4 of the online Supplemental Materials. The estimation of river length is based on
Equation (21):
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lth = 456233.597×Q− 144667.232× LTD− 483.984×ALT + 73147.410× SRmax + 3548.086× EVP + 3551837.787 (21)

where lth denotes the estimated length of rivers in Hubei province (in m) based on the
environmental factors within the basins. The meanings of the symbols of the predictive
factors listed on the right-hand side of Equation (21) are found in Table 1. The coefficient of
determination (R2) associated with the regression Equation (21) equals 0.902.

Four characteristics were selected from among the 40 characteristics (Table S3) con-
sidered as predictive factors to predict the river length of Qinghai province according to
multiple stepwise regression. The estimation of river length is based on Equation (22):

ltq = 5366498.512× SHDI− 45851158× SEI + 2242448.637× SR + 0.001× L2 − 2150428.604 (22)

where ltq denotes the estimated length of rivers in Qinghai province (in m). The meaning of
the symbols and parameters can reference Equation (21). The coefficient of determination
(R2) associated with the regression Equation (22) equals 0.725.

The formation of the river networks is governed by physical-geographic characteristics.
Hubei Province has a sub-tropical and humid climate with relatively high temperatures
in the wet season (May through to September). It features a relatively high population
density. Evapotranspiration, surface temperature, and population ratio play a significant
role in the formation of river networks (see Equation (21)). The climate of Qinghai Province,
on the other hand, is dry and cold; its population density is relatively sparse (319/km2)
compared with that of Hubei province (7.80/km2). Equations (21) and (22) indicate that
anthropogenic factors and surface roughness are useful predictors of river length. The
regression factors vary from region to region, in general.

3.1.2. Estimating the FAT

The river networks were extracted from DEMs with the ArcHydro tools of ArcGIS
10.6 software within basins with different FATs and calculated the lengths of corresponding
extracted river networks. Graphs relating the drainage density to the FAT in Hubei Province
are shown in Figure 3a–c. An interval equal to 1% was applied to calculate the percentile
of flow accumulation. Notice the fitted equations in Figure 3a–c take the form δ = KFAT−b

with an average of b = 0.50 as implied by Equation (2). The optimal FAT was estimated by
the equations fitted to each basin shown in Figure 3a–c based on the estimated river length
of Equation (21). The optimal FAT is given by Equation (23):

FAToptimal =
b

√
Ai × K

li
(23)

Figure 3d–f depicts the captured and missed streams in test areas 1, 2, and 3 in
Hubei Province.

Graphs relating the drainage density to the FAT in Qinghai Province are shown
in Figure 4a–c. An interval equal to 1% was applied to calculate the percentile of flow
accumulation. Notice the fitted equations in Figure 4a–c take the form δ = KFAT−b with
an average of b = 0.50 as implied by Equation (2). The optimal FAT was estimated by the
equations fitted to each basin shown in Figure 4a–c based on the estimated river length of
Equation (22), in a manner analogous to the approach followed with Hubei Province areas.
Figure 4d–f depicts the captured and missed streams in Qinghai Province.
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Figure 3. Maps of selected river networks in Hubei Province. (a) Scaling equation for test area 1. (b) Scaling equation for
test area 2. (c) Scaling equation for test area 3. (d) Map of captured and missed streams in test area 1. (e) Map of captured
and missed streams in test area 2. (f) Map of captured and missed streams in test area 3.
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Figure 4. Maps of selected river networks in Qinghai Province. (a). Scaling equation for test area 1. (b). Scaling equation for
test area 2. (c). Scaling equation for test area 3. (d). Map of captured and missed streams in test area 1. (e). Map of captured
and missed streams in test area 2. (f). Map of captured and missed streams in test area 3.

3.1.3. NMF

The NMF method was applied to reflect the importance of different features in
Equation (21) (for Hubei Province) and Equation (22) (for Qinghai Province). Taking
Equation (21) as an example, the NMF quantifies the strength of association between
factors (see a list in Table 1) and river length. Environmental, human, and topographic
factors have multiple interactions and influence river length. Matrix decomposition in
NMF performs a mapping of the original matrix to a subspace. The mapping is performed
by approximating the low rank of the original matrix. ALT, SRmax, LTD, Q, l, and EVP data
from 27 sample sub-basins were normalized by means of Equation (17). M denotes a 27
row × 6 column matrix:

M =

 ALT1 · · · EVP1
...

. . .
...

ALT27 · · · EVP27

 (24)

The mean value of the NMF was calculated 1000 times and the relations between the
factors were expressed by a heat map (Figure 5). The third row of Figure 5a shows the
influence of SRmax on l is relatively weak in comparison to other factors. Thus, the factor
SRmax was excluded from the original matrix, and NFM was performed on the remaining
5 factors of the matrix. The last two rows of Figure 5b denote the influences of ALT on
l is less significant, and NMF was performed on the remaining 4 factors, excluding ALT.
Figure 5c shows that EVP is closely related to the LTD (see the first row), and river length
exhibits a high correlation with EVP in the last row, which demonstrates the relatively large
contribution of factor EVP. Overall, EVP, Q, and LTD ranked among the top three factors
in terms of importance. The same procedure was repeated to the factors of Equation (22).
L2 ranked as the top factor in terms of importance. The introduction of the anthropogenic
factor significantly enhanced both models’ accuracy. The NMF clarifies the identification of
key factors employed in Equations (21) and (22).
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The correlations between actual drainage density in the sample areas and rock types
are shown in Table 2 (taking Hubei province as an example), where the areas are arranged
and ranked in descending order by the magnitude of δ. Rock type which covers less than
30% of sub-basin areas was not included as a dominant factor. δ is largest for the carbonate
sedimentary rocks and unconsolidated sediments compared to other rock types in Hubei
province. δ is the largest for the mixed sedimentary rocks in Qinghai province.
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Table 2. Calculated drainage density (δ) and rock type in the sample areas in Hubei Province (see
Table 1 for symbology).

Ranking
Drainage
Density δ

(m/km2)

Dominant Rock
Type Ranking

Drainage
Density δ

(m/km2)

Dominant Rock
Type

1 246.922 sc, su 15 119.891 Mt
2 230.128 Su 16 118.144 Sm
3 228.912 Sc 17 115.381 Sm
4 221.086 Sm 18 113.214 Sm
5 191.177 Sc 19 104.364 su, sm
6 158.465 su, ss 20 97.355 Sm
7 145.309 Py 21 95.585 sm, sc
8 145.045 sm, sc 22 93.063 Sm
9 144.632 sm, sc 23 91.383 su, ss, pa

10 144.534 Pa 24 89.913 su, py
11 139.167 Sm 25 83.102 Sm
12 135.286 sm, sc 26 73.790 Py
13 133.594 sm, sc 27 53.544 Sm
14 122.085 Sm

3.1.4. Validation

The SSEI was applied to measure the extracted river network with the actual river
network based on image similarity. The extracted river network was calculated by the
ArcHydro Tools of ArcGIS 10.6 based on the estimated optimal FAT. The performance of the
drainage density-FAT model was tested statistically, with results for Hubei Province listed
in Table 3. The image similarity of test area 2 is the highest with a low SSEI (0.356) while
that of test area 1 is the lowest with a relatively high SSEI (0.441). The results evaluated
by means of the river length error do not generally coincide with those from the SSEI.
The smallest length error of the extracted river network was 1.17% (corresponding to test
area 1) and the average length error was 4.89%. All length errors were smaller than 15%.
The RMSE of extracted river length equaled 1.109 × 104 m. Overall, the three indexes
(SSEI, err(l), RMSE) demonstrated that the drainage density-FAT model performed well
in basins of Hubei Province.

Table 3. Statistical criteria values for the comparison of the calculated and actual river length in
Hubei province.

Area Actual River
Length (m)

Estimated River
Length (m) see
Equation (21)

FATs
Extracted

River
Length (m)

River
Length

Error (%)
SSEI

1 62,109 61,323 101,237 60,050 1.17 0.441
2 151,113 161,006 80,916 169,379 10.34 0.356
3 176,724 176,287 54,547 171,143 3.16 0.400

Average 4.89%

Table 4 lists the statistical criteria values for the comparison of the calculated and
actual river length in test areas of Qinghai Province (Figure 2b). The smallest length error
of the extracted river network was 3.56% (corresponding to test area 1) and the average
length error was 11.44% in test areas of Qinghai Province. The RMSE of extracted river
length equaled 2.135 × 104 m. The image similarity of test area 3 is the highest with a low
SSEI (0.478), while that of test area 1 is the lowest which does not coincide with the results
of length error. Thus, a comprehensive evaluation must consider the image similarity and
length error of river networks.
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Table 4. Statistical criteria values for the comparison of the calculated and actual river lengths in
Qinghai Province.

Area Actual River
Length (m)

Estimated River
Length (m) see
Equation (21)

FATs
Extracted

River
Length (m)

River
Length

Error (%)
SSEI

1 302,294 322,167 190,275 291,539 3.56 0.622
2 95,765 127,176 140,641 119,354 24.63 0.583
3 429,522 409,901 41,356 403,155 6.14 0.478

Average 11.44%

Tables 3 and 4 provide evidence that the river length error in test area 2 is larger than
in areas 1 and 3. This may be due to the fact that the average altitude of test area 2 is higher
than those of areas 1 and 3 in the Hubei and Qinghai provinces. The accuracy of regression
factors significantly influences the performance of the drainage density-FAT method. The
satellite products that are bias-corrected are more accurate than the satellite-only products
because the meteorological stations are densely distributed in flat areas. The performance
of the MODIS satellite products is relatively poor in the high-altitude area with complex
terrain [74]. Moreover, previous studies have shown that the ecosystem exhibits greater
vulnerability [75] with increasing altitude, which may influence the land pattern indicators.

In addition, the drainage density-FAT method was compared with Lin’s method,
known as the Fitness Index method hereafter [19], the OnePercent method [20], and the
Mean method [21]. Choosing test area 2 of Qinghai Province as an example, the FAT was
estimated by the Fitness Index method at 135,000. The FAT was calculated as 1,884,010 ×
0.01 = 18840.1 based on the maximum accumulation value according to the OnePercent
method. The mean accumulation value for the FAT was 1908 according to the Mean
method. Table 5 indicates that a drainage network of acceptable accuracy was obtained by
the drainage density-FAT method. In addition, the drainage density-FAT method is less
computationally burden than the Fitness Index method.

Table 5. The statistics for four river networks derived with four flow accumulation threshold (FAT)
estimates (test area 2 of Qinghai Province).

Method FAT Length Error (%) Accuracy

drainage density-FAT 140,641 24.63 High
Fitness index 135,000 25.44 High
OnePercent 18,840 87.96 Low

Mean 1908 504.06 Very Low

The 10-fold cross-validation [76] was applied to quantify the variation in performance
due to the choice of sample and test cases (choosing Qinghai province as an example). The
results indicate the average length error estimated by different models ranges from 11.42%
to 30.35%. Most river length errors are within 25%. The model accuracy would slightly
fluctuate with the change of sample and test datasets, but its accuracy remains acceptable.

Next, test area 2 of Qinghai province was discarded from the dataset. The 10-fold cross-
validation was applied to the remaining dataset. The river length of test area 2 (Qinghai
Province) was calculated by different models. The results indicate that the regression
factors L2, SHDI, and SEI play a significant role in ten models, which is consistent with the
factors selected by Equation (21). The parameters of the objective equation changed with
different training groups, yet, the average length error estimated by models only slightly
changed from 24.63% (estimated by Equation (21)) to 22.37%. This robust performance
confirms the accuracy of the drainage density-FAT model.
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3.2. Estimation of the FAT at the Regional Scale (Hubei Province)

Fractal geometry methods are applied in this study to estimate the optimal FAT by
considering the morphologic characteristics of river networks (using Hubei Province data),
followed by an evaluation of the corresponding results.

3.2.1. Estimation of the Optimal FAT with the Box-Counting Method

Box-counting was applied to ascertain the relation between the fractal dimension and
the FAT (see Table 6). The fractal dimension of river networks whose cube sizes r equaled
500, 1000, 2000, 5000, 10,000, 15,000, and 20,000 were calculated. The values of r and FAT
used in this study may be not suitable for other regions. The selection of the r and FAT
data must be based on the river network data’s statistical characteristics (i.e., drainage
density, area). The variable difference between chosen FATs (e.g., 500, 1000, 2000, 5000,
etc.) does not alter the box-counting method results. The fractal dimension of the river
network declined from 1.851 to 1.432 as the FAT increased respectively from 1000 to 25,000,
implying the fit between the fractal dimension and the FAT was excellent. It is seen in
Table 6 the rate of change of the fractal dimension stabilizes at 10,000, and the change rate
diminished more rapidly when the FAT is equal to or larger than 15,000. Thus, the optimal
FAT is estimated to be close to 10,000 for the entire study area.

Table 6. Fractal parameters obtained with the box-counting method (Hubei Province).

FAT
Fractal

Dimension
(Df)

R2
Change

Rate
(di)

FAT
Fractal

Dimension
(Df)

R2
Change

Rate
(di)

1000 1.851 0.999 0.0072 8000 1.594 0.994 0.0017
2000 1.779 0.997 0.0049 9000 1.577 0.994 0.0015
3000 1.730 0.996 0.0041 10,000 1.562 0.993 0.0011
4000 1.689 0.995 0.003 15,000 1.507 0.994 0.00084
5000 1.659 0.995 0.0025 20,000 1.465 0.994 0.00066
6000 1.634 0.994 0.0021 25,000 1.432 0.994
7000 1.613 0.994 0.0019

According to Figure 6, the fractal dimension decreases with increasing FAT. When the
FAT increases, the slope of the function decreases. The fractal dimension of the reference
river network (i.e., the river network) was estimated to be 1.543 which corresponds to a
FAT equal to 10,000. This is the ascertained optimal FAT of the study area established with
the box-counting method.
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3.2.2. Estimation of the Optimal FAT with Multifractal Analysis

River networks were extracted with FATs set equal to 1000, 2000, 3000, 4000, 5000, 6000,
7000, 8000, 9000, 10,000, 15,000, 20,000, 25,000. The distribution index Q(ε) was calculated
based on box sizes 500 × 500, 1000 × 1000, 2000 × 2000, 5000 × 5000, 10,000 × 10,000,
15,000 × 15,000, and 20,000 × 20,000. The q-th order moment was set in the range [−3,3],
and the step ∆q was 0.5.

Figure 7 displays thirteen sequences of mass exponents τ(q), thereby illustrating τ(q)
is a convex function, which indicates there is a nonlinear function between τ(q) and q.
Therefore, the river network in Hubei Province exhibits multiple fractal characteristics.
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The maximum singular exponent αmax exhibited a decreasing trend with increasing
FAT. Figure 8 depicts a graph of the change of αmax vs. FAT. It is seen in Figure 8 there
are three extremal points corresponding to FATs equal to 3000, 5000, and 9000. Thus
3000, 5000, and 9000 are possible optimal FATs of Hubei province. The optimal FAT was
further estimated by the range of the singularity exponent ∆α. The results listed in Table 7
indicate αmin ∈ [0.926,1.448], αmax ∈ [2.033,2.937], f (αmax) ∈ [0.209,1.317], and f (αmin) ∈
[−0.239,0.951]. ∆α describes the degree of heterogeneity of the probability distribution of
river networks. It is demonstrated below there is no significant difference between the
probability density distributions of the actual river networks in Hubei Province, that is,
their distributions are similar. Comparing the ∆α associated with FATs equal to 3000, 5000,
and 9000, shows the ∆α changes significantly with changing FAT. ∆α is smaller when the
FAT = 9000 than when it equals 3000 or 5000. A FAT = 9000 is estimated as being optimal
within the entire study area given the heterogeneity of river networks in Hubei province.
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Table 7. Calculated parameters of the multifractal method (Hubei Province).

FAT αmin
(1) f(αmin) (2) αmax

(3) f(αmax) (4) ∆α (5) ∆f(α) (6)

1000 1.448 0.951 2.209 1.317 0.761 −0.366
2000 1.195 0.337 2.621 0.761 1.426 −0.424
3000 1.109 0.167 2.671 0.614 1.562 −0.447
4000 1.152 0.362 2.443 0.754 1.291 −0.392
5000 0.935 −0.239 2.937 0.209 2.002 −0.448
6000 1.111 0.333 2.385 0.715 1.274 −0.382
7000 1.125 0.408 2.264 0.807 1.139 −0.399
8000 1.196 0.650 2.033 0.999 0.837 −0.349
9000 0.995 0.071 2.535 0.467 1.540 −0.396

10,000 1.034 0.208 2.351 0.635 1.317 −0.427
15,000 0.989 0.162 2.357 0.506 1.368 −0.344
20,000 0.998 0.250 2.228 0.565 1.230 −0.315
25,000 0.926 0.077 2.310 0.433 1.384 −0.356

(1) minimum singular exponent; (2) fractal spectrum corresponding to αmin; (3) maximum singular expo-
nent; (4) fractal spectrum corresponding to αmax; (5) range of the singularity exponent; (6) multifractal spectral
elevation difference.

Figure 9 demonstrates that multifractal spectral curves of the river networks have
similar shapes with different thresholds. The multifractal spectrum f (α) first shows an
increasing trend with increasing α, followed by a decreasing trend ∆f (α) < 0 (see Table 7).
These results reveal the number of minimum probability subsets in the river networks in
Hubei Province exceeds that of the maximum probability subsets. Therefore, the minimum
probability subsets are dominant, indicating the distribution of differences between the
river networks in all directions is small and the river networks are relatively homogeneous
in most areas. This result is consistent with the actual conditions in Hubei province.
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3.2.3. Validation

Five test areas were chosen to further verify the accuracy of the optimal FAT estimated
by the box-counting and the multifractal method (the test areas are depicted in Figure 2a
with the rectangular shape).

(1) Similarity score

Table 8 displays the SSEI calculated by two algorithms which shows the degree of
image matching between the actual and the extracted river networks. The river network



ISPRS Int. J. Geo-Inf. 2021, 10, 186 21 of 26

extracted with the multifractal method achieved greater similarity with the actual river
network than the river networks extracted with the box-counting method, featuring a
lower similarity score than box-counting except in test area 02.

Table 8. Similarity score and river network error corresponding to Hubei test areas obtained with the
box-counting and multifractal methods (Hubei Province).

Test Area

Similarity Score (SSEI) River Length Error (err(l)) (%)

Box-Counting
Method

Multifractal
Method

Box-Counting
Method

Multifractal
Method

01 1.0394 1.0334 21.49 16.49
02 1.0387 1.0395 20.13 18.42
03 1.2207 1.2202 26.53 20.15
04 1.0247 1.0223 36.46 29.26
05 1.3728 1.3674 26.28 22.90

(2) River length error

The percentage errors associated with the river length among the 5 test areas with box-
counting and multifractal models are listed in Table 8. In terms of the box-counting model,
the err(l) of test areas 03, 04, and 05 were over 25%. Compared with the average err(l)
(26.18%) and RMSE (2.728 × 104 m) of box-counting, the average err(l) of the multifractal
model’s calculation of the river length of the five test areas equaled 21.44%, and the RMSE
of the river length equaled 2.222 × 104 m.

The fractal dimension reflects the morphologic characteristics of basins and indicates
the degree of land erosion and river network evolution. The larger the fractal dimension
is, the more advanced the evolutionary stage of a river network. The fractal dimension
calculated in this study was in the range of 1.432 ≤ D f ≤ 1.851. The method for classifying
erosional stages proposed by He and Zhao (1996) suggested the basins of Hubei Province
are in their early stage of erosion [77]. Lateral and down-cutting erosion played a central
role during this stage.

Overall, the image similarity reflected by SSEI and err(l) indicate the modified mul-
tifractal performed better in estimating the optimal FAT than the modified box-counting
model at the regional scale.

3.3. Discussion

This work’s results provide a theoretical basis for the accurate determination of the FAT
and river network extraction. The D8 algorithm is relatively simple and convenient and has
found wide applicability in hydrologic analysis. Its popularity stems from its simplicity and
reasonable representation for convergent flow conditions, and it preserves the consistency
between the flow patterns, calculated contributing area, and spatial delineation of sub-
catchments [44,78]. Thus, it was applied in this study. Other algorithms (e.g., D∞ and
MD∞) may improve the calculation of flow directions on a topographic surface, and their
evaluation is the topic of future research. These authors will evaluate the performance of
the multifractal method at the basin scale in future work.

4. Conclusions

The hydrologic analysis must produce extracted drainage networks with accuracy for
numerous applications. Depending on the intended application the FAT is not unique. For
other purposes, drainage networks at a more or less detailed level may be needed. This
study extracted river networks with suitable accuracy with the drainage density-FAT and
multifractal methods. The drainage density-FAT method is a quantitative procedure that
considers the physiographic and geomorphologic features of basins. The fractal method
can be seen as complementary to the drainage density-FAT method when the large areal
extent precludes the use of basin-wide representative regression predictors. The methods’
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performances were evaluated in this work with statistical indexes and visual inspection,
and compared with several FAT determination methods with data from Hubei and Qinghai
Provinces, China. These authors conclude the density-FAT and the multifractal methods
are useful for FAT determination. Based on this study’s results it is concluded that:

The drainage density-FAT method performed well by fully considering possible envi-
ronmental, topographic, and human activity factors, and selected the significant regression
factor from the 47 factors in basins where the regression factors are representative of basin-
wide characteristics. This method can be used to estimate the optimal FAT in areas where
basin-wide regression factors are representative for the purpose of river network extraction.
River initiation depends on environmental and topographical characteristics. The best
regression factors in a region might not be the best in other regions due to differences in
topography, climate, and human activities. Anthropogenic factors improve the extraction
accuracy of river networks in urbanized regions. The topographic characteristics, specifi-
cally, the surface roughness, play a significant role in the estimation of FAT. The regression
factors of the extraction models account for basin-wide features and can be obtained from
accurate satellite datasets.

There are also limitations with the proposed drainage density-FAT method that may
lead to systematic or random errors in extracting river networks. First, the model based on
empirical scaling equation and statistical regression was developed in areas with abundant
water resources (Hubei Province) and in headwater areas (Qinghai Province). The statistical
association between river length and model parameters applied in this study may not
always be represented accurately in dry areas or in non-urbanized regions. Second, the
satellite datasets may introduce random errors in building the regression model used
to estimate the FAT (errors that may arise from extreme weather and radiation-limited
ecosystems). The drainage density-FAT model may not be applicable at large spatial scales
when regression factors are not basin-wide representatives.

The fractal geomorphology is efficient in the estimation of the FAT, overcoming the
limitation of the drainage density-FAT method at the regional scale. This work investi-
gated the performance of two classical fractal methods on the estimation of the FAT. The
multifractal method featured a better performance than the box-counting method. The
parameters of the multifractal spectrum were applied to describe the hierarchical structure
of river networks and highlight the variability of characteristics across study areas. The
accuracy of fractal geomorphology in relatively small basins is not addressed in this study.
This constitutes the theme of future work.

The methods proposed in this study are applicable with DEMs of resolutions other
than the one used in this work. This work indicates, however, that river networks extracted
from very high-resolution DEMs are the most accurate [30,36,79]. Experimental results us-
ing data from Hubei and Qinghai Provinces, China, provide us with insights as to how the
regression and multifractal methods may be applied and expected to perform in other re-
gions with spatially variable topographic and environmental characteristics. The drainage
density-FAT method is applicable to dendritic networks, meanders, braided networks,
and trellis networks in urbanized basins where the regression factors are representative
of basin-wide characteristics. The drainage density-FAT method presented in this paper
may have limitations in the extraction of coastal river networks. Complex environmental
phenomena such as hydrologic alteration, landscape fragmentation, coastal cutting and
filling, land subsidence, sea-level rise, and hurricane activity may introduce uncertainties
in extracting coastal river networks [80]. Nevertheless, the accuracy of extracted river
networks may be high in some instances by means of the density-FAT method applied to
coastal regions. This paper applied the Frobenius norm matching algorithm, the percentage
error of the river length combined with a conventional index (root mean square error) by
the mining of the contents of images, and the river length error to evaluate the accuracy
of extracted river networks. A thorough procedure for the evaluation of river-network
extraction methods must consider image similarity and the length error of river networks,
as herein demonstrated.
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