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1

California’s fire suppression policy has dramatically changed Sierra Nevada forests over the last 
century. Forests are becoming more dense and homogenous, leading to fire regime changes that 
increase the potential of stand-replacing wildfires over large, continuous areas. To mitigate this 
problem on public lands, the US Forest Service has proposed to implement strategically placed forest 
fuel reduction treatments. These treatments have been proved effective in modeled and simulated 
environments, but their efficacy and impact in real forests is not known. The research described in 
this dissertation is part of a large multidisciplinary project, known as the Sierra Nevada Adaptive 
Management Project (SNAMP), that aims to evaluate strategically placed landscape area treatments 
(SPLATs) in two forests of the Sierra Nevada mountains.  Specifically, in this thesis, I investigate the 
feasibility of using an airborne light detection and ranging (lidar) system to gain accurate information 
about forest structure to inform wildfire behavior models, forest management, and habitat mapping.

First, I investigate the use of lidar data in predicting metrics at the landscape level, specifically to 
derive surface fuel models and continuous canopy metrics at the plot scale. My results in Chapter 2 
indicate that using lidar to predict specific fuel models for FARSITE wildfire behavior model is 
challenging. However, the prediction of more general fuel models and continuous canopy metrics 
is feasible and reliable, especially for metrics near the top of the canopy.

It is also possible to derive canopy parameters at the individual tree level. In Chapter 3, I compare 
the ability of two processing methods—object-based image analysis (OBIA) and 3D segmentation 
of the lidar point cloud—to detect and delineate individual trees. I find that while both methods 
delineate dominant trees and accurately predict their heights, the lidar-derived polygons more closely 
resemble the shape of realistic individual tree crowns. 

Acquiring remotely sensed data at high resolution and over large areas can be expensive, especially 
in the case of lidar. In Chapter 4, I investigate the ability of lidar data to reliably predict forest canopy 
metrics at the plot level as the data resolution declines. I show that canopy metrics can be predicted 
at a reasonable accuracy with data resolutions as low as one pulse per squared meter. These findings 
will be useful to land managers making cost benefit decisions when acquiring new lidar data.

Collectively, the results of this dissertation suggest that remote sensing, and in particular lidar, can 
reliably and cost-effectively provide forest information across scales—from the individual tree level 
to the landscape level. These results will be useful for the fire and forest management community 
in general, as well as being key to the goals of the SNAMP program.
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Chapter One
Lidar remote sensing in wildfire forest ecology

Prior to this research, the light detection and ranging (lidar) remote sensing literature was unclear 
regarding (1) the optimal lidar pulse density at which stand metrics can be derived reliably, (2) 
whether lidar can be used consistently to derive spatial input for wildfire behavior models, and (3) 
how raster-based and 3D lidar point segmentation compare in delineating individual trees. To address 
these questions, I present a new method to model multiple-return discrete lidar data at lower pulse 
densities and then estimate their ability to derive stand metrics in a mountainous mixed-conifer 
Sierra Nevada forest. I show that lidar can predict general fuel types and continuous fuel stand 
metrics, but predicting specific standard surface fuel models is still challenging. Finally, I compare 
two segmentation approaches to delineate individual trees: both methods accurately predict tree 
heights, but the 3D segmentation approach delineates tree crowns that are more similar to those 
present in a real forest. The motivation for this research comes from a growing need to accurately 
map forests, especially in the context of wildfire ecology in California.

Influences of fire and fire suppression on Sierra Nevada forest ecosystems in California

Over a century of fire exclusion policy has led to dramatic changes in California’s forests (Agee and 
Skinner, 2005; Taylor, 2001). Fire, a fundamental component of the Mediterranean-climate ecosystem, 
was prevalent in California prior to European settlement in the 1850s (Collins et al., 2008; Skinner 
and Chang, 1996; Stephens and Collins, 2004; Stephens et al., 2007; Sugihara et al., 2006). This 
fire exclusion policy has directly changed fire regime parameters (i.e. decrease in return interval, 
earlier burn season, and larger fires), which in turn have fundamentally changed the structure and 
composition of forests (Taylor, 2001). Specifically, California forests are becoming more dense and 
homogeneous (Stephens and Collins, 2004), and ladder fuels (low and midaerial fuels that enable fire 
to climb from the forest floor into the crowns) which often lead to canopy wildfires are increasing 
(Kilgore and Sando, 1975; Menning and Stephens, 2007). All of these changes have, particularly 
in the American West, lead to an increase in stand-replacing (high severity) wildfires that affect 
large, continuous areas (Stephens and Collins, 2004). These more common high severity fires 
impact horizontal and vertical vegetation patterns, and thus directly impact forest processes such 
as wildlife habitat availability, carbon sequestration, hydrology, nutrient cycles, and other critical 
forest ecosystem processes (Miller et al., 2009). Additionally, these fires impact humans through 
direct wildfire suppression costs, loss of forest products, personal property, and fatalities (Stephens 
et al., 2012).
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In 2004, in part because of the changed fire regime and its effects, and in part as a result of the 
tragic aftermath of the 2003 California fire season, the Regional Forester signed a new Record of 
Decision (ROD) for the Sierra Nevada Forest Plan Amendment. This ROD had made a number of 
policy changes regarding to management of wildlife habitats, old forests, and watersheds, but the 
changes most relevant to this work pertain to forest fuel treatments. The ROD recommended that 
strategic fuel reduction and tree thinning be deployed across the USFS forests. The concept behind 
these treatments is that if area treatments are placed strategically, the spread rate and intensity of 
the fire over the entire area burned will likely be reduced (Finney, 2003). These strategic area treat-
ments are collectively known as strategically placed land area treatments (SPLATs). The key aim 
of SPLATs is to decrease high severity fires (Agee and Skinner, 2005), reduce danger to firefighting 
efforts (Agee et al., 2000; Moghaddas and Craggs, 2007), and facilitate ecological restoration of 
structure and function (Collins et al., 2010; McKelvey et al., 1996; North et al., 2007; Weatherspoon 
and Skinner, 1996). The aim is to change the forest structure from a dense (>60% canopy closure), 
small tree, Sierra mixed-conifer forest to an open cover (25-39% canopy closure), medium or large 
tree dominated forest stand. At the time when SPLATs were proposed they had largely been tested 
only in a modeling framework, and no applied evidence to confirm their practical efficacy on the 
ground, and their effect on an ecosystem, long- or short-term, were undetermined. The first step 
necessary to understand the impact of SPLATs on forest function is to accurately measure and map 
these forests. My work is part of a larger multidisciplinary project that aims to evaluate SPLATs in 
two forests of the Sierra Nevada mountains. This larger project is called the Sierra Nevada Adaptive 
Management Project (SNAMP). 

Sierra Nevada Adaptive Management Project

In 2005, a key agreement was reached among US government agencies, public stakeholders, and 
the University of California science team (UCST) to work in concert on what is now known as 
SNAMP. The project’s main objectives are to assess the impact of SPLATs as well as their effects on 
forest ecology, hydrology, and wildlife—specifically the California spotted owl (Strix occidentalis 
occidentalis) in the Last Chance study area in the Tahoe National Forest, and the Pacific fisher 
(Martes pennanti pacifica) in the Sugar Pine study area in the Sierra National Forest. These sites are 
comprised of mixed-conifer forests on steep topography. The Last Chance study area covers 9,950 ha 
and is distant from urban areas, and the Sugar Pine study area covers 3,930 ha and is partially in a 
wildland-urban interface. My research focuses primarily on the Last Chance study area. In each of 
the study areas, SPLATs were designed by the USFS to diminish the effects of wildfires by reducing 
the fire spread rate and intensity over the entire area (Finney, 2003; Stephens, 1998). The SPLATs 
were implemented in both study areas by the USFS, and the UCST is analyzing treatment effect 
across the forested landscape in a standard Before-After-Control-Impact (BACI) framework. In this 
framework, all remotely sensed data and measurements pertaining to wildlife, hydrology, fire and 
forest health were acquired prior to treatments, and the same measurements will be taken after the 
treatments are completed. The larger project is focused on the following forest parameters: water 
quality and quantity, forest health and fire behavior, and wildlife (California spotted owl and Pacific 
fisher); all with an evaluation of the importance of public participation in the forest management 
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process. The results will be used to inform forest management decisions following an adaptive 
management framework. My dissertation focuses on geospatial research in support of the forest 
processes, especially fire behavior.

The SNAMP research plan relies on empirical science and integrated spatial models. Spatial data—pri-
marily remotely sensed imagery and lidar—and analysis are key integrators in this multi-disciplinary 
project: providing inputs to models, scaling biophysical processes from plot to landscape level, esti-
mating uncertainty, and visualizing future scenarios. The research results rely on modeled outputs, 
but these models are parameterized and tested against a dense network of field plots. Circular, 500 
m2 plots were established (n = 411 in the northern, and n = 284 in the southern study area) across 
the study areas, spanned across an even grid, to collected data about tree characteristics and health, 
shrub and ladder fuels, and surface fuel loadings (Jakubowski et al., 2013). These field data are linked 
with remote sensing through a suite of analytics: regression, machine learning, classification and 
object-based approaches, but all rely and build on a long history of remote sensing technology used 
to map and understand forests. 

Remote sensing in forest science

Remote sensing has been an instrumental tool in many fields for gathering knowledge at local, 
landscape, and global scales. Its roots in forest science date back to 1960s, when the first Forestry 
Remote Sensing Laboratory was established at the University of California, Berkeley (Jensen, 2007). 
Remote sensing has gone through a technological metamorphosis, in terms of data gathering, as well 
as the data type, quality, and quantity. Early sensors gathered data at course resolutions, e.g. TIROS 
and GOES (Melesse et al., 2007). As better airborne and spaceborne platforms became available, and 
as sensor materials technology improved, so did the ability to collect images across a wider range 
of spectral, temporal, and spatial resolutions and ranges. 

The spectral content of remotely sensed imagery has been especially valuable as it allows for various 
types of analyses: from measuring atmospheric NO2 in the ultraviolet (0.350 μm), through vegeta-
tion monitoring in the visible-near infrared (VNIR, 0.4-1.4 μm), to deriving relationships between 
land surface temperature and vegetation indices in the thermal infrared (1.5-12.5 μm (Chance, 
2005; Jensen, 2007; Quattrochi and Luvall, 1999; Weng, 2009). Increasing the spectral resolution 
and range (hyperspectral imagery) is particularly useful in environmental analysis as it helps in 
distinguishing vegetation species and soil types (Gong et al., 1997; Okin et al., 2001; Roberts et al., 
1998; Schott, 2007). Perhaps the most noticeable range is in the spatial domain, in which satellite 
sensors can gather data anywhere from very low (OrbView-2: 1 km pixels), through medium (Landsat 
7: 15-60 m), to high (WorldView-2: 48 cm) ground sample distance (GSD) (Kramer, 2001; Padwick 
et al., 2010). Airborne- and unmanned aerial vehicle-mounted (UAV) sensors may push that limit 
even further depending on the operational altitude above the ground (e.g. using a four spectral 
band Leica Geosystems ADS40 sensor to produce VNIR imagery at 1 m GSD, or below 10 cm GSD 
using an ultra-light sensor mounted on a UAV), creating imagery potentially beyond a point that is 
currently useful (Nebiker et al., 2008). 
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Although this rapid increase in spatial sampling has been exciting, is has become increasingly 
clear that algorithms developed for courser imagery often perform poorly at these finer scales due 
to high local heterogeneity (Cleve et al., 2008; Guo et al., 2007; Kelly et al., 2011). As a result, finer 
resolution imagery has necessitated a change in the way imagery is processed: from pixel-based to 
object-based image analysis (OBIA). The OBIA approach first segments imagery into meaningful 
objects through the use of spectral and spatial context prior to classification. This allows for image 
processing and Geographic Information System (GIS) functionality (Blaschke, 2010). The OBIA 
approach is inherently multi-scalar, as image segments are captured and operate hierarchically. A 
number of algorithms have been design to segment imagery in the OBIA framework, for example 
eCognition and Berkeley ImageSeg (Clinton et al., 2010; Trimble, 2012). 

OBIA results have been encouraging across scales, applications, and data inputs. At the landscape 
scale, studies have successfully extracted biophysical forest inventory parameters from imagery 
(Chubey et al., 2006) and used lidar to classify land covers (Antonarakis et al., 2008; Brennan and 
Webster, 2006). At smaller scales, Guo et al. (2007) used high resolution imagery to delineate and 
identify dead trees, Holt et al. (2009) successfully delineated and classified individual cars within 
San Francisco, and (Cleve et al., 2008) showed that classifying imagery in wildland-urban interface 
using OBIA can lead to significantly higher accuracies than with a pixel-based approach.

Optical imagery has been and continuous to be an invaluable tool in remote sensing of forests. 
However, it also has considerable limitations, especially in densely vegetated, complex forests such 
as my Sierra Nevada study area, where the passive energy detected by the sensors is incapable of 
penetrating the thick forest canopy. Fortunately, there are other remote sensing technologies that 
can better map the horizontal and vertical heterogeneity and structure of such forest stands. Radio 
detection and ranging (radar) and lidar are at the forefront of this endeavor. All of the work in my 
dissertation heavily relies on lidar data, as this was the primary focus of my research. 

Although lidar has been invented in the late 1950s (Rocadenbosch, 2003), majority of the practical 
developments that contribute to its wide use in remote sensing have been accomplished in the 
last decade. Lidar works by emitting a laser pulse towards a target and measuring the time that 
it takes for it to return. The time is converted into distance using the simple time-distance-speed 
relationship, where the speed is the speed of light in the given medium (air). Because lidar platforms 
are also equipped with a high-accuracy global positioning system (GPS) and an inertial measure-
ment unit (IMU), the travel distance can be easily transformed into a geolocated 3D path, from 
the sensor to a point on the ground. Along the 3D path is the signal amplitude: the amount of 
light that was returned as the laser pulse traveled through the canopy and back toward the sensor 
(waveform lidar). This amplitude is often quantized into a number of points, or returns, that can 
be converted into (x,y,z) locations (dicrete lidar). A lidar scanner repeats this process millions of 
times as it is flown over an area in order to collect a point (Baltsavias, 1999a, b). The point cloud 
can then be used in numerous ways, from transformation into a 2D raster surface where traditional 
image processing and GIS techniques can be applied, to fully utilizing the complexity of the 3D 
point configuration.
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Because of lidar data’s accuracy, detail, ability to penetrate and measure the canopy, and because the 
cost of its acquisition has been declining, the usage of lidar data in forest remote sensing has risen 
steeply in the last decade. In many ways, lidar has fundamentally changed the field of remote sensing 
(Dubayah and Drake, 2000). For example, with access to high quality, dense lidar data, extracting 
accurate heights of dominant trees, which is a very complex task for photogrammetric methods 
(Miller et al., 2000; Sheng et al., 2001), has become almost routine with lidar data, even in a dense 
forests (Erdody and Moskal, 2010; Miller et al., 2000; Popescu and Wynne, 2004). Both waveform 
(Hyde et al., 2005; Mallet and Bretar, 2009) and discrete (Hyyppä et al., 2009)data have been used 
successfully to map a wide range of forest structure parameters (Hyyppä et al., 2009; Lefsky et al., 
2002), including tree heights (Popescu and Wynne, 2004), basal area (Chen et al., 2007; Jakubowski 
et al., Accepted), canopy fuel weight and bulk density (Andersen et al., 2005; Persson et al., 2002), 
leaf area index (Riaño et al., 2004), biomass (Zhao et al., 2012a), and detection or delineation of 
individual trees in two- (Chen et al., 2006; Koch et al., 2006; Morsdorf et al., 2004; Popescu et al., 
2004; Yu et al., 2011) and three dimensions (Lee et al., 2010; Li et al., 2012).

Remote sensing has had a decades-long role in forest mapping, but it is only in the last decade, with 
application of lidar, that the vertical and horizontal characterization of forests has been possible. 
Despite this positive assessment, numerous questions remain about the applicability of lidar for 
forest science in general, and for the study of specific fire and fuel-related parameters of forests. This 
introductory chapter sets the stage for an evaluation of the use of remote sensing in forest ecology. 
In this dissertation, I develop new methods, compare existent methods, and test the limits of lidar 
and optical data in order to contribute to the fields of remote sensing and forest science, and to 
support the specific goal of understanding the impacts of forest fuel treatments across a range of 
forest processes.

Chapter overview

In the following chapters, I illustrate a suite of new approaches, uses and analyses of lidar data to 
provide detailed mapping of forests. My work has direct links to spatially explicit process models 
such as fire behavior models, I also highlight practical and applied considerations, and my work 
also takes advantage of integrated geoinformatic technologies. 

One of the main questions of SNAMP is to address the possible modification of fire behavior across a 
fireshed with fuel treatments. The main way to test the impact of SPLATs on fire is through wildfire 
behavior modeling (Finney, 2001). Modeling the fire behavior requires a number of spatial inputs 
including topography (elevation, slope, and aspect), forest structure (canopy cover, canopy height, 
crown base height, and crown bulk density), and surface fuel characterizations (referred to as fuel 
models). While most of these inputs are well understood and estimated from ground data, the fuel 
models are subjective and sometimes altered iteratively by the analyst to make the wildfire behavior 
model produce realistic results. Commonly, fuel models are assigned using field data as recom-
mended by a guide Scott and Burgan (2005) in addition to expert opinion. In Chapter 2, I investigate 
the use of lidar for fire behavior models. Specifically, I ask: How well can capture the fuel build-up 
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using lidar? How well can lidar be used to feed input into fire behavior models across landscapes? Can 
lidar predict individual variables that feed fire behavior models? I predict these fuel models using 
lidar and optical imagery, as well as the metrics that directly feed into the wildfire behavior model, 
and the metrics that are used by fire experts to assign the fuel models. I found that stand structure 
metric predictions generally decreased with increased canopy penetration. For example, from the 
top of canopy, I predicted canopy height (r2 = 0.87), canopy cover (r2 = 0.83), basal area (r2 = 0.82), 
shrub cover (r2 = 0.62), shrub height (r2 = 0.59), combined fuel loads (r2 = 0.48), and fuel bed depth 
(r2 = 0.35). While the general fuel types were predicted accurately, specific surface fuel model predic-
tions were poor (76 and <50 percent correct classification, respectively) using all algorithms. These 
fuel components are critical inputs for wildfire behavior modeling, which ultimately supports forest 
management decisions. This work is the first comprehensive evaluations of the relative utility of lidar 
and optical imagery for fire behavior modeling in a mixed-conifer Sierra Nevada forest.

In Chapter 3 I take on the task of delineating individual trees from lidar data, and ask: Are there 
reliable methods for identifying individual trees from lidar data? How do these algorithms perform 
across forest density? The successful identification and delineation of individual trees is critical in 
forest science, allowing for multi-scale analysis of tree demography, carbon storage, nutrient cycling 
and wildlife habitat. There are many possible methods to delineate trees with remotely sensed data. 
In this chapter, I compare two segmentation algorithms for individual tree delineation: a lidar-
derived method that uses 3D lidar points, and an OBIA approach that make use of the lidar canopy 
height model. I compared these two methods in x-y space in terms of their agreement to ground 
referenced tree heights (r2 = 0.93 and r2 = 0.96, respectively), and tree detection across crown class 
and tree density. There were important similarities between the methods with respect to their ability 
to delineate trees in less dense forests, and with larger, overstory trees. There were also important 
differences. The two types of objects were different in terms of polygon area and shape complexity. 
The OBIA objects were more likely to over-segment while the lidar objects were more likely to 
under-segment the trees, although the latter produced polygons more similar in shape to real tree 
crowns. Further research is necessary to automate the OBIA segmentation process and to improve 
3D segmentation of the point cloud in dense forests.

In Chapter 4 I build on my work and ask an ultimately practical question of the lidar data: How much 
lidar data is necessary to map forest variables adequately in a mixed-conifer forest? Discrete lidar is 
increasingly used to analyze forest structure, and technological improvements in lidar sensors have led 
to the acquisition of increasingly high pulse densities. In this chapter, I systematically investigated the 
relationship between pulse density and the ability to predict several commonly used forest measures 
and metrics at the plot scale. The accuracies of predicted metrics were largely invariant to changes in 
pulse density at moderate to high densities. In particular, correlations between metrics such as tree 
height, diameter at breast height, shrub height and total basal area were relatively unaffected until 
pulse densities dropped below 1 pulse/m2. Metrics pertaining to coverage, such as canopy cover, 
tree density and shrub cover, were more sensitive to changes in pulse density, although in some 
cases high prediction accuracy was still possible at lower densities. These findings did not depend 
on the type of predictive algorithm used, although I found that support vector regression (SVR) 
and Gaussian processes (GP) consistently outperformed multiple regression across a range of pulse 
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densities. I also found that SVR yielded higher accuracies at low densities (<0.3 pl/m2), while GP was 
better at high densities (>1 pl/m2). These results suggest that low-density lidar data may be capable 
of estimating typical forest structure metrics reliably in some situations, and thus provide practical 
guidance to forest ecologists and land managers who are faced with tradeoff in price, quality and 
coverage, when planning new lidar data acquisition.

Finally, in Chapter 5, I highlight the key results of my dissertation as they relate to forest ecology and 
management. I also give my perspectives about future research, challenges encountered through my 
work, and their potential solutions. Together, the findings presented in this work will be useful for 
forest and fire management communities and they are key to the larger SNAMP program.
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Chapter Two
Predicting surface fuel models and fuel metrics  

using lidar and CIR imagery in a dense, mountainous forest

Introduction 

Fire is an important component of forest ecosystems in the Sierra Nevada, and was prevalent before 
widespread settlement in California (Collins et al., 2008; Skinner and Chang, 1996; Stephens and 
Collins, 2004; Stephens et al., 2007; Sugihara et al., 2006). Many common Sierran plants exhibit 
fire-adapted traits such as thick bark and fire-stimulated flowering, sprouting, seed release and 
germination (Sugihara et al., 2006). In the last century, however, fuel loads in many Sierra Nevada 
forests have increased, likely as a result of fire suppression policies, warmer and moister climatic 
conditions, and the effects of past harvesting (Collins et al., 2011a; Stephens and Ruth, 2005), putting 
the forests at risk of catastrophic fire (Miller et al., 2009; van Wagtendonk et al., 1998). In response to 
this risk, the US Forest Service is employing an approach that involves placing discrete fuel reduction 
treatments strategically across landscapes such that fire intensity is reduced not only within treated 
areas, but throughout the entire landscape (Finney, 2001; Moghaddas et al., 2010). 

In the US, modeling wildfire behavior and associated planning of fuel reduction treatments across 
landscapes are typically performed using FARSITE (Finney, 1998) and FlamMap (Finney, 2006). 
Both models rely heavily on Rothermel’s fire spread model developed at the US Forest Service Fire 
Sciences Laboratory in Missoula, Montana (Rothermel, 1972). FARSITE and FlamMap require a 
standard suite of spatial data layers in order to run. These data layers include topography (elevation, 
slope, and aspect), forest structure (canopy cover, canopy height, crown base height, and crown bulk 
density), and surface fuel characterizations (referred to as fuel models). These data layers, co-registered 
and resolved at the same spatial resolution, are a fundamental input of most fire behavior models.

While all of these inputs influence the fire behavior models, surface fuel models are particularly 
important in determining fire behavior, as the Rothermel fire spread model predicts behavior of 
surface fire only. These fuel models (FM) consist of a set of surface fuel characteristics that describe 
stands based on dominant fire carrying fuel types (grass, shrub, tree litter, etc.) that include: fuel 
loads by fuel particle size class, fuel bed depth, surface-area-to-volume ratios for fuel particles, heat 
content, and dead fuel extinction moisture. This work proceeds under the assumption that surface 
fuel loads are related to forest composition and structure. Although this relationship has not been 
comprehensively studied, recent work in the Sierra Nevada has demonstrated robust relationships 
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between fuel deposition rates and forest type/structure (van Wagtendonk and Moore, 2010). Surface 
FMs are divided into broad fuel types (e.g., shrub (SH), timber-understory (TU), and timber-litter 
(TL)), and then further into specific FMs (e.g., “low load compact conifer litter” (TU1 181)). Thirteen 
models were first described by Anderson (1982) in a technical report, and more recently this list 
was expanded to 40 models (Scott and Burgan, 2005). In this paper, the updated 40-model set was 
utilized since these models best describe the landscape in the study area.

In practice, a forest stand is assigned to one of these discrete surface FMs through a combination 
of field data, expert knowledge, and some type of either imagery interpretation or more automated 
remote sensing analysis (Collins et al., 2010). The field data includes plot-based descriptions of 
vegetation (height, diameter at breast height (DBH), species, density of trees and shrubs, and percent 
canopy cover), fuel load (the amount of litter, fuel bed depth, and fuel load noted as 1-, 10-, and 
100-, hour fuels), photographs, and a general description of the area (Bertolette and Spotskey, 1999; 
Keane et al., 1998). Expert knowledge typically involves iteratively selecting FMs such that predicted 
fire behavior is consistent with first-hand experience of fire behavior in actual fires (Collins et al., 
2011b). Imagery is generally used to aid in FM selection across larger planning areas. While there 
is guidance aiding users in FM selection (Anderson 1982, Scott and Burgan 2005), the process of 
assigning FMs can be fairly subjective due to the common practice of incorporating expert opinion 
based on observed fire behavior. As a result, assignment errors can be introduced when FM descrip-
tions are adjusted in order to produce fire behavior predictions more consistent with observed fire 
behavior (Varner and Keyes, 2009). This subjectivity can create inconsistency in FM assignments 
between users, resulting in substantial differences in predicted fire behavior (Cruz and Alexander, 
2010; Varner and Keyes, 2009). 

Wildfire behavior models and remote sensing

In typical circumstances where forest managers are faced with assessing fire behavior on a large 
scale, the cost, time, and technical challenges required to collect field data and to assign FMs make 
complete coverage of a forest prohibitive. This is particularly true in areas with steep topography or in 
areas with limited access. In part to address these challenges, some recent efforts have experimented 
with more automated approaches using multispectral imagery (Riaño et al., 2002; van Wagtendonk 
and Root, 2003), hyperspectral imagery (Jia et al., 2006), or a combination of remotely sensed 
imagery and topography, climate, and disturbance data (Moghaddas et al., 2010). Yet, when FMs 
are estimated using remote sensing imagery, accuracy can be limited by the inability of sensors to 
capture the three-dimensional structure of the forest, especially when the tree density or stand height 
is high. Although hyperspectral image analysis offers more potential for species differentiation than 
multispectral data (Jia et al., 2006), neither of these passive remote sensing methods can accurately 
map 3D forest structure. Lidar presents advantages in this context as it is capable of describing the 
vertical structure of a forest stand and has successfully been used to map detailed forest parameters. 
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Previous research

Lidar data is increasingly used to characterize forests across scales with direct measurements such as 
tree height, and derived measures such as biomass or leaf area index (LAI) (Wulder et al., 2008a). At 
the stand scale, lidar has been used for canopy structure information (Lim et al., 2003). For example, 
Hollaus et al. (2006) correlated mean tree stand height, Hyyppä et al. (2001) extracted stem volume, 
Hudak et al. (2008) concentrated on the basal area and tree density, while Næsset and Gobakken 
(2008) and Popescu et al. (2003) extracted biomass. At finer scales, a number of studies have focused 
on extracting forest parameters from lidar at the individual tree level. For example, Lin et al. (2011) 
delineated individual trees in a mountainous forest from small-footprint lidar. Chen et al. (2006) 
and Koch et al. (2006) tested a variety of watershed segmentation approaches to detect individual 
trees, while Persson et al. (2002) and Popescu et al. (2004) detected individual trees and correlated 
their measured height and/or crown diameter, respectively. Kaartinen et al. (2012) provide a good 
review of tree detection methods. Individual tree detection algorithms have typically been able to 
capture between 70 and 80% of individual trees (e.g. Persson et al., 2002). 

More recent lidar studies (often combined with optical imagery) focus on extracting fuel metrics 
across forest landscapes. Here, I refer to fuel metrics as continuous variables that contribute to the 
amount of overall fuel present at a site (both canopy and surface fuels): canopy height, canopy cover, 
crown base height (CBH), crown bulk density (CBD), total basal area (BA), shrub height, shrub 
cover, fuel bed depth, and fuel loads that compose of litter, 1-, 10-, and 100-hour fuel loads. The vast 
majority of this work focuses on extracting metrics that can be used in the previously mentioned 
fire behavior models, FARSITE and FlamMap. One of the first examples of a complete protocol for 
using lidar data in a fire modeling context is provided by Riaño et al. (2003). Andersen et al. (2005) 
used lidar to predict crown fuel weight, CBD, CBH, and canopy height of a western hemlock 
forest in Washington, USA at or above r2 = 0.77. More recently, Erdody and Moskal (2010) used 
combination of lidar and color infrared (CIR) imagery to predict estimates of canopy fuel metrics 
in a mixed-conifer forest in Washington. This study correlated height (r2 = 0.94), CBH (r2 = 0.78), 
CBD (r2 = 0.83), and available canopy fuel (r2 = 0.89) using lidar data alone. Although they did not 
test for statistical significance, all correlation coefficients were higher when imagery was added to 
the analyses. Similarly, Peterson (2005) and Peterson et al. (2005) analyzed lidar data from Sierra 
Nevada forests to extract CBH (r2 = 0.59) and CBD (r2 = 0.71). Skowronski et al. (2007) computed 
metrics in the Pinelands of New Jersey using lidar data alone and reported much higher variability 
in biomass estimation than the previously mentioned studies. The prediction accuracies depended 
on the forest types; specifically, the accuracies in the lowlands (pine and hardwoods) ranged from 
r2 = 0.59-0.74, while in the highlands (conifer and deciduous mix) they ranged from r2 = 0.11-0.33. 
Mitchell et al. (2011) and Gatziolis (2011) detected shrub height (r2 = 0.86) and forest cover type 
(75.6% accuracy) using lidar in a shrub and forest environments, respectively.

Despite this progress, there are few examples demonstrating the efficacy of using lidar to derive 
surface FMs. One recent case is provided by Mutlu et al. (2008), who predicted seven of the original 
Anderson (1982) FMs using a Gaussian Maximum Likelihood classifier based on fusion of discrete-
return lidar (2.6 points/m2) and QuickBird imagery. The study reported very high accuracy levels: 
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90% with fusion of lidar and imagery, and 70% with imagery alone. However, the tested environment 
(small study area on mostly flat ground at an average elevation of less than 200 meters above sea level) 
is not typical of the mountainous forests in the western USA. The latter forests are characterized 
by dense mixed-conifer vegetation at high elevations across large, topographically-complex areas. 
Since these more complex forests face increasing fire risk, evaluating the potential role lidar can 
play in mapping fuel models is valuable. 

This research evaluates the use of small footprint, discrete return lidar data (alone and fused with 
optical remotely sensed imagery) to extract canopy fuel information from dense mixed-conifer 
forests across complex topographical terrain. The objectives are to determine: (1) whether relation-
ship exists between surface FMs derived from measured field data and remotely sensed lidar, optical 
imagery, or combinations thereof; and (2) whether fuel metrics (both those that are directly used 
in the assignment of FMs, and those that directly feed fire behavior models) can be predicted reli-
ably from lidar, optical imagery, or combinations of these data. The study domain in this research 
is larger than the previous studies of the same focus (e.g. Erdody and Moskal, 2010; Mutlu et al., 
2008) and uses higher density lidar pulse posting, resulting in a more complete representation of 
the forest. It is also part of a larger study, Sierra Nevada Adaptive Management Project (SNAMP), a 
multi-discipline collaborative effort among land managers, researchers, and interested stakeholders, 
designed to explore the effects of coordinated landscape fuel treatments (Collins et al., 2011b).

Methods 

I analyzed relationships among lidar, imagery, surface fuel models, and forest structural metrics 
in a classification and regression contexts. I used a range of classification methods to evaluate the 
relationship as well as the methods’ relative performance. To predict FMs I used simple k-means 
classifier, two regression trees (random forest and classification and regression trees), and support 
vector machine (SVM) algorithms. To predict fuel metrics I used linear and additive regression 
models, and regression-based SVM. Based on preliminary results, I used all lidar returns in the 
analyses described below. The workflow is shown in Figure 2-1. 

Study area 

My study area is located in the northern part of the Sierra Nevada of California (centered at 39° 07’ 
N, 120° 36’ W) in Tahoe National Forest, about 35 km west of Lake Tahoe. It encompasses 99.5 km2 
of topographically complex and steep terrain with elevations ranging from 600 m to 2186 m above 
sea level (Figure 2-2). The average precipitation since the record began in 1990 is 1182 mm/year in 
this Mediterranean climate. Almost the entire study area is forested: only 7% of the area is non-
conifer forest according to the Tahoe National Forest criteria (<10% of coniferous tree crown area). 
Fire scars recorded in tree rings from adjacent areas indicate low-severity fires with high-frequency 
occurrence from 5 to 15 year intervals (Stephens and Collins, 2004).
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The dominant vegetation is dense mixed-conifer forest where dominate tree species include sugar 
pine (Pinus lambertiana), ponderosa pine (P. ponderosa), incense-cedar (Calocedrus decurrens), red 
and white firs (Abies magnifica and A. concolor), as well as California black oak (Quercus kelloggii). 
The study area is under management of the US Forest Service, with a few private inholdings scat-
tered throughout. 
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Figure 2-1. The data sources and analysis framework. The analysis included vector-, raster-, and plot-
based analysis, as indicated by the background shade. All final analysis was conducted on a plot-scale 
level.
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Field data 

Field data characterizing a range of forest parameters was collected at 248 circular plots covering the 
study area. The plot centers were distributed across UTM grid with 500 m spacing at even coordinate 
junctions. The plot centers were offset by 25 m in random direction when the desired coordinates 
fell on road surfaces, landings, rivers, or otherwise physically inaccessible locations. The field data 
was collected over the course of two summer field seasons in 2008 and 2009; in total, 2340 trees were 
measured. The plots were extensively mapped for validation of lidar data. Each plot covers 500 m2 
area with 12.62 m radius. All trees above 19.4 cm DBH were tagged with a unique numerical ID. 
Tree height, DBH, height to live crown base (HTLCB), species, and crown class were recorded along 
with the unique ID. HTLCB is defined in this study as the lowest extent of vertically continuous 
live crown on an individual tree. In instances where the crowns of smaller trees are touching the 
crowns of larger trees the HTLCB measurement includes the smaller tree. Trees with DBH between 

Figure 2-2. The study area in the Sierra Nevada, CA. The points indicate locations of the 
ground-reference plots.
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Figure 2-3. Conceptual diagram of field method: (A) example plot showing trees and lidar ground-
reference methodology; (B) equipment used to collected positions of trees (C) example of individual 
tree markers; (D) example of rebar used to mark plot centers.

5 and 19.5 cm were also measured using the above protocol but no numerical IDs were assigned. 
I also sampled shrub cover and surface/ground fuels using three randomly chosen transects on 
each plot. The shrub information includes height, percent cover, and species. The fuel information 
includes tallies of fuel intersections with each transect by fuel particle size class (1-, 10-, 100-, and 
1000-hour time lag), as well as, litter, duff, and total fuel heights. For more information regarding 
fuel inventory methodologies see (Brown and Roussopoulos, 1974; Collins et al., 2011b). Five digital 
photographs were also taken at each plot in four directions and towards the sky.

In addition to the measurements described above, I generated shapefiles with precise locations and 
IDs for all tagged trees. I used a combination of Trimble’s GeoXH global positioning system (GPS) 
with an Impulse Laser Rangefinder and an Impulse Electronic Compass to create the stem map 
shapefiles. At first, two approximately perpendicular angles were used to obtain positions of all trees; 
however, my analysis throughout the field season indicated that two angles did not sufficiently improve 
the positional accuracy of the trees to justify their collection at each plot. The positions of the trees 
were measured and recorded using a laser range-finder and electronic compass combination, and 
georeferenced to a differential GPS position. The locations of large marker trees were recorded outside 
of the plot boundary to improve the positional accuracy with respect to lidar data. The individual 
trees were marked with steel markers, whereas the plot centers were established by rebars hammered 
into the ground (Figure 2-3). Each plot shapefile includes positions of all tagged trees and their ID, 
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position of the GPS antenna, and the plot center. The tree positions were later adjusted to true tree 
centers based on the measured DBH (Figure 2-3). The tree structure data described above (height, 
species, etc.) were merged to each tree location based on the assigned ID number. 

To georeference the stem map shapefiles, I positioned the GPS at most 30 m away from the plot center 
(typically within the plot or at the plot center) where there was relatively little canopy above to obtain 
a small positional dilution of precision (PDOP); I filtered the obtained GPS data to a maximum 
PDOP value of 5. For each GPS position, I collected at least 300 measurements, although majority of 
positions included about 1,000 and up to 7,700 measurements recorded at 1 second interval. I used 
Trimble GeoXH differential GPS with Trimble Zephyr Antenna on top of a 3 m GPS antenna pole to 
minimize multipath problems. Continuously Operating Reference Stations (CORS) and University 
NAVSTAR Consortium (UNAVCO) stations less than 20 km away from all field measurements were 
used for differential GPS post-processing. Finally, large, easily identifiable “marker” trees up to 50 m 
from the plot center were measured and spatially located to increase the accuracy and matching 
between lidar and ground reference data.

Fuel metrics 

In this work, “fuel metrics” comprise the following continuous metrics: canopy height (maximum 
and mean), canopy cover, BA, CBH, CBD, shrub height, shrub cover, combined fuel load, 1000-hour 
fuel load, and fuel bed depth. Using the information collected from fuel transects I calculated surface 
fuel loads for each plot. These calculations were based on the species-specific coefficients reported 
in Wagtendonk et al. (1996; 1998), weighted by the proportion of BA of each species (Stephens, 
2001). I summarized these fuel loads into three pools: (1) combined fuel load composed of litter and 
smaller woody fuels (1- to 100-hour fuel loads), (2) coarse woody fuels (1000-hour), and (3) total 
fuel. In addition to surface fuel loads, I calculated two canopy fuel metrics at the stand scale: CBH 
and CBD. CBH is defined as the mean lowest height above the ground at which there is sufficient 
available canopy fuel to propagate fire vertically through the canopy (Scott and Reinhardt, 2001). 
CBD is the oven-dry mass of available canopy fuel per unit volume (Scott and Reinhardt, 2001). I 
calculated these using established allometric equations (Reinhardt et al., 2006a; Reinhardt et al., 
2006b) via Fuels Management Analyst (Carlton, 2005) and the collected plot tree measurements.

Fuel models 

The field data described above were used to assign FMs. The FMs were assigned using a decision 
tree protocol adapted for my study area from Scott and Burgan (2005). The basic summary of the 
protocol is illustrated in Figure 2-4. In particular, fuel load, fuel depth, shrub coverage and height, 
tree composition, and general forest stand structural information were used to establish repeatable 
criteria for these metrics. The criteria were then used to systematically assign one of the 40 FMs to 
each plot. Two classes, “low load dry climate timber-grass-shrub (model TU1)” and “very high load, 
dry climate timber-shrub (model TU5),” had many more samples (n = 77 and n = 33, respectively), 
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than the rest of the FM classes. I randomly removed samples from these two FMs to equalize their 
selection probabilities with respect to the other classes and remove selection bias. In the end I used 
12 FMs with N = 107 (Figure 2-5). Sample photographs taken at the time of ground reference data 
collection (Figure 2-6) depict a few FMs within the study area.

Lidar data

Lidar data was collected by National Center for Airborne Laser Mapping (NCALM) using the Optech 
GEMINI Airborne Laser Terrain Mapper (ALTM) sensor at an altitude of approximately 1000 m above 
ground level (AGL). The data was collected in five survey flights from September 18 to September 
21, 2008 in leaf-on conditions. The relative horizontal and vertical accuracy were reported and had 
been independently confirmed to be approximately 5.5-10 cm and an average of 7.5 cm, respectively. 
Up to four returns per each laser pulse were recorded along with 12-bit dynamic range intensity. 
Due to steep topography, the pulse rate frequency (PRF) was limited to 70 kHz and the scan angle 
to ±20 degrees. To increase point density, the aircraft flew twice over the area with a large overlap, 
such that every ground point was acquired from at least three—and mostly four—angles to yield 
an average of 9 and minimum of 6 pulses/m2. Since the lidar system records up to four returns per 
pulse, the total return density in heavy canopy was often greater than 20 points/m2. I applied a buffer 
around the study area to ensure all parts were surveyed and consequently surveyed total area of 
107 km2. The data was delivered in Universal Transverse Mercator (UTM) coordinate system with 
respect to 1983 North American Datum (NAD83); orthometric heights were computed using NGS 
GEOID03 model in North American Vertical Datum of 1988.

0 10 20 30 40 50 60 70 80

Samples randomly removed
Samples used

Large downed logs
High load conifer litter

Small downed logs
Moderate load conifer litter

Low load compact conifer litter
Very high load, dry climate timber-shrub

Dwarf conifer with understory
Low load dry climate timber-grass-shrub

Very high load, dry climate shrub
High load, dry climate shrub

Moderate load dry climate shrub
Low load dry climate shrub

TL7
TL5
TL4
TL3
TL1
TU5
TU4
TU1
SH7
SH5
SH2
SH1
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Figure 2-5. List of the standard fuel models within the study area. 70 of the plots were randomly removed 
from the analysis to equalize the models’ selection probabilities.
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Figure 2-6. Examples of specific fuel models within the study area. The photographs were taken at the time of 
ground reference data collection.

Lidar pre-processing 

The raw lidar data was processed by NCALM using TerraSolid’s TerraScan software (Soininen, 2012) 
to remove obvious outlier points, including isolated point removal (points with no neighbors within 
5 meters) and “air point” removal, where points clearly above the canopy are compared to their 
neighbors. The point cloud was then classified to ground, above-ground, and outlier points using 
an iterative triangulated surface model. My preliminary analyses indicated that the combination 
of ground and above-ground points leads to best results thus I used both classes in the analyses. A 
digital elevation model (DEM) was processed at 1 meter resolution using Inverse Distance Weighted 
(IDW) interpolation based on suggestions from past research (Guo et al., 2010).

To ensure maximum accuracy, I extracted and only used lidar points within circular area above 
each plot (12.62 m radius). I developed a set of MATLAB functions to extract lidar metrics in a 
raster format at a user-defined, horizontal spatial resolution. The lidar metrics (Table 2-1) include 
descriptive metrics (e.g. maximum height, or number of points from 0.5 to 1 m) and statistically-based 
metrics (e.g. 0.05 percentile and standard deviation). The metrics were calculated with respect to 
ground level. For example, maximum height describes the distance between the highest recorded 
lidar point within a moving window cell and the ground elevation as defined by the DEM. Similarly, 
point density 0.5 to 1 m is the number of lidar returns recorded between 0.5 m and 1.0 m normalized 
by the total number of returns within a raster cell above the DEM elevation. The plot rasters include 
a set of bands, each band describing a different lidar data metric. In practice, the user may choose 
any pixel size to generate a wall-to-wall map, although in this case the pixel size was irrelevant since 
all lidar data above each plot were summarized into a single point. While there may be a slight 
difference between results based on a circular footprint and a square pixel, I believe that it would 
be insignificant. 
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I then extracted topographical information based on DEM derived from lidar data classified as 
ground points. All topographical measures (Table 2-1) were derived from the DEM using ITT’s 
ENVI 4.7 Topographical Modeling feature (ITT Visual Information Solutions, 2009). This step 
was processed at 20 m resolution to be consistent with the remaining spatial and ground reference 
data. The plot raster data described above were combined with the topographical information into 
a raster dataset (lidar data cube, or the LDC) with a set of bands similar to a hyperspectral image 
cube, where each band describes a different lidar or topography metric. The LDC was saved into a 
32-bit, floating-point Tagged Image File Format (TIFF) raster format to increase compatibility with 
external analysis software. A TIFF worldfile and an ENVI header file were generated to preserve 
metadata and description of each metric. The band data for all plots were then extracted to a table 
for analysis within a data mining software, as described in the Analysis section.

Imagery 

augmented the LDC by adding four-band visible near infrared (VNIR) multispectral imagery from the 
National Agricultural Imagery Program (NAIP). The 1 m ground sample distance (GSD) imagery was 
collected and orthorectified in 2009. In preliminary analysis I simply added the multispectral values 
or their Principal Component Analysis (PCA) and/or Minimum Noise Fraction (MNF) transforms 
at the pixel level; however, this did not affect the prediction rates of the dependent variables. As a 
result, resampled the imagery to 20 m using simple averaging to keep all data resolutions consistent. 
Analysis of the eigenvalues indicated that using four MNF bands was appropriate.

Analysis

I conducted all analyses using 4 combinations of the LDC, raw multispectral imagery and MNF of 
the imagery (MNFi) (Figure 2-1). Specifically, I used the following four combinations of the input 
data: (1) LDC, (2) LDC + multispectral imagery, (3) LDC + MNFi, and (4) PCA of the combination 
of LDC and multispectral imagery. All further analyses were performed in Waikato Environment 
for Knowledge Analysis (WEKA), a set of data mining algorithms compiled into a software package 
at the University of Waikato, New Zealand (Frank et al., 2010).

Feature optimization

Preliminary analysis using the complete dataset yielded low prediction rates due to overfitting. 
Thus, I optimized each of the four data combinations by using the optimization routine suggested 
by WEKA and designed for the subsequent analysis. For example, for data input to random forest I 
optimized input data with filtered subset evaluator using greedy stepwise search method. In each of 
these processes, the overall dataset was narrowed to include the most influential input variables in 
the subsequent analysis. In addition, I ran a PCA on the LDC and imagery dataset and analyzed the 
6 principal components based on the eigenvalues which explained 98.04% of the dataset variability.



21

Fuel model analysis

I used a number of classification algorithms to evaluate the performance of simple and complex 
models (e.g. clustering and SVM algorithms, respectively) in predicting FMs using the 4 combinations 
of input data. The training data was randomly selected from the input data using a 10-fold valida-
tion method. I used all the methods described below to classify specific surface FMs as described 
in Figure 2-5 (e.g. TU1, TU4, TU5, SH1, etc.), as well as generalized surface fuel model types (SH, 
TU, and TL).

First, I used a simple k-means classifier to cluster the input spatial data into FMs. The k-means 
algorithm distributes data into k classes by calculating the Euclidean distance between each data 
point and an estimated class mean in feature space. The means are then reassigned iteratively to 
minimize the distances among data points and the class means (Duda et al., 2001). Next, I used 
two regression tree algorithms: random forest (RF) and SimpleCART. The RF algorithm uses an 

Table 2-1. Variables that contributed to analy-
ses. The metrics that directly summarize lidar 
were derived from pulse returns within the field 
plot footprints; all imagery metrics were calcu-
lated on a 20 meter size grid. The lidar heights 
are calculated relative to the ground level, as 
indicated by the lidar-derived DEM.

Lidar data cube (LDC)

Elevation   Point density 0 to .5 m
Slope   Point density .5 to 1 m
Aspect   Point density 1 to 1.5 m
Height: minimum   Point density 1.5 to 2 m
Height: mean   Point density 2 to 3 m
Height: maximum   Point density 3 to 4 m
Height: standard dev.   Point density 4 to 5 m
Percentile 0.01   Point density 5 to 10 m
Percentile 0.05   Point density 10 to 15 m
Percentile 0.10   Point density 15 to 20 m
Percentile 0.25   Point density 20 to 25 m
Percentile 0.50   Point density 25 to 30 m
Percentile 0.75   Point density 30 to 35 m
Percentile 0.90   Point density 35 to 40 m
Percentile 0.95   Point density 40 to 45 m
Percentile 0.99   Point density 45 to 50 m
 Total number of returns   Point density 50 to 55 m

    Point density 55 to 60 m

     
Imagery variables    
NAIP: blue band   MNF component 1
NAIP: green band   MNF component 2
NAIP: red band   MNF component 3
NAIP: NIR band   MNF component 4
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ensemble classifier (multiple models) to obtain better predictive performance. The classifier gener-
ates a large number of decision trees at random, a subset of which is chosen to construct the final 
model (Breiman, 2001). SimpleCART is WEKA’s implementation of a classification and regression 
tree (CART) algorithm (Feldesman, 2002). CART is a nonparametric algorithm that divides a large 
number of input variables and their interactions based on goodness of split criteria. The process 
generates a large number of splitting decisions and then applies a set of rules to reduce them (i.e. to 
prune the tree). CART makes no assumptions about the statistical distribution of its independent 
or dependent variables, which also means that it cannot generate a probability level or confidence 
interval (Feldesman, 2002). One of the differences between CART and RF is that RF bootstraps the 
data to provide a more honest and conservative assessment.

Finally, I used the sequential minimal optimization (SMO) learning algorithm, a type of SVM. In 
general, SVM algorithms are based on statistical learning theory; they classify datasets by fitting a 
hyperplane in the feature space to only the data points closest to the class boundaries. These data 
points are the support vectors. SVM uses structural risk minimization, which minimizes the prob-
ability of misclassification based on probability distributions. By utilizing only the points closest to 
the boundary hyperplane, the SVMs are well suited for classification problems of high-dimensional 
datasets with a small training sample size (Hsu et al., 2003). Most specifically, the SMO algorithm 
globally replaces all missing values and transforms categorical attributes into binary classes (Keerthi 
et al., 2001).

Fuel metric analysis

I used simple multiple linear regression, additive regression, and SVM models to predict the fuel 
metrics. The additive regression model is an iterative process in which the residuals of a multiple 
linear regression model are used to construct a new model. All iteration predictions are added to 
calculate the final prediction model. I reduced the learning rate parameter to prevent overfitting the 
data (Frank et al., 2010; Friedman, 2002). In this instance, I used WEKA’s regression implementation 
of the SMO in combination with the parameter learning algorithm, RegSMOImproved (Keerthi 
et al., 2001). I used 10-fold cross-validation as suggested by previous research (Kohavi, 1995). 

Results

Fuel model results

I analyzed lidar metrics and CIR imagery to predict the assigned surface FMs using four different 
classification algorithms. I report the results as the percentage of correctly predicted models based 
on a comparison to the field data because the dependent variable is categorical (Table 2-2). The best 
classification was obtained using a combination of lidar and MNF transform of the imagery with 
the CART algorithm; however, all specific surface FM results were poor (below 50%). The simple 
k-means classifier correctly predicted 24% of the FMs, based on the lidar data alone. The regression 
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tree classifications algorithms, RF and SimpleCART, predicted between 31% and 45% of the FMs 
correctly, depending on the data input and the classifier. The CART algorithm most consistently 
outperformed the RF. The machine learning algorithm, SMO, correctly predicted between 21% 
and 38%, depending on the data input and the classifier. I used various data input combinations, 

including the LDC, imagery, combination of LDC and imagery, and their transforms; I found that 
with most methods, either lidar data alone or lidar data with MNF of the imagery performed best. 
The PCA of the entire dataset (LDC + imagery) performed poorly in nearly all cases.

I also classified the broader fuel types: SH, TU, and TL. These results (Table 2-2) improved, suggesting 
that while lidar may not be able to accurately predict specific surface FMs, it is capable of assessing 
fuel types. The best overall predictor was the SMO machine learning algorithm (76% correctly 
classified). The difference among various data inputs was small, ranging from 73% to 76%, and the 
simplest data input (lidar data alone) attributed to 75% correct classification. Although the regres-
sion trees predicted these classes relatively well—RF’s best at 75% and CART’s best at 72% correctly 
classified—no algorithm has predicted the fuel types as consistently and accurately as the SMO. I 
found that the results were not improved after feature optimization of the input data. Consequently, 
all input variables (within the LDC and derived from the imagery) were used. 

Fuel metric results

I analyzed the same set of input data to predict 12 fuel metrics using linear- and additive-regression 
models, and the SMO algorithm (Table 2-3). I split the metrics into two categories: those that are used 
to assign FMs (BA, shrub height, shrub cover, combination of 1-, 10-, and 100-hour fuel loads, and 
fuel bed depth) and those that directly feed fire behavior models such as FARSITE (canopy height, 
canopy cover, CBH, and CBD). The range in prediction rates is large across models and data inputs 
but there are trends (Table 2-4). The best prediction rates were associated with maximum canopy 

Table 2-2. Percent correctly classified standard fuel models and generalized fuel types, given various 
data inputs and classification methods. The best fit for a given data input is in bold.

Specific standard fuel models

Data input
Clustering Regression Tree Machine Learning

k-means RF CART SMO

Lidar alone 24 35 35 37
Lidar + imagery 23 35 40 37
Lidar + MNFi 23 42 45 38
PCA( lidar + imagery ) 15 31 44 21
         

Generalized fuels types (SH, TU, and TL classes)

Lidar alone 46 65 70 75
Lidar + imagery 49 69 72 73
Lidar + MNFi 46 73 69 76
PCA( lidar + imagery ) 50 64 66 75
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Table 2-3. Correlation coefficients obtained from numerous iterations of remote sens-
ing data, classification algorithms, and measured or calculated fuel metrics. The best 
fit between model and data input per metric is in bold. The top half of the table lists 
fuel metrics that are used by analysts to assign fuel models while those in the bottom 
half of the table are direct inputs to fire behavior models.
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Total basal area
Linear Reg 0.82 0.82 0.82 0.67
Additive Reg 0.73 0.72 0.73 0.71
SMO 0.81 0.80 0.79 0.81

Shrub height
Linear Reg 0.54 0.54 0.54 0.46
Additive Reg 0.52 0.52 0.50 0.40
SMO 0.58 0.57 0.56 0.59

Shrub cover
Linear Reg 0.48 0.48 0.48 0.40
Additive Reg 0.52 0.58 0.55 0.47
SMO 0.59 0.62 0.60 0.57

Combined fuel loads
Linear Reg 0.39 0.39 0.39 0.37
Additive Reg 0.26 0.28 0.33 0.36
SMO 0.40 0.43 0.43 0.48

1000 hour fuel loads
Linear Reg 0.16 0.16 0.16 0.23
Additive Reg 0.29 0.29 0.31 0.17
SMO 0.27 0.27 0.27 0.18

Fuel bed depth
Linear Reg 0.24 0.24 0.24 0.31
Additive Reg 0.34 0.20 0.25 0.27
SMO 0.25 0.29 0.29 0.35
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Canopy height (max)
Linear Reg 0.87 0.87 0.87 0.69
Additive Reg 0.84 0.83 0.82 0.79
SMO 0.86 0.85 0.85 0.82

Canopy height (mean)
Linear Reg 0.60 0.60 0.60 0.44
Additive Reg 0.55 0.54 0.53 0.54
SMO 0.53 0.51 0.50 0.51

Canopy cover
Linear Reg 0.62 0.62 0.62 0.74
Additive Reg 0.72 0.72 0.73 0.76
SMO 0.78 0.79 0.81 0.83

CBH
Linear Reg 0.39 0.39 0.39 0.35
Additive Reg 0.36 0.34 0.31 0.34
SMO 0.32 0.33 0.34 0.41

CBD
Linear Reg 0.14 0.14 0.11 0.13
Additive Reg 0.20 0.18 0.25 0.19
SMO 0.11 0.12 0.15 0.13
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height (r2: 0.69-0.87), BA (r2: 0.67-0.82), and canopy cover (r2: 0.62-0.83), followed by shrub cover 
(r2: 0.40-0.62) and shrub height (r2: 0.40-0.59). All other prediction rates (and all directly related to 
measures of fuel), were below r2 = 0.5 (combined fuel loads, CBH, fuel bed depth, 1000-hour fuel 
loads, and CBD, in decreasing order of prediction rates). All other individual fuel load categories (e.g. 
litter, 1-, 10-, 100-hour loads) yielded very poor correlation coefficients and are not reported here. 

Table 2-4, arranged by best Pearson’s correlation coefficient and the associated method, provides 
a simplified summary of all the fuel metric results. The SMO algorithm outperformed the other 
models in 5 out of the 11 cases using the PCA-transformed data. The SMO performed well mostly 
with metrics that are more difficult to assess using lidar and imagery: metrics that describe the 
understory and fuel loads. Multiple linear regression model worked best when predicting less complex 
metrics (canopy height and BA), in which case data transformations made little or no difference. 
The additive regression performed best only in cases where the results were poor (1000-hour fuel 
loads and CBD). Although I performed feature optimization on all input data, I found that the 
results were not improved. Consequently, all input variables (within the LDC and derived from the 
imagery) were used. 

Discussion 

The results of forest structural metrics in general meet or exceed those from previous studies. For 
example, Lefsky et al. (1999) reported r2 of 0.49 when explaining BA with lidar data compared to 
my regression model which resulted in an r2 of 0.82. Lefsky et al. (2002) analyzed waveform lidar to 

Table 2-4. Summary of continuous fuel and canopy 
metric results, sorted by best-obtained correlation coef-
ficient. The columns indicate the method and contribut-
ing data input used to obtain the most accurate result.
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Shrub cover 0.62 SMO   ×    
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Fuel bed depth 0.35 SMO       ×
1000 hour fuel loads 0.32 A Reg        
CBD 0.25 A Reg     ×  
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predict canopy cover and reported mean r2 of 0.84, 0.63, and 0.11 from boreal coniferous, temperate 
coniferous, and temperate deciduous forests, respectively; however, when the entire dataset was 
considered, their estimates decreased to r2 of 0.37 (as compared to r2 = 0.83 in my work). Riaño 
et al. (2007) predicted shrub height using lidar at r2 = 0.48-0.65, which is comparable to my work 
(shrub height r2 = 0.59; shrub cover r2 = 0.62). 

In contrast, a few studies predicted CBD with higher accuracy, including Andersen et al. (2005), 
Erdody and Moskal (2010), and Saatchi et al. (2007) with r2 of 0.86, 0.83, and 0.84, respectively. 
Similarly, Erdody and Moskal (2010), and Andersen et al. (2005) predict CBH and ln(CBH) with r2 
of 0.78 and 0.77, respectively. There are a few possible reasons for why the results in my study differ 
from the these two studies. First, the forest composition and topography of my study area is more 
complex than the previously mentioned projects, which could affect the penetration of the laser. 
Second, the CBD metric is quite sensitive to modeling assumptions used to derive it, including the 
CBH and stand height (Andersen et al., 2005), which may have contributed to the lower correlation 
coefficients in present work. Third, the Andersen et al. (2005) study did not measure crown base 
heights or tree heights for many trees in the field and therefore the reported results may contain 
significant errors. Finally, Saatchi et al. (2007) summarized his findings based on a radar, not lidar, 
system. Thus, it would be worth investigating whether radar or waveform lidar systems are more 
suitable in assessing FMs than a discrete small-footprint lidar system. Radar may be more reliable 
because of its ability to penetrate and describe some depth of soil, although at much coarser resolution. 
Waveform lidar may also be beneficial because of its ability to better describe the vertical structure 
of the forest, and in particular, of shrub and surface level vegetation. 

I should mention that in addition to the analysis and results presented here, I have also used lidar 
+ PCA of imagery as an input, and in the FMs analysis, I used another regression tree (C4.5 J48 
classifier) and an SVM (LibSVM) algorithm. These results are not presented for brevity; however, 
in all cases, these results produced neither best nor worst results when predicting either the FMs 
or the forest metrics.

The fuel metric results varied in accuracy. One contributing factor to the varied success rate is the 
relative vertical position of the measured metric within the canopy. The metrics near the top of the 
canopy (e.g. canopy height, r2 = 0.87) are predicted with better accuracy than metrics near mid-
canopy (e.g. shrub height, r2 = 0.59), or the still worse, near-ground level metrics (e.g. fuel bed depth, 
r2 = 0.35). This is further depicted in Figure 2-7. Weakening laser pulse as it penetrates through the 
canopy towards the ground level and then back up, especially in dense forests, most likely plays the 
key role in this phenomenon. Further, in general, the fuel metric results indicate that (1) the less 
complex metrics (e.g. tree height) are best predicted by simple lidar data input and multiple linear 
regression, while (2) the more complex metrics (related to understory or fuel loads) are best predicted 
by the SMO support vector machine learning algorithm using PCA transform of lidar and imagery. 

Analyses of specific surface FMs, as defined by Scott and Burgan (2005), show that these are dif-
ficult to reliably predict from lidar and multispectral imagery. The CART algorithm performed 
best, although these results were poor and should be considered with caution. There are three main 
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Figure 2-7. The accuracy of the continuous metrics depends, in part, on their vertical position within the canopy.

reasons for this. The first has to do with the study area: steep terrain in combination with dense, 
mixed-conifer vegetation, especially in comparison to previous studies of similar topics, make 
characterizing the forest floor problematic. Previous studies have shown that steep slopes and dense 
vegetation decrease the accuracy of lidar (Hollaus et al., 2006; Su and Bork, 2006; Yu et al., 2005). I 
hypothesize that the good statistical fits reported by Mutlu et al. (2008) between surface FMs and 
lidar data were in part due to a near-sea-level, flat forest study area consisting of tree plantations and 
old-growth pine stands. Dense vegetation may influence poor detection rates of FMs because the 
lidar laser pulse may not adequately penetrate the canopy structure in these situations—critical step 
in accurately assessing surface fuel structure. It may be worth investigating whether a lidar-based 
approach works for other terrains on less extreme slopes or sparser vegetation.

The second has to do with the physics of the lidar instrument. The FM assessment as described 
by Anderson (1982) and Scott and Burgan (2005) depends largely on the amount of dead fuel on 
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the ground, fuel bed depth, and the moisture of extinction of dead fuels. The detection of these 
characteristics directly from airborne lidar technology is very challenging. For the most part, these 
are not directly measured but approximated by the surrounding environment, slope, aspect, and 
vegetation type.

Finally, FM assignment depends heavily on expert knowledge and is often an iterative process. The 
expert knowledge may include familiarity with the study area, fire behavior and FMs in the area, 
and potential reassignment of FMs based on preliminary fire behavior model outputs. As a result, 
there is not always good correspondence between FMs and the original data from which they were 
derived. This is further shown by the fact that lidar can predict the general fuel types but not the 
specific FMs. Predicting FMs using lidar in a classification context may therefore not be desirable.

I do not want to discount the potential benefits of using lidar in FM assessment. As demonstrated 
in this study, using lidar and/or imagery to detect general fuel model types (SH, TU, and TL) works 
reasonably well: up to 76% correct classification. The SMO algorithm consistently performed best 
in predicting these fuel types in comparison to statistical clustering or regression models. Further, 
lidar is capable of mapping some canopy metrics well (canopy cover, tree height, BA, etc), and this 
information, in addition to general fuel types and field data, could be used by experts to improve 
future FM assignment. While lidar data may not provide the perfect solution in fuel mapping, it may 
be the best available option and can still provide a more reliable answer than the currently accepted 
and mostly unreported methods used for fuel model assignment.

Conclusions 

In this study, I used a range of algorithms and combinations of discrete, small-footprint lidar and 
multispectral imagery to predict standard surface fuel models, their constituent inputs, and fuel 
metrics typically used in fire behavior models such as FARSITE. I performed an extensive analysis 
to determine what is the optimal combination of data inputs and methods in order to predict each 
of the above forest metrics and/or fuel models.

Results indicate that the specific surface fuel models are difficult to predict reliably using lidar and 
imagery data in a dense forest within complex terrain, regardless of the input data transformation 
or the methods used. However, more general fuel types were detected at a reasonable rate of 76% 
accuracy using the SMO version of SVM algorithm. The SVM predicted above 73% of fuel types 
using all data inputs. My analyses show that deriving canopy stand structure or continuous fuel 
metrics is repeatable and accurate. In general, I found that to derive the less complex metrics 
(e.g. tree height), lidar data alone with simple multiple linear regression works best, while for the 
metrics that are more difficult to measure (e.g. fuel loads), best results are obtained through more 
sophisticated analysis with SVM using PCA transform of lidar and imagery as the input. Further, 
as the lidar pulse weakens when it penetrates down through the canopy, so does the pulse density 
and the prediction accuracy level of the associated metrics. In particular, maximum canopy height, 
canopy cover, and BA were described with up to 0.87, 0.83, and 0.82 Pearson’s correlation coefficient, 
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respectively. As I move deeper into the canopy, the ability to reliably predict fuel metrics declines. 
The best shrub prediction was 0.62, while the prediction of ground-based fuels declined below 0.50 
correlation coefficient. 
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Chapter Three
Delineating individual trees from lidar data: 

a comparison of segmentation methods

Introduction

Remote sensing has been established as one of the primary tools for broad-scale analysis of forest 
systems. Metrics relating to forest structure such as tree height, canopy cover and biomass can be 
estimated using remote sensing (Hyyppä et al., 2009; Jensen, 2007; Lefsky et al., 2002). More recently, 
as sensor technology has improved and expanded to yield higher resolution optical data as well as 
light detection and ranging (lidar) data, it has become increasingly possible to detect individual trees. 
The successful detection and delineation of individual trees is critical in forest science, allowing for 
studies of individual tree demography and growth modeling (Clark et al., 2004; Falkowski et al., 
2008; Vepakomma et al., 2011), understanding of wildlife habitat and behavior (Garcia-Feced et al., 
2011a; Zhao et al., 2012b), and more precise measures of biomass in forests (Popescu et al., 2003; 
Zhao et al., 2012a).

Many approaches have been developed to detect and delineate individual trees from remotely sensed 
data (Figure 3-1). Early on, studies focused on assessing individual trees based on optical imagery. 
Sheng et al. (2001) used stereoscopic aerial photographs to identify, model, and measure a single 
coniferous tree using photogrammetric techniques. Later studies used a variation of local maxima 
(Maltamo et al., 2004) and adaptive binarization (Pitkänen, 2001) for tree detection, as well as region-
growing (Wang et al., 2004), edge detection (Brandtberg and Walter, 1998), and valley-following 
(Gougeon and Leckie, 2006) for tree delineation.

With the wide introduction of lidar into remote sensing, an increasing number of studies have 
undertaken individual tree detection. Through time, these studies have shown increased complexity 
of analyses, increased accuracy of results, and a focus on the use of lidar data alone. A combination 
of variable window size filtering (Chen et al., 2006; Popescu and Wynne, 2004), spatial wavelet 
analysis (Falkowski et al., 2008), k-means clustering (Morsdorf et al., 2004), and morphological 
analyses (Kwak et al., 2007) were used to identify trees and estimate their biophysical parameters. 
Brandtberg et al. (2003) Gaussian-smoothed a canopy height model (CHM) at numerous scales 
to create a scale-space structure and then detected trees which were represented as “blobs” in the 
scale-space structure. However, most commonly, a variation of region-growing algorithms was 
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applied for tree delineation from CHM (Chen et al., 2006; Hyyppä et al., 2001; Koch et al., 2006; 
Solberg et al., 2006; Yu et al., 2011). The latter approach was later used to predict tree volume on a 
semi-individual tree level (Breidenbach et al., 2010). All of the region-growing studies relied on first 
identifying the tree tops with a local maximum filter.

More recent studies focus on full exploitation of the point cloud and do not transform the lidar data 
into a raster. Lee et al. (2010) implemented an adaptive clustering algorithm similar to watershed 
segmentation except that the method was applied to the 3D lidar points. Their algorithm relies on 
training data to perform segmentation based on supervised learning. Li et al. (2012) designed and 
tested an individual tree segmentation approach that uses the full lidar point cloud. The algorithm 
exploits the spacing between the tops of trees to identify and group points into a single tree based 
on simple rules of proximity and likely tree shape.

Simultaneous with developments in lidar technology has been the increase in spatial resolution of 
optical image sensors. Classification algorithms developed for courser imagery often perform poorly 
at fine scales due to high local heterogeneity (Cleve et al., 2008; Guo et al., 2007; Kelly et al., 2011), 
and thus finer resolution imagery has necessitated a change in the way imagery is processed: from 
pixel-based to object-based image analysis (OBIA). The OBIA approach first segments imagery into 
meaningful objects through the use of spectral and spatial context prior to classification. This allows 
for image processing and Geographic Information System (GIS) functionality (Blaschke, 2010). The 
OBIA approach is inherently multi-scalar, as image segments are captured and operate hierarchically. 
At the landscape scale, studies have successfully extracted biophysical forest inventory parameters 
from imagery (Chubey et al., 2006) and used lidar to classify land covers (Antonarakis et al., 2008; 
Brennan and Webster, 2006). At stand-scale, Ke et al. (2010) used a combination of lidar and optical 
imagery to classify tree species. A number of geospatial image segmentation programs are available, 
including BerkeleyImageSeg (Clinton et al., 2010) and Trimble eCognition (Trimble, 2012).

Less research has been done using OBIA to extract individual trees (Baatz et al., 2008; Guo et al., 
2007), and to date, there have been no comparisons of OBIA-derived approaches and lidar point 
cloud segmentation. In this chapter, I compare two paradigms of segmentation for individual tree 
delineation. The first approach uses 3D lidar point clouds classified into individual trees as developed 
by (hereafter called “lidar-derived”), and the second uses an OBIA approach with surfaces derived 
from lidar data (hereafter called “OBIA”). The latter analysis uses a novel method for correcting 
artifacts in a CHM by filling in erroneous height values. I evaluate both types of tree polygons in 
terms of their area, shape index, compactness, and ability to predict ground reference tree height, 
all across a gradient of tree densities. Finally, I classify the tree objects into species and species type, 
and validate the results against ground reference data using a 10-fold validation.
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Methods

Study area description

The study area (9,950 ha) is comprised of topographically complex mixed-conifer forest within 
California’s Sierra Nevada mountain range (center: 39° 07’ N, 120° 36’ W). The elevation varies from 
600 to 2,186 m above sea level and much of the land is characterized by steep slopes (Figure 3-2). 
The forest is mostly managed by the US Department of Agriculture, Forest Service, with a few small 
private inholdings. The forest composition is predominantly conifer, with the dominant species being 
red and white fir (Abies magnifica and Abies concolor, respectively), sugar pine (Pinus lambertiana), 
ponderosa pine (Pinus ponderosa), and incense-cedar (Calocedrus decurrens). Less than 10 percent 
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Figure 3-2. The study area (9,950 ha), mostly within Tahoe National Forest, is covered by mixed conifer forest, and 
covers topographically complex terrain. The nine 90m squares are indicated by red lines.
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of the forest is non-conifer, dominated by the California black oak (Quercus kelloggii). Overall, the 
area experiences typical Mediterranean climate conditions: an average precipitation of 1182 mm/year 
and frequent (5 to 15 year intervals) low-severity fires (Stephens and Collins, 2004).

Ground reference data

This experiment is part of a larger study—Sierra Nevada Adaptive Management Project—in which 
411 circular plots (area = 500 m2) were established throughout the study area to characterize the fire 
and forest health ecology. The plots are centered at even coordinates (e.g. 700000 m E, 4333000 m 
N; 700500 m E, 4333500 m N; etc.) according to the Universal Transverse Mercator (UTM) system. 
In the work described here, I chose nine plots (Figure 3-3) that are representative of three overstory 
tree densities: low (<200 trees/ha), medium (≥200 to <400 trees/ha), and high (≥400 trees/ha). Plots 
were classified according to tree density how. I define an overstory tree as one whose diameter at 
breast height (DBH) ≥19.5 cm. Within each plot, I geolocated trees according to a spatial protocol 
(described below), and collected measurements relating to trees (height, species, dominance, DBH, 
height to live crown), shrub (species, and height), and fuels (fuel loads and ladder fuels) More 
information can be found in (Jakubowski et al., Accepted).

The trees were divided into three classes: overstory (DBH ≥19.5 cm), mid-size (5 ≤ DBH < 19.5) 
and small (DBH < 5cm). All overstory trees were tagged with a unique identification number and 
georeferenced according to the spatial protocol described below. Although all trees within the 
plots were measured and described, in this work I only consider the overstory trees (n = 141) since 
the position of the smaller trees were not recorded. In addition to the overstory trees, I selectively 
measured and georeferenced large and/or isolated “marker” trees (n = 57) outside of the plot, for 
the purpose of improving the match between lidar and ground reference data. Both, the overstory 
and the marker trees (n = 198) were used in the analyses.

The plots and the trees were georeferenced consistent with a standardized spatial protocol. I stabilized 
a Trimble GeoXH differential Global Positioning System (dGPS) in the most open canopy area 
within or near the plot (≤30 m from the plot center), where it recorded at least 300 measurements 
below positional dilution of precision (PDOP) of 5. In most circumstances, I recorded between 
1000 and 7000 measurements for each plot position. I used a Trimble Zephyr antenna elevated 3 m 
from the ground to reduce multipath issues. The dGPS data were post-processed using University 
NAVSTAR Consortium (UNAVCO) and Continuously Operating Reference Stations (CORS), all 
located ≤20 km from the field measurements. To georeference the trees, I used an Impulse Laser 
Rangefinder and Impulse Electronic Compass. The electronic compass was carefully stabilized and 
calibrated on each plot before recording the trees’ positions. I used the “filter” option in the range 
finder, so that it would only record distances to a designated target (positioned on the measured 
trees). Since the rangefinder requires a clear line of sight to its target, measurements were collected 
from two and sometimes three positions in plots with very high tree or shrub density. They were later 
combined in GIS. Since the error of the laser rangefinder is ≤2 cm, and the compass degree error 
≤0.5 degrees, I only considered marker trees <50 m from the measuring unit. For the present work, 
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all tree positions were manually verified and in a few cases moved to increase the correspondence 
to the lidar data.

Multispectral imagery

I used DigitalGlobe’s WorldView-2 data in the species prediction part of this work (described below). 
The imagery includes eight spectral and one panchromatic band (Table 3-1). A single image, acquired 
on June 14th, 2010 at 12:14 local time (sun elevation = 71.3°), was used for the analysis. The data 
was delivered in LV1B product level: 16-bit and radiometrically corrected. The sky was clear (cloud 
cover = 0.077%) and no snow was present in any of the analyzed plots.

The data was orthorectified and then pan-sharpened before the analysis. The orthorectification 
was performed in EXCELIS’s ENVI 5 (EXELIS, 2012) software using a combination of a Rational 
Polynomial Coefficients (RPC) sensor model and a 0.5 m digital elevation model (DEM) generated 
from the lidar. The image and the DEM both used bilinear resampling. I used –24.557 m as the 
geoid offset based on National Geodetic Survey’s GEOID99 model computed at the center of the 
image scene. The data was projected into the UTM (zone 10N) coordinate system with respect to 
1983 North American Datum (NAD83) at 50 cm pixel ground sample distance (GSD) to match the 
remainder of the data. I pan-sharpened the spectral data cube using the Gram-Schmidt algorithm 
and bilinear resampling (Laben and Brower, 2000).

Lidar data

Lidar data was acquired between September 18th and 21st, 2008 by the National Center for Airborne 
Laser Mapping (NCALM) using the Optech GEMINI Airborne Laser Terrain Mapper (ALTM) 
sensor. Flying at an average height of 1000 m AGL, the sensor collected up to four returns per 
pulse at an average of nine and a minimum of 6 pulses/m2. I confirmed the horizontal and vertical 
accuracy to be 5.5-10 cm, and an average of 7.5 cm, respectively. The instrument was operated at a 
70 kHz pulse rate frequency (PRF), with a 40 Hz scan frequency, and a ±20 degree scan angle. All 
even-numbered flight lines were flown twice in order to obtain high point density. The final point 

Table 3-1. WorldView-2 specifications of the spectral bands.

Band Spectral region GSD (nadir) GSD (20° off nadir)

1 (Coastal) 400 - 450 nm 185 cm 207 cm
2 (Blue) 450 - 510 nm 185 cm 207 cm
3 (Green) 510 - 580 nm 185 cm 207 cm
4 (Yellow) 585 - 625 nm 185 cm 207 cm
5 (Red) 630 - 690 nm 185 cm 207 cm
6 (Red edge) 705 - 745 nm 185 cm 207 cm
7 (NIR1) 770 - 895 nm 185 cm 207 cm
8 (NIR2) 860 - 1040 nm 185 cm 207 cm
Panchromatic 450 - 800 nm 46 cm 52 cm
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Figure 3-3. Nine 90m square focal areas were segmented using the lidar-derived and OBIA-derived methods. The 
areas varied across tree density, from low (left column), to high (right column).The color above corresponds to 
corrected CHM height values.
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cloud often exceeded 20 points/m2 because of dense vegetation. All data were delivered in the UTM 
coordinate system with respect to NAD83 and the 1988 North American Vertical Datum using 
the NGS GEOID03 model. NCALM preprocessed the data to remove erroneous below-surface and 
air points. A 5 m search radius was used to identify and remove isolated points. The points were 
classified as ground and above-ground using TerraScan’s iterative triangle-building surface model 
classification (Chang et al., 2008). From the entire point cloud, I extracted 100 m squares centered 
at plot centers.

Segmenting the point cloud into individual trees

Individual trees were s using a tree segmentation algorithm (Li et al., 2012). The algorithm exploits 
the spacing between the tops of trees to identify and group points into a single individual tree. An 
adaptive spacing threshold was used to improve the segmentation accuracy: dt = 2 and 1.5 m when 
tree heights were ≥15 and <15 m, respectively. I did not use a minimum spacing rule or the shape 
index threshold as it did not improve the accuracy of the classification. Prior to the segmentation, 
the point cloud was normalized by subtracting the DEM ground values (Lee et al., 2010). Following 
the segmentation, I converted the segmented point cloud into two dimensional tree polygons by 
calculating the concave hull around the lidar points identified as a single tree (Figure 3-4). Further, 
each tree’s maximum-height point was extracted for later analysis.

Preparing the data for image segmentation

I generated a DSM from the 100 m square point clouds using LAStools. The DEM was generated 
only from points classified as ground. I determined that triangulated irregular network (TIN) 
interpolation was sufficient for generating these surfaces due to the very high spatial sampling 
(20 cm GSD). Preliminary analysis indicated that it was an appropriate resolution for accurate crown 
delineation—for example, 50 cm GSD surfaces were too course to create meaningful individual tree 
segments. I then generated a CHM by simple image subtraction:

 CHM DSM DEM= -  (1)

Correcting for CHM artifacts

An accurate delineation of the tree crowns required generating a CHM at a high resolution (20cm GSD), 
such that there was not always a lidar point within each pixel. As a result, the CHM contained a 
number of artifacts that prohibit successful segmentation using the OBIA framework. In particular, 
the CHM contains many severe elevation drops, especially in the middle of the canopy. The eleva-
tion drop artifacts are directly related to the scanning pattern of the lidar sensor, i.e. the z-value 
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thin troughs are located in between the lines of lidar scans (Figure 3-5). The challenge is further 
complicated since the artifact pixels are not no-data values; rather their value is well within a typi-
cal CHM. This problem has been noted before, especially when attempting to delineate individual 
trees (Leckie et al., 2003). Filtering the image using a blurring or a median filter is one solution, 
albeit with negative consequences: the effective sharpness and thus the ability identify the trees’ 
edges diminishes substantially (typically at least a 5×5 or a 7×7 kernel must be used to minimize the 
artifacts). Another option is to interpolate the surfaces at a higher pixel size, although that approach 
also suffers from the above consequences. I identified a new method to mitigate this problem.

First, a CHM was smoothed such that its continuity across tree crowns is restored and, simultaneously, 
the crowns’ distinct edges are preserved. This can be achieved with an adaptive enhanced Lee filter 
(Lee, 1980; Lopes et al., 1990) or through morphological filtering (Haralick et al., 1987). The enhanced 
Lee filter reduces speckle while preserving texture. It uses the local coefficient of variation to classify 
pixels as either homogeneous, heterogeneous, or point targets, and then replaces the targeted pixels 
based on the classification. The second method uses two cycles of the morphological closing operator 
(dilation followed by erosion). Closing filtering fills the small holes and fuses thin troughs. In this 
work I used the morphology filter approach (Equation 2) as it produced better results with my data.

0 5 10m

0 4020 ft

Delineating individual trees using lidar-derived segmentation and concave hulls

Figure 3-4. The normalized lidar point cloud was segmented into individual trees using 3D point classification 
routine (left). The points classified by individual trees were then delineated by a concave hull in the x-y space 
(right). The lidar-segmentation algorithm allows for polygons to overlap.
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Although the smoothed CHM is an improvement over the original, strive to use the original CHM 
values as much as possible and thus the next few steps develop a technique that replaces the artifact 
pixels while preserving the surrounding original correct height values. Ultimately, I derived a con-
tinuous mask that was used to mix the two images: the correct pixels from CHM and the replaced 
artifact pixels from CHMsmooth.

A simple mask was generated by subtracting the artifact CHM from the smoothed CHM:

 Mask CHM CHMdiff smooth= -  (3)

The simple mask was normalized to make the process reproducible for landscapes where the CHM 
values may vary to a smaller or larger degree:
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A binary mask was created by reducing near-zero values to zero and all other values to one:
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The Boolean mask was convolved with a simple matrix and the normalized mask was added. To 
increase the impact of the normalized mask, I multiplied it by a constant, b. The convolution part of 
this operation ensures that no hard edges are generated when the smoothed CHM pixels are added 
to the original CHM. Setting b to a very high number decreases the feathering effect when adding 
back the smoothed CHM pixels.

 [0,10)Mask Mask Mask b b

1

1

1

1

1

1

1

1

1

, wheresmooth Boolean norm) $ != +> H  (6)

The smoothed mask was normalized to create a standard mask range from zero to one:
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MAX

Mask
Mask

Mask

smooth

smooth=
^ h

 (7)

The final CHM was compiled by removing the artifact pixels (via the inverse of Mask) and filling 
in smoothed CHM values where Mask permits (Equation 8). Constant c was used to adjust the 
corrected values such that they match the original CHM. The process is further described and 
illustrated in Figure 3-5.

 1 [1,2]CHM CHM Mask CHM Mask c c1 , wherecorrected smooth$ $ $ $ != - + +^ h  (8)

CHM segmentation

I used the multi-resolution segmentation approach in eCognition 8.8 (Trimble, 2012)to divide the 
CHM into individual trees. The segmentation process relies on user-specified parameters regarding 
the scale, shape and spectral criterion of homogeneity, and a compactness ratio. I used the estimation 
of scale parameter (ESP) tool to determine the optimal parameters ( Drăguţ et al., 2010); however, the 
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Figure 3-5. A number of steps were taken to correct the original CHM with artifacts. The horizontal profiles across 
canopy and ground (right) depict how the mathematical steps altered the raster surface.
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shape and the compactness were determined manually. All three parameters were altered depending 
on the particular segmentation resolution or purpose (e.g. segmenting small isolated trees vs. large 
clumped tree stands). 

The CHM was first segmented into large, coarse objects, which were then subdivided into individual 
tree crowns and ground. The subdivision into tree crowns was an iterative process of classification 
and segmentation. The classification in this case was a means to an end rather than an attempt to 
produce correctly classified objects. For example, objects that were likely short trees surrounded by 
ground pixels (low mean z-values) were identified and segmented further into very small objects to 
discriminate between actual ground objects and the trees. The small tree objects were then merged 
together to produce meaningful tree polygons. Next, medium-height tree objects were identified at 
the coarse-level and similarly, steps were taken to transform them into meaningful polygons. This 
processed continued until all possible objects of interest were segmented. Baatz et al. (2008) previ-
ously described this approach as “object-orient” OBIA, where meaningful objects are segmented, 
one object type at a time instead of trying to segment the entire image in one step. Various object 
metrics were used to isolate these trees prior to each sub-segmentation (Table 3-2: segmentation). A 
single complicated rule set (74 steps) was developed and applied to the entire study area.

During preliminary analysis I determined that optical imagery did not improve the delineation of 
the tree crowns. I also did not use the lidar intensity as it is inconsistent across sensor acquisitions 
and varies depending on the gain control settings of the lidar sensor (Im et al., 2008; Leonard, 
2005), the incidence angle, atmospheric dispersion and absorption, and bidirectional reflectance 
coefficients (Baltsavias, 1999a). The segmentation was based on 90 m squares extracted from the 
corrected CHMs at plot centers to avoid any edge effects due to the raster filtering. The segments 
were smoothed by eCognition during to remove the staircase-boundary effect.

Predicting the species

I used Waikato Environment for Knowledge Analysis (WEKA) software (Frank et al., 2010) to 
classify the segments into tree species and species types (pines vs. firs). WEKA has proven to be an 
effective tool in classification, especially when many predictive attributes are available (Jakubowski 
et al., 2013). The objects were classified into four species: Abies concolor, Pinus lambertiana, Pinus 
ponderosa, Psuedotsuga menziesii. Two species, Calocedrus decurrens, and Quercus kelloggii, were 
eliminated from the analysis because of low sample size (n = 4 each). 

I extracted a number of object metrics to feed the classification routines, including object shape, 
lidar, and multispectral image metrics (Table 3-2: classification). Additionally, I ran a feature opti-
mization algorithm based on Pearson’s correlation to identify the most influential metrics and to 
avoid overfitting the classification models. All metrics were normalized prior to the classification. I 
identified two classifiers that best predicted the objects: LibLINEAR for individual species and the 
radial basis function (RBF) neural network for species type. LibLINEAR is a library for large-scale 
linear classification that supports logistic regression and linear support vector machines (SVM) 
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(Fan et al., 2008). I used the SVM classifier for predicting the tree species. An SVM classifier uses 
data close to the support vectors (class boundaries) to fit a hyperplane to the training data within 
the feature space (Keerthi et al., 2001). The RBF network uses k-means clustering to determine basis 
functions and then calculates logistic regression based on these functions. Multivariate Gaussian 
functions are fitted to all classes (Buhmann, 2000).

Comparison of segments

I compared the two segmentation approaches to each other and against the ground reference data. 
In validating the results to georeferenced trees, I evaluated the estimation of tree heights, species, 
and how tree detection varies across tree crown classes (e.g. dominant, intermediate, etc.). 

In order to compare the two types of polygons, I first matched their tree height predictions to ensure 
that correct pairs of polygons were used for the comparison. Next, I compared the polygon shape 
characteristics by considering their area, shape index, and compactness. Shape index (Equation 9) is 
a widely applicable measure of shape complexity as compared to a square: a higher index indicates 
a more complex polygon (Forman and Godron, 1986; McGarigal et al., 2012). Jiao and Liua (2012) 
found that, among other shape metrics, shape index is an effective descriptor of complexity. Similarly, 
compactness (Equation 10) is a measure of complexity as compared to a circle (Trani and Giles Jr, 1999).

Table 3-2. Polygon attributes were calculated and were imported at three different 
stages of data processing: during the segmentation, classification of species, and 
feature optimization.

Object metric Segmentation Classification Optimized features
Border shape   ×  
Compactnes   ×  
Density   ×  
Length/width ratio × × ×
SqP × ×  
Roundness   ×  
Shape Index   ×  
Self defined* × ×  
Area × ×  
Neighbord proximity (ground) ×    

Maximum lidar height × × ×
Mean lidar height × × ×
Minimum lidar height ×    
Mean difference to neighbor × × ×

8 metrics: mean(WV2 band i)   ×  
8 metrics: standard deviation(WV2 band i) ×  
NDVI (maximum)   × ×
NDVI (mean)   × ×
       

*Self defined = (border index) × (shape index) × (compactness) × (roundness)
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where SI is shape index, C is compactness, P is perimeter, and A is area. 

Since the lidar segmentation generated fewer polygons than OBIA, I used the former as a basis for 
comparison in order to avoid double-counting of the polygons. In particular, the tree top points 
as detected by the lidar segmentation algorithms were used to intersect and collect information 
from both types of polygons. All polygons that contact the edges were eliminated from the analysis 
resulting in n = 949.

Results

I used an OBIA approach to segment the CHM and a point cloud segmentation algorithm to segment 
the lidar data into individual trees. Segments at the edges of the considered areas were excluded 
from any of the analyses (Figure 3-6). Across all nine 90 x 90 m areas, a total of 2,875 objects were 
delineated using OBIA and 949 based on the lidar point cloud analysis. The OBIA method over-
segmented many large trees, although in some cases, it correctly delineated smaller trees that the 
lidar approach had missed. This was especially true when the smaller trees were surrounded by 
large, taller species. Overall, the lidar-derived method produced larger polygons, especially for the 
tall and large trees. The agreements of tree height estimation between the ground reference data 
and the generated polygons were high for both methods. All dominant ground referenced trees were 
detected by both of the approaches; the tree detection rates dropped considerably for intermediate 
and suppressed trees, as well as for dead trees. Tree height accuracy declined in areas of high tree 
density.

Polygons vs. ground reference data

I intersected the ground reference tree points with lidar and OBIA polygons to validate the results. I 
cross referenced the tree heights measured on the ground against the maximum lidar z points within 
the lidar polygons, and the maximum pixel value of the corrected CHM within the OBIA polygons. 
In cases where there were more than one ground reference points within a polygon, I kept only the 
point that best matched the CHM height (n = 140). Three outlier points were excluded from the 
lidar polygons analysis. Pearson’s squared correlation coefficients for the lidar polygons and for the 
OBIA polygons vs. ground measurements were r2 = 0.9641 and r2 = 0.9309, respectively (Figure 3-7). 

I also analyzed the rate of tree detection by both methods in various crown classes (Figure 3-8). All 
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dominant trees were detected by both of the segmentation approaches. The rate of detection dropped 
when trees were more occluded by taller or bigger trees. OBIA detected a larger percentage of the 
non-dominant trees. Both methods detected less than 50 percent of dead trees.

I used the tree-top points, as detected by the lidar point cloud segmentation algorithm, to cross 
reference the lidar and OBIA polygons. I present the results as a function of (1) the method used to 
derive the polygons and (2) tree density.

The tree heights derived by both methods correlate very well (r2 = 0.9545) indicating that the poly-
gons detected the same trees. The OBIA approach estimated higher tree heights when predicting 
the tallest trees (Figure 3-9). The area, shape index, and compactness metrics differed significantly 
between the two methods. The area plot (Figure 3-9) clearly reveals that the lidar-derived polygons 
tend to be larger than the OBIA polygons. The range of lidar polygons is twice that of the OBIA 
polygons. In general, the compactness and shape index plots indicate that the lidar polygons are 
more complex. Both approaches produced polygons that were much more complex than simple 
geometric polygons (circle or a square).

Tree density effects

As expected, the tree density also affected tree height correlations (Figure 3-10). I summarize these 
effects with squared correlation coefficients as a function of tree density. Both methods performed 
best in areas with medium tree density when predicting the tree height. However, the OBIA method 
worked slightly better in low density areas, and considerably worse in high density areas.
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Figure 3-7. There was high agreement between the ground reference data vs. the lidar- (left) and the OBIA-
derived (right) tree heights.
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The agreement between tree height predictions slightly declined in high tree density areas, but for the 
most part remained constant (r2 = 0.9596 vs. r2 = 0.9401 in low and high tree densities, respectively). 
The shape characteristics of the two polygon types were less correlated than the tree heights. The 
area correlation declined at high tree densities, where the lidar polygons were consistently larger 
than the OBIA polygons. OBIA polygons increased in complexity at higher tree densities and were 
therefore less similar to the lidar polygons. 

Predicting tree species

I used all polygon features (Table 3-2) to predict individual species using the SVM algorithm from 
the LibLINEAR approach. The individual species predictions were poor: only 56 percent were 
correctly classified. However, the RBF neural network algorithm was able to correctly classify up 
to 75 percent of the species types. In the latter case, I used only six predictive metrics based on the 
suggestion from a feature optimization algorithm.

Discussion

The high Pearson’s squared correlation coefficients between tree polygons and the ground reference 
data indicate that both lidar and OBIA methods detected individual trees well: r2 = 0.9641 for the 
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lidar-derived and r2 = 0.9309 for the OBIA-derived polygons. Further, the good fit with the OBIA 
approach also indicates that the CHM correction method worked well. While the lidar segmentation 
polygons were usually detected and delineated correctly, the locations of the tops of trees did not 
always match those of the ground reference data (Figure 3-6). This may be a result of trees that are 
leaning or not straight, as ground-reference positions were measured at the tree trunks, at breast-
height level (1.3 m from the ground), as suggested by (Brokaw and Thompson, 2000).

All of the dominant, and most of the co-dominant trees were detected by both methods (Figure 3-8). 
Although the OBIA approach had a higher detection rate for non-dominant trees than the lidar 
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approach, this is likely due to the oversegmentation found with the OBIA approach. Consequently, 
these optimistic OBIA results should be explored further. This caution is supported by the tree 
height vs. ground data fits: the overall fit of the lidar-derived tree heights is tighter (Figure 3-7). The 
dominant tree detection rates of both methods were higher than those previously reported (Solberg 
et al., 2006) possibly due to the higher point density in my data.

In comparing the ability of each method to delineate trees, one conclusion clearly stands out: while 
the detection rate and evaluated tree heights were comparable, the shapes of the derived objects were 
very different. Besides a few outlier points, the main discrepancy between lidar- and OBIA-derived 
tree heights was due to the tallest trees (>50 m), where the OBIA approach tended to overestimate 
height. This is likely due to the constants, a, b and c, used to correct the CHM surface. Previous 
studies (Falkowski et al., 2008; Popescu and Wynne, 2004) have shown that tree heights derived 
from traditional CHM tend to be underestimated and thus, future research should evaluate whether 
the tall-tree heights derived from the corrected CHM are true.

It is clear from visual inspection that the lidar and OBIA polygons differ in shape (Figure 3-6). 
This was further verified by the comparison of their areas and shape complexities (Figure 3-9 and 
Figure 3-10). One explanation for the compactness of the OBIA polygons is that the segmentation 
algorithm does not allow polygon overlap. In contrast, the lidar-derived tree canopy polygons 
often overlapped because lidar points classified as one tree may be on top of, underneath, or within 
another tree in the x-y space (Figure 3-3). This is a more realistic representation of real forest canopy, 
especially in complex, dense forests such as those in my study area. Another reason for why the 
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lidar polygons were more complex may be because of the way the concave hulls were constructed. 
Concave hulls that do not follow the lidar points as closely (by changing the α parameter when 
generating an alpha-shape) would lead to a simpler tree crown boundary and thus a simpler shape. 

In general, the lidar polygons were larger than the OBIA polygons, as is evident in the area-comparison 
plot (Figure 3-9). Effectively, this means that the lidar segmentation method tended to under-segment 
and under-detect trees, while the OBIA method over-segmented the trees. In particular, the lidar 
segmentation algorithm often grouped trees into one segment when the trees were very close together 
(i.e. their crowns were merged or intertwined) or when the tops of the trees were not clearly detect-
able (Li et al., 2012). Correct segmentation in such circumstances (especially when canopy cover 
>50 percent) is still problematic regardless of the used methods and it is an active area of research 
(Falkowski et al., 2008). This is further evident when taking the tree density into consideration. 
In high tree density areas where trees grow in clusters, the disagreement between the area of the 
lidar- and OBIA-derived polygons increased and the overall accuracy of tree heights (as compared 
to ground truth) decreased (Figure 3-10). This is consistent with previous research where individual 
tree detection accuracy decreased in densely vegetated areas (Yu et al., 2011).

The low accuracy of individual tree species classification is not surprising considering the study area. 
Even on the ground, the four classified species (Douglas fir, white fir, sugar pine, and ponderosa 
pine) can be easily misidentified by an untrained eye. On the other hand, the overall shape of firs 
vs. pines is more discernable, and more accurately classified: the firs are more conical and the pines 
are more oval, especially in mature species—and this is evident in the improved accuracy of tree 
type classification for firs vs. pines. Including hyperspectral data as a predictor would likely improve 
the results even further, and possibly help with the individual tree species classification. I should 
note that many other algorithms were tested during the preliminary analysis, including rule-based, 
decision tree and other machine learning classifiers; only the best results are presented here.

One of key challenges during the OBIA CHM segmentation process was the assignment of the correct 
scale, shape, and compactness parameters to obtain meaningful objects. Using previously established 
methods to determine the scale factor ( Drăguţ et al., 2010) helped in the choice of these parameters; 
however, as (Suarez et al., 2005) discusses, designing an effective rule-set is still a largely manual 
process with potentially unlimited trial-and-error iterations. Efforts in future OBIA research will 
likely concentrate on designing processes to make the segmentation process less reliant on analyst 
input, and thus more deterministic and repeatable.

Conclusions

The successful detection and delineation of individual trees is critical in forest science, allowing for 
multi-scale analysis of the role of trees in forest functioning. There are many possible methods to 
delineate trees with remotely sensed data. In this chapter, I compare two segmentation algorithms for 
individual tree delineation: a lidar-derived method that uses 3-D lidar points, and an OBIA approach 
that make use of the lidar canopy height model. First, I segmented a lidar point cloud into trees 
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using a 3D segmentation algorithm. Next, I developed a new technique to produce a CHM without 
common lidar artifacts in order to segment this corrected CHM using an OBIA-derived method. 
The two methods were compared in x-y space in terms of their agreement to ground referenced 
tree heights, as well as tree detection across crown class and tree density. The overall tree height 
agreements of the OBIA- and the lidar-derived polygons were high (r2 = 0.9309 and r2 = 0.9641, 
respectively) and decreased in densely vegetated areas. The two types of objects were different in 
terms of polygon area and shape complexity. The OBIA objects were more likely to over-segment 
while the lidar objects were more likely to under-segment the trees, although the latter produced 
polygons more similar in shape to real tree crowns. Further research is necessary to automate the 
OBIA segmentation process and to improve 3D segmentation of the point cloud in dense forests.
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Chapter Four
Tradeoffs between lidar pulse density  

and forest measurement accuracy

Introduction

The use of airborne lidar in forest studies has been on the rise in the last decade as increasing 
numbers of researchers use these data to predict directly measurable canopy characteristics (e.g. tree 
height, shrub height, etc.) as well as derived metrics (e.g. total basal area, biomass, carbon inventory, 
etc.) (Wulder et al., 2008b). Since airborne lidar acquisition over large areas is costly, lidar missions 
necessarily involve tradeoffs. Researchers must decide between cost and coverage; between cost 
and lidar pulse density, between density and coverage; and at the same time maintain accuracy. 
Practical questions arise for scientists and managers using lidar to map forests: how large an area 
can I cover with a set budget? What is the minimum lidar pulse density that I can use and still get 
accurate results? In this paper, first consider the tradeoffs between cost, coverage and lidar pulse 
density, and then describe an experiment that directly examines the relationship between density 
and accuracy for various forest structure metrics at plot scale. 

The cost of lidar

From a cost perspective, lidar is a viable option for remote sensing forest analysis. Lidar can already be 
less expensive or comparable to image data analysis when the entire cost of research (data acquisition, 
analysis, personnel, software, etc.) is considered, especially for large areas (Johansen et al., 2010). Johansen 
et al. (2010) analyzed 26,000 km of a stream network using three datasets: lidar (3.98 pt/m2), QuickBird 
imagery, and SPOT-5 imagery; the total research cost using these three approaches were approximately 
$3.8M, $6.4M, and $2.6M (Australian dollars), respectively. Tilley et al. (2004) also reported economies 
of scale; costs per ha declined from $37/ha to approximately $1/ha for large areal coverage (400 km2). 

Acquisition costs are related to coverage and lidar pulse density1 (Baltsavias, 1999a; Lovell et al., 
2005), although the precise relationship between these variables is difficult to determine as most 

1 Lidar pulse density is discussed in the literature in many ways, often with pulses, points, returns, and echoes 
used interchangeably. In this work, define a pulse (“pl”) as the laser signal sent out from the lidar system 
towards the ground. A point (“pt”), also referred to as a return or an echo, is the signal, or multiple signals, 
reflected from target(s) back towards the lidar system (e.g. up to four points can be recorded from each pulse 
sent out by a typical lidar system). 
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studies do not report cost. Higher pulse densities can be obtained by independently increasing the 
pulse rate frequency (PRF), scanning rate, flight path overlap (or repeated flights), or by decreasing 
the flight altitude or the aircraft speed. Ultimately, the pulse density is related to the time that the 
aircraft/sensor spends flying, which translates to direct effect on acquisition costs. As a result of 
the tradeoffs between cost, coverage and density, land managers of vast areas (e.g. national norests) 
must often decide between ordering a low pulse density data that covers a large area or a higher 
pulse density data that concentrates on a subsection of their forest. Figure 4-1 conceptually illustrates 
the decision space for managers with a fixed amount to spend, or with a fixed target area. The 
cost per-square-area decreases as the study area increases. For example, managers with a constant 
budget (horizontal line) could afford a slightly larger area at 7 pl/m2 and a much larger area at 1 pl/ 
m2 when compared to 9 pl/m2. 

Is high-density data necessary?

An important question to this work is whether high-density data are necessary to obtain accurate 
results in plot-scale lidar forestry. As technology improves, there has been a trend to acquire data at 
increasingly higher densities, reflecting the belief that this will improve accuracies. Researchers have 
speculated that higher pulse densities could improve the delineation of individual trees (Brandtberg 
et al., 2003), the derivation of elevation and tree heights (Clark et al., 2004), as well as predominant 
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Figure 4-1. Conceptual diagram of tradeoffs between cost, data density, and area 
surveyed. The light blue, horizontal line represents decision space for managers 
with a fixed amount to spend: the area they can cover will increase with decreas-
ing densities. The dark green line represents decision space for managers with a 
fixed target area: the price of collection will increase with pulse density. The cost 
of all pulse densities starts at a significant initial cost (mobilization of the air-
craft, mission planning, etc.). The rate at which price increases for a larger study 
area decreases, i.e. cost per-square-area decreases as the study area increases. 
Using this logic, a constant budget (horizontal line) could afford a slightly larger 
area at 7 pl/m2 and a much larger area at 1 pl/m2 when compared to 9 pl/m2.
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height and LAI (Lovell et al., 2003). 

However, lidar data were not always gathered at high densities. A number of early lidar studies 
reported relatively high measures of correlation between lidar and field data using low-density data 
(<1pl/m2). Hodgson and Bresnahan (2004) derived a digital elevation model (DEM) and validated 
the elevation error to be below 25.9 cm using 0.25 pt/m2 data. Takahashi et al. (2010) derived stand 
volume and estimated a 10-39% root-mean squared error (RMSE) at r2 = 0.75 using variable pulse 
density data between 0.125 and 0.25 pt/m2. In one case, Thomas et al. (2006) has reported that 
using lower (0.035 pt/m2) rather than higher (4 pt/m2) lidar density resulted in higher correlation 
coefficients when predicting canopy metrics. Although the difference was small, they found that 
8 out of the 11 tested metrics improved (root total biomass, stem bark, stem wood, foliage and all 
tree height metrics), root basal area remained the same, while only crown closure and live branches 
decreased in accuracy with the lower density data.

Further, in large projects, lidar data are often acquired at low pulse densities. The ongoing initiative 
to obtain nationwide lidar data for the continental United States is one example. In a few states the 
acquisition has already begun or has been completed. For example, Louisiana collected lidar data at 
0.06-0.11 pt/m2 (Cunningham et al., 2004), Ohio at 0.04-1 pt/m2, and Iowa at 0.11 pt/m2 (Veneziano 
et al., 2002). These efforts are targeted at the creation of digital elevation models (DEM), and thus 
the densities are much lower than typical forest research lidar data acquisitions (1-9 pl/m2). The 
relevant question that address here is whether the density of this already-collected data could yield 
sufficiently high accuracies to reliably predict forest structure metrics in addition to DEMs.

Density and accuracy

The tradeoff between lidar pulse density and accuracy has been examined in several ways. Several 
researchers have investigated this experimentally by collecting data at multiple flying heights (i.e. 
above ground level or AGL); in general they found that AGL has little or no effect on the accuracy 
of predictions. Goodwin et al. (2006) analyzed the accuracy of the generated DEM, tree height, 
crown area, and tree volume, and found that with the exception of individual tree extraction, the 
predictions exhibited little to no effect based on the sensor altitudes—1,000, 2,000, and 3,000 m 
AGL. Takahashi et al. (2010) reported similar results at three altitudes—500, 1,000, and 1,500 m 
AGL—with very high and simulated low pulse densities—57, 25, and 9 pl/m2 and 0.25-0.125 pl/
m2, respectively. In an earlier study, they found that increasing the AGL decreases penetration and 
intensity with little effect on accuracy (Takahashi et al., 2008). Thomas et al. (2006) found higher 
AGL/lower density yielded slightly better results, while Næsset (2004) found no significant effect on 
stand height, volume, or basal area when comparing the same pulse density obtained at two AGLs. 

Several studies considered the effect of lidar point (not pulse) density on the accuracy of predicted 
products. However, most these studies concentrate on the accuracy of a generated DEM. Although 
many use dissimilar measures for quantifying the accuracy, most of the studies agree that the error 
increases exponentially as the point spacing increases. This is true across topographic spectrum: 
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in flat sites using low (Anderson et al., 2006) and medium pulse density (Olsen et al., 2009), in low-
relief or undulating hills at various elevations (Goodwin et al., 2006; Liu and Zhang, 2008; Sanii, 
2008), and in steep, mountainous terrain using medium (Olsen et al., 2009) to high pulse density 
data (Guo et al., 2010; Pirotti and Tarolli, 2010). 

In the few studies that examined canopy metrics the results are more variable. When considering 
tree height and/or volume, research has found little increase in accuracy as a function of point 
density, whether simulated (Tesfamichael et al., 2010), or collected at different altitudes (Goodwin 
et al., 2006; Takahashi et al., 2010), unless the densities are simulated at very low levels (0.004 p/
m2) in which case the error grows exponentially (Magnusson et al., 2007). Pulse density does affect 
individual tree detection, however, as reported by Takahashi et al. (2010) and Goodwin et al. (2006). 
Similarly, stream network extraction becomes problematic at high pulse spacing (Pirotti and Tarolli, 
2010). However, while these studies are informative, they typically do not realistically simulate lower 
density data as though they were collected by a multiple-return lidar sensor at a higher AGL or lower 
PRF. Instead, the original data are typically thinned by even percentages (e.g. 75, 50, and 25% of 
the original point cloud) (Anderson et al., 2006; Guo et al., 2010; Liu and Zhang, 2008; Olsen et al., 
2009; Pirotti and Tarolli, 2010). Such results are not easily used by new researchers or land mangers 
that must determine the appropriate pulse density for their new lidar acquisitions.

120°30'W120°35'W120°40'W

39°10'N
39°5'N

California

Study
Area Nevada

0 2 41 km

0 21 mi

Figure 4-2. The study area (9,950 ha), mostly within Tahoe National Forest, is covered by 
mixed conifer forest, and covers topographically complex terrain.
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In this study, simulate how predictions of various forest canopy and understory metrics vary with 
lidar pulse density. My objective was to determine the lowest pulse density that enables derivation 
of forest structure metrics at the plot scale at an acceptable accuracy level. report all findings in 
terms of the simulated pulse density—the typically-used specification when ordering lidar data. 
This practical and realistic approach yields results that are important not only to the scientific lidar 
community but also for land managers making decisions about lidar data acquisition parameters. 
My results will enable land managers to more reliably predict canopy metrics of interest with lidar 
data, while maximizing the coverage area given a set budget. 

Materials and methods

This is a comprehensive study of the effect of lidar pulse density on extraction of various canopy 
and shrub metrics in the range from 0.01 to 9 pulses/m2. extracted ten forest structure metrics that 
cover the vertical profile of a forest stand: maximum and mean tree height, total basal area, tree 
density, mean height to live crown base (HTLCB), canopy cover, maximum and mean diameter at 
breast height (DBH), and shrub cover and height. To ensure that the visible effect is a result of pulse 
density and not a particular algorithm, used three different approaches for canopy metric prediction: 
a simple multiple regression model, a support vector regression machine learning algorithm, and 
Gaussian processes. 

Study area

The study area is located in northern California, USA, in the Tahoe National Forest (39° 07’ N, 120° 
36’ W) (Figure 4-2). It spans over 9,950 ha on topographically steep and complex terrain between 
600 m and 2,186 m above sea level. Since 1990, the average precipitation is 1,182 mm/year. The 
study area is 93% forested according to the Tahoe National Forest definition (Collins et al., 2011b). 
Tree-ring analysis indicates high-frequency (5-15 years), low-intensity fires (Stephens and Collins, 
2004), which is consistent and expected in this mixed-conifer, Mediterranean-climate forest. The 
dominant species include red and white fir (Abies magnifica and Abies concolor), ponderosa pine 
(Pinus ponderosa), sugar pine (Pinus lambertiana), incense-cedar (Calocedrus decurrens), and 
California black oak (Quercus kelloggii). The majority of the area is managed by the United States 
Department of Agriculture, Forest Service, with a limited number of private inholdings.

Field data

In this study analyzed data from 248, 0.05 ha circular plots (radius = 12.62 m). The plot centers 
were regularly spaced at 500 m intervals at even UTM coordinates (e.g. 710500 m E, 4329000 m 
N; 710500 m E, 4329500 m N; etc.). The few plots that were physically inaccessible, intersected 
rivers, road surfaces, or landings, were offset by 25 m in random directions. The ground truth data 
were collected during 2007 and 2008 summer field seasons according to a rigorous field protocol 
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previously described in Collins et al. (2011b) and MathWorks (2011). In summary, all trees’ height, 
DBH, species, and HTLCB were measured. define HTLCB as the lowest extent of the live canopy; 
small trees below the canopy are included if there is no complete separation. All trees within the plot 
with DBH ≥19.5 cm were identified by a unique number. Smaller trees (5 ≤ DBH ≤ 19.5 cm) were 
measured on one third of each plot, designated by a random azimuth angle from north. A total of 
7,284 trees were used in this analysis, including 4,581 with unique IDs and precise coordinates. The 
distributions of the trees’ DBH and height are typical of a mixed-conifer Sierra Nevada forest. also 
characterized the understory by measuring shrub percent cover, height, and species. Five photographs 
were captured (toward the plot center from north, east, south, and west of the plot, and directly up 
from the plot center) to help characterize the forest structure of the plots.

All plots were georeferenced using a spatial accuracy protocol. First, find an optimal area to collected 
differential global positioning system (dGPS) signal—i.e. open canopy—ideally at or up to 30 m from 
the plot center. There, position a Trimble Zephyr antenna elevated 3 m from the ground and attached 
to Trimble GeoXH GPS receiver. record at least 300 (typically 1,000, and up to 7,000) measurements 
at positional dilution of precision (PDOP) <5. The dGPS measurements are post-processed using data 
from Continuously Operating Reference Stations (CORS) and University NAVSTAR Consortium 
(UNAVCO) stations. All CORS and UNAVCO stations used in post-processing were less than 20 km 
from all field measurements. use a combination of Impulse Laser Rangefinder, Impulse Electronic 
Compass, and a Trimble GeoXH receiver to georeference plot centers and tree locations. The range-
finder is placed between the GPS antenna and the plot, such that the laser distance measurement 
error (≤2cm) and the compass degree error (≤0.5 degree) are minimized.

Lidar data

The lidar data were collected in five flights from September 19-21, 2008 (leaf-on conditions) at an 
average flying height of 950 m AGL. The acquisition area (10,700 ha) was larger than the study 
area to ensure complete, high-density data coverage. An Optech GEMINI Airborne Laser Terrain 
Mapper (ALTM) was used by the National Center for Airborne Laser Mapping (NCALM) to collect 
all data. Up to 4 returns were recorded from each pulse. The lidar data were collected at a minimum 
of 6 and an average of 9 pulses/m2. Because of dense vegetation, the lidar system often recorded 
multiple returns with more than 20 points/m2. All data were processed, recorded, and delivered in 
the Universal Transverse Mercator (UTM) coordinate system in the 1983 North American Datum 
(NAD83) and the North American Vertical Datum of 1988 (NGS GEOID03 model).

Lidar pre-processing

The raw lidar data were pre-processed before the outlined workflow (Figure 4-3). In particular, the 
data provider, NCALM, used TerraSolid’s TerraScan software (Soininen, 2012) to remove isolated, 
“air,” and below-surface points. For example, isolated points were defined as those with no neighbors 
within 5 m. The point cloud was separated into above-ground and ground points using an iterative 
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triangle-building surface model classification routine (Chang et al., 2008). All digital elevation 
models (DEM) were generated using inverse distance weighted interpolation as suggested by Guo 
et al. (2010).

Simulating lidar pulse densities

The data were reduced to 17 pulse densities: 9, 8, 7, 6, 5, 4, 3, 2, 1, 0.75, 0.50, 0.25, 0.10, 0.075, 0.040, 
0.025, and 0.01 pulses/m2 (process illustrated in Figure 4-4). There are a number of ways to simulate 
lower density data; for instance, Garcia-Feced et al. (2011b) used a static, 1 m moving window to 
randomly choose points from the point cloud to reach the desired point density. Because wanted 
to simulate data obtained at specific pulse densities, my goal was to replicate the multiple-return 
effect as best as possible—in other words, sensor setting of x pulse/m2 posting density will produce 
a point clouds with y points/m2, where y > x. To simulate this process, the original lidar data were 

extract 100m squares
centered on ground plots

 extract ground points

digital
elevation

model

original point cloud

determine thinning factors to reach
desired pulse densities

thinning factors

Support Vector Regression
(SVR)

Multiple Regression
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apply thinning factors to all-return data
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Figure 4-3. Workflow used to derive all forest metrics.
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divided into 100 m square tiles, each centered at a ground-reference plot. From these square tiles, 
only the first return points are saved and their average point density is recorded. The first-return 
points are assumed to correspond to the number of pulses sent out, as at least first-returns are 
recorded from each originating pulse. An optimization script was developed in combination with 
lasthin from lastools (Isenburg, 2011) to calculate a correct thinning factor for each 100 m square 
tile (n = 248), at each pulse density. The thinning is achieved by gridding the lidar data at different 
spatial resolutions and then choosing a random point within each cell. 4,216 files were processed 
this way to obtain 248 plot lidar point clouds at 17 different pulse densities. The reduced first-return 
point clouds were manually checked to ensure that proper pulse densities were obtained. Finally, 
the obtained thinning factors are used to reduce the original, all-return lidar data. This simulates 
lidar point clouds at multiple pulse densities with up to four returns per pulse.

Extraction of lidar metrics

From each 100 m square tile, extracted all points within 13 horizontal meters of the plot center to 
match the plot’s footprint. used 13 m radius to account for any possible misalignment due to lidar 
or dGPS positional error. The 13 m horizontal radius point cloud was normalized by subtracting the 
DEM-derived elevation from each point’s z-value yielding height above ground and removing any 
topographic effects. The point cloud is summarized by calculating descriptive statistics of the entire 
vertical profile (e.g. mean height, percentiles, standard deviation, etc.) and point densities throughout 
the vertical column (e.g. number of points between 3 and 4 m above the ground). The list of extracted 
metrics is provided in Table 4-1. Because the focus of this work was to compare accuracies obtained 
from various pulse densities, only the lidar points directly above the plots are considered in validation. 
The validation procedure described here is equivalent of deriving such products at a 26 m pixel size.

Forest structure prediction and validation

The lidar metrics described above were calculated for all plots, at all pulse densities, and then 
copied into a plot database. A series of files were generated—one for each forest metric and at all 
densities—to derive forest structure predictions and to cross-validate them. All lidar metrics were 
used in the prediction algorithms. used Waikato Environment for Knowledge Analysis (WEKA) 
software (Frank et al., 2010), developed at University of Waikato, New Zealand to produce the results. 
WEKA is a software package designed to utilize various data mining algorithms. use three example 
algorithms—a simple multiple regression (MR), support vector regression (SVR) with sequential 
minimal optimization (SMO), and Gaussian processes (GP)—to compare their performance and 
to ensure that the effect see is a result of pulse density and not of using a particular validation 
method. The use of SVR and GP algorithms in forestry lidar has been successfully documented in 
the literature (MathWorks, 2011; Zhao et al., 2011).

SVR algorithms use data points close to class boundaries (the support vectors) within feature space 
to fit a hyperplane to the training data (Keerthi et al., 2001). SVR methods are particularly suitable 
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in high-dimensional datasets when the training sample size is small because only the data points 
closest to the hyperplane boundary are used (Hsu et al., 2003). There are many variations of the 
SVR algorithms; in this paper, use the regression-based SMO implemented within WEKA, which 
uses a loss function to penalize errors that are greater than certain threshold on the training data 
(Frank et al., 2010; Keerthi et al., 2001; Smola and Schölkopf, 2004).

GP method is a robust, Bayesian method for non-parametric regression. A Gaussian process is a 
stochastic process for which any linear combination of samples has a joint Gaussian distribution. 
It is defined as a collection of random variables and can be described by its mean function—a 
vector—and a covariance function—a matrix (Rasmussen, 2004). GPs are appealing because 
they can model arbitrary functions (i.e. they are non-parametric), they yield simple linear algebra 
implementations, and the uncertainty of their predictions is quantifiable. used WEKA’s standard 
implementation of GP in this work.

Each algorithm was validated using a 10-fold validation procedure as suggested by Kohavi (1995). In 
addition, calculated the RMSE for each predicted metric and at all pulse densities. My final report 
consists of the average correlation coefficients and the range of the RMSE values for each relationship 
between the lidar data and a forest structure and/or shrub metric, each as a function of pulse density. 
As an example, for tree height, report the average correlation coefficient and RMSE between field 
data across all plots and lidar data at 17 densities using 3 different prediction algorithms.

Table 4-1. Descriptive and statistical metrics extracted 
from the lidar data. The point density voxels were 
extracted based heights above the DEM.
Variables extracted from lidar

Elevation Point density: 0 to 0.5 m
Height: minimum Point density: 0.5 to 1 m
Height: mean Point density: 1 to 1.5 m
Height: maximum Point density: 1.5 to 2 m
Height: standard deviation Point density: 2 to 3 m
Total number of returns Point density: 3 to 4 m
Quintile 0.01 Point density: 4 to 5 m
Quintile 0.05 Point density: 5 to 10 m
Quintile 0.10 Point density: 10 to 15 m
Quintile 0.25 Point density: 15 to 20 m
Quintile 0.50 Point density: 20 to 25 m
Quintile 0.75 Point density: 25 to 30 m
Quintile 0.90 Point density: 30 to 35 m
Quintile 0.95 Point density: 35 to 40 m
Quintile 0.99 Point density: 40 to 45 m
  Point density: 45 to 50 m
  Point density: 50 to 55 m
  Point density: 55 to 60 m



63

Results and discussion

extracted lidar metrics to analyze how pulse density affects prediction of various forest structure 
metrics. evaluated ten forest variables across the vertical profile, at 17 pulse densities, using three 
different predictive models (MR, SVR, and GP), to ensure that the visible trends result from pulse 
density and not from using a particular algorithm. The 10-fold correlation coefficients based on 
cross-validation of the predicted values and the ground data are plotted in Figure 4-5. All accuracies 
decreased as the pulse density approached 0.01 pl/m2. The accuracies of some of the metrics remained 
relatively high until very low densities (in many cases up to about 1 pl/m2). Similar trends were found 
by He and Li (2012) and Lovell et al. (2005), although the latter study simulated the entire point cloud 
and the forest environment to study these effects. He and Li (2012) analyzed lidar densities between 
0.23 and 5.23 pt/m2 to extract tree height and crown diameter in a Chinese, coniferous forest. The 
RMSE increased as the pulse density decreased in a similar pattern for all metrics. Because the RMSE 
trend was similar for all predictive models, report the range of the errors instead of the individual 
values (Figure 4-6). have identified a number of trends in the results, as described below.

In general, the relative overall accuracy of a forest metric was similar across all three predictive models. 
In all models, maximum tree height had the highest correlation coefficients followed by mean HTLCB 
and total basal area. The accuracy of the predicted forest structure metrics decreased roughly with 
its vertical position within the canopy; maximum tree height yielded highest accuracy, the accuracy 
declined for mean DBH, while shrub cover and height consistently produced the lowest accuracies.

The accuracy of the forest structure metrics increased as a function of pulse density at various rates. 
Further, each accuracy response line (Figure 4-5) reaches a point at which the accuracy either levels 
off or approaches maximum accuracy (the “turning point” in the trend). These turning points and 
best accuracy results are summarized in Figure 4-7. Collectively, these results indicate that beyond 
a certain density level, accuracy does not increase significantly.

The correlation coefficients of tree density and canopy cover increased significantly and consistently 
without a plateau from lowest to highest pulse densities (e.g. 0.271 to 0.753 at 0.01 and 9 pl/m2 for tree 
density using GP, respectively). This indicates that maximum achievable accuracy of these two metrics 
may be beyond 9 pl/m2. Others (maximum tree height and DBH metrics) significantly improved 
in accuracy within the lower pulse densities followed by consistent yet small increase. These are 
good examples of metrics that require a threshold density to achieve reasonable accuracy, but that 
do not benefit significantly from very high lidar density. This asymptotic behavior is very clear in 
maximum tree height and total basal area, where the turning points are reached at 1 and 2 pl/m2, 
respectively. For example, the accuracy of total basal area using SVR drops significantly below 
2 pl/m2 (r = 0.789), but thereafter remains approximately equal to its maximum (0.796) and the 
9 pl/m2 accuracy (0.782). Similarly, the accuracy of maximum tree height using SVR rises steadily 
until 1 pl/m2 (0.860), at which point it is similar to its maximum correlation coefficient (0.869). This 
level of accuracy is similar to previous studies that derived tree heights using lidar pulse density of 
2.6 pl/m2 (Erdody and Moskal, 2010) and >4 pl/m2 (Zhao et al., 2011), although my results were not 
as accurate, most likely due to the more complex study area.
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The turning point depends on the forest metric and/or the predictive model. For tree density, 
canopy cover, and shrub cover, the turning point is reached at or above 1 pl/m2 across all models. 
This indicates that “cover” metrics require relatively higher number of lidar returns to be mapped 
accurately. Conversely, mean tree height, mean DBH, and shrub height reach their turning points 
between 0.075 and 0.75 pl/m2, indicating that less dense data can be used to estimate these metrics 
and still obtain reasonable results (should note here that although the turning point for shrub height 
occurs at a very low density, that metric is predicted at an overall low accuracy level). The predictive 
algorithms also influence the turning point. In general, SVR outputs reliable results at lower pulse 
densities than MR and GP. This implies that when working with low-density data, it may be best to 
use SVR in order to obtain reasonable results. MR almost always requires relatively high pulse density. 
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Figure 4-6. Ranges of the root mean squared errors (RMSE) for all three 
models (MR, SVR, and GP) as a function of lidar pulse density. Pulse spacing 
is indicated on top. The values directly to the left and right of the ranges are 
the average RMSE for the minimum and maximum pulse density. Units are 
indicated after the metric names on the right. The y-axis is linear while the 
x-axes are logarithmic.
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The calculated RMSE steadily increased for all metrics as the pulse density decreased. For example, the 
mean tree height RMSE as derived by the SVR was 3.92 and 5.67 m at 9 and 0.01 pl/m2, respectively. 
The maximum tree height and maximum DBH RMSE were both higher than their corresponding 
mean metric RMSE. One metric, shrub cover, exhibited high outlier RMSE values at high pulse 
densities when estimating using the MR. The combination of relatively high RMSE with low and 
unstable correlation coefficient of this metric leads us to believe that MR is unsuitable for estimating 
shrub cover in high tree-density mixed-conifer forest. 

Although the focus of this work is not algorithm comparison, there were a few noteworthy results with 
regard to method. In general, the three algorithms performed similarly for most of the variables. In 
a few cases, the SVR or the GP yielded better results: GP outperformed SVR and MR in estimating 
the mean DBH, shrub height, and mean tree height, while SVR outperformed the other algorithms 
in estimating the maximum tree height, mean HTLCB, and tree density (Table 4-2). In comparison 
to the other algorithms, MR performed particularly poorly in estimating the mean DBH, mean tree 
height, and maximum DBH. The mean DBH was most significantly affected by the algorithm used, 
especially at pulse densities above 0.1 pl/m2: GP outperformed SVR and MR.

MR requires the most lidar points to obtain high correlation coefficients, followed by GP and SVR. 
The SVR and GP were most commonly the best performers. The SVR often performed better in 
lower densities (maximum and mean tree height, maximum DBH, and shrub height, total basal 
area, and mean HTLCB), while in some cases the GP performed decidedly better in the high pulse 
densities (mean tree height and DBH, and shrub height). This result indicates that the use of SVR 
may be preferable when working with low-density lidar data (below 0.3 pl/m2).

Overall, my results indicate that very high lidar pulse density may not be necessary to predict typi-
cal forest structure metrics at the plot scale. From the best correlation coefficients obtained by the 
three algorithms, five out of ten best metrics were calculated from the lowest, and four were from 
the highest pulse density—the best-obtained correlation coefficient for each metric is indicated in 
Figure 4-7. This finding is particularly important for land managers that need to survey a large area 
with a specific forest metric and accuracy in mind. My conceptual model of the tradeoffs among 

Table 4-2. Best-performing algorithms categorized into three groups of pulse 
densities: low, medium, and high. The noted algorithm performed best within 
the given pulse density category. ~ indicates mixed results.

Forest metric <0.1 pl/m2 0.1-1 pl/m2 >1 pl/m2

Tree height (max) SVM SVM MR/SVM
Tree height (mean) SVM GP GP
Total basal area SVM ~ MR/SVM
Tree Density ~ SVM SVM
HTLCB (mean) SVM MR/GP SVM
Canopy cover ~ ~ MR/GP
DBH (max) SVM/GP SVM SVM/GP
DBH (mean) ~ GP GP
Shrub cover ~ SVM SVM
Shrub height ~ GP GP



67

cost, coverage and density (Figure 4-1) can help guide this kind of process. For example, if tree 
height is the most important metric to estimate at a reasonable accuracy level, it may be sufficient to 
acquire lidar data at about 1 pl/m2. On the other hand, if it is critical to derive the average HTLCB 
at a high accuracy (e.g. in a wildfire-prone forest where ladder fuels play an important role in forest 
dynamics), then it may be advisable to acquire a much higher pulse density—at least 2 to 4 pl/m2. 
Previous research (Goodwin et al., 2006; Næsset, 2004; Takahashi et al., 2010; Thomas et al., 2006; 
Zhao et al., 2012b)
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Figure 4-7. Synthesis of the observed results. The horizontal colored lines indicate pulse 
density ranges where the accuracies were deemed reasonable for the given metric. The 
left end of each accuracy range corresponds to its turning point— pulse density at 
which the metric accuracy plateaus or is comparable to its maximum. The right end of 
the range marks the pulse density at which the given model yields absolute maximum 
correlation coefficient. The three color lines correspond to individual algorithms, in 
order from top: MR (blue), GP (red), and SVR (orange). The two columns on the right 
of each metric reflect the maximum r2 of all three algorithms and the model used to 
obtain it. For example, the turning point and the best accuracy for maximum tree height 
were located at 1 and 6 pl/m2, respectively; SVR predicted the metric with the highest 
accuracy: r2 = 0.881.
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indicates that AGL—and therefore footprint size—affects the characteristics of the lidar point 
cloud and the absolute values of biophysical forest predictions. However, it has little effect on the 
prediction’s accuracy. The studies listed here collected data at varying AGLs. It should be reiterated 
however that this work uses simulated lidar pulse densities, and not actual differences in data from 
multiple missions. 

Unlike most of the previous lidar forestry studies, the analyses presented in this paper were performed 
in a topographically complex, steep terrain covered by dense, mixed conifer forest. For example, 
Tesfamichael et al. (2010) and Magnusson et al. (2007) assessed the effects of point density on a few 
forest metric but in a much simpler terrain and forest composition: South African rolling foothills 
and Sweden’s low-relief coniferous forests, respectively. expect that the derived accuracies would 
improve in less challenging areas. Further, all analyses were completed at the plot-scale (equivalent 
to a 24 m pixel size), and would expect that the required pulse density for accurate identification and 
quantification of individual trees from lidar data would be larger than that required for plot-scale 
analysis. For plot scale analysis of forests, there might be cost savings and/or economies of scale in 
acquiring discrete return lidar data at lower densities.

Conclusions

The accuracy of predicted forest structure metrics decreases as the pulse density decreases, but it 
remains relatively high until low densities (e.g. 1 pl/m2). This effect occurred with all tested predic-
tive algorithms. The accuracy of tree height (mean and max), total basal area, DBH (mean and 
max), and shrub height remained relatively high until the pulse density decreased to 1 pl/m2. Tree 
density, canopy cover, and shrub cover, and mean HTLCB typically required >1 pl/m2. Support 
vector machine (SVR) and Gaussian processes (GP) algorithms consistently outperformed simple 
multiple regression model (MR). MR requires the highest pulse density to deliver good results; SVR 
and GP outperform other algorithms when the pulse density is low (<0.3 pl/m2) and high (>1 pl/m2), 
respectively. This work shows that low-density lidar data are capable of estimating the typical forest 
structure metrics at a plot level (~24 m pixel size) reliably. This finding indicates that land managers 
faced with a constrained budget may be able to cover larger areas at a lower cost when trying to 
estimate one of metrics tested in this work. However, higher density data are necessary for “cover” 
metrics and individual tree analyses.
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Chapter Five
Conclusions and directions for future research

Fire is a fundamental component of most Sierra Nevada forest ecosystems and was prevalent in 
California prior to European settlement in the 1850s. Beginning around the turn of the last cen-
tury, new policies to suppress fire were implemented broadly across the American West, and the 
century of fire suppression policy has led to dramatic changes in California’s forests. Fire exclusion 
has directly changed fire regime parameters (i.e. decrease in return interval, earlier burn season, 
and larger fires), which in turn have fundamentally changed the vertical and horizontal structure 
of forests. California forests are becoming more dense and homogeneous, and ladder fuels, which 
often lead to canopy wildfires, are increasing. 

Recent US Forest Service policies seek to reduce the impact of fire by reducing the amount of fuel 
in a forest. The concept behind the new treatments is that if area treatments are placed strategi-
cally, the spread rate and intensity of the fire over the entire area burned will likely be reduced. The 
impact of such strategically placed land area treatments (SPLATs) on water quality and quantity, 
forest health and fire behavior, and wildlife is unclear. This dissertation is part of a large multi-
disciplinary research project, the Sierra Nevada Adaptive Management Project (SNAMP), which 
seeks to evaluate some of these impacts. Specifically, my dissertation focuses on geospatial and in 
particular remote sensing approaches to understanding forest processes, and can be used to inform 
forest management decisions.

The first step necessary in understanding the effects of SPLATs on forest function is to accurately 
measure and map forests. Spatial data—primarily remotely sensed imagery and lidar—are key inte-
grators in this multi-disciplinary project: providing inputs to models, scaling biophysical processes 
from plot to landscape, estimating uncertainty, and visualizing future scenarios. The research results 
rely on modeled outputs, but these models are parameterized and tested against a dense network 
of field plots. These field data are linked with remote sensing through a suite of analytics: regres-
sion, machine learning, classification and object-based approaches, but all rely and build on a long 
history of remote sensing technology used to map and understand forests. In this dissertation, I 
develop new methods, compare existing methods, and test the limits of light detection and ranging 
(lidar) and optical data in order to contribute to the fields of remote sensing and forest science, and 
to support the specific goal of understanding the impacts of forest fuel treatments across a range 
of forest processes. Below, I highlight key findings from my research and discuss areas of future 
research and refinement.
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Lidar is a powerful tool for mapping forest structure

Remote sensing has been used to map forests for several decades, but it is only in the last 10 years, 
with the application of lidar, that vertical and horizontal characterization of forests has been pos-
sible. In this dissertation, I explore the applicability of lidar to mapping forest structure from several 
different angles. Chapter 1 provides context, and defines key outstanding questions about the use of 
lidar for forest mapping. In Chapter 2, I show that lidar can effectively predict a wide range of forest 
stand metrics, especially those that pertain to parameters near the top of the canopy. Predicting 
fuels and fuel metrics is also possible to some degree, but challenging using discrete lidar. In Chapter 
3, I compare the effectiveness of two very different remote sensing approaches to individual tree 
detection and delineation, and find that both OBIA and 3D lidar point cloud segmentation produce 
high tree-height agreement, and a low tree-shape agreement. Finally, in Chapter 4, I show that 
surprisingly sparse (and therefore less expensive) lidar data can provide reliable estimates of canopy 
and shrub structure at the plot level. 

Stand metrics close to the top of the forest canopy can be effectively predicted using lidar

In Chapter 2, I provide an extensive analysis of data input types, data input transformations, and 
algorithms used to derive fuel models and fuel metrics. I found a clear association between the 
accuracy of stand metric prediction and the predicted metric’s vertical position within the stand: 
the closer a metric is to the forest floor, the more difficult it is to predict it, and the more complex 
analysis is required for optimal classification. 

Detailed forest fuel models are challenging to predict with lidar data, but it is possible to 
predict fuel types

I also found that precise surface fuel models are still challenging to predict using lidar, although 
the broader fuel types can be classified with reasonable accuracy (up to 76% correct classification). 
Although the approach may have worked better in a flatter, less complex, and sparser forest, ultimately 
it is difficult to predict surface fuel models that do not always correspond with the field data used 
to assign them. The prediction of continuous stand metrics used for wildfire behavior was variable. 
Maximum stand height, total basal area, and canopy cover yielded good results (all r2 >0.82). Shrub 
height and cover yielded reasonable results (r2 = 0.59 and r2 = 0.62) and therefore could act as a good 
predictor of ladder fuels: critical component of a forest stand in the wildfire context.

Lidar-derived segmentation over-predicted and OBIA under-predicted tree size

I segmented lidar data into individual tree polygons using two approaches: (1) 3D lidar point 
cloud segmentation and (2) object-based image analysis (OBIA) derived from a corrected canopy 
height model (CHM). The novel CHM correction method made OBIA segmentation possible, 
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even at relatively very high spatial resolution—i.e. higher than the point spacing of the original 
point cloud.

Validating with ground reference data, I found that both lidar-derived and OBIA-derived methods 
produced high tree height agreement (r2 = 0.9641 and r2 = 0.9309, respectively). The success rate for 
detecting dominant trees was perfect (100%) for both methods, and dropped considerably for sup-
pressed trees. The OBIA-derived method had more success with the non-dominant trees, although 
this is likely due to the OBIA over-segmentation. The two methods produced polygons of different 
shape character. OBIA-derived polygons typically over-segmented the trees (producing smaller, 
less-complex polygons), while the lidar-derived polygons under-segmented the trees (producing 
larger, more complex polygons). I found that the lidar polygons were more true to real tree shapes, 
despite their occasional under-detection of suppressed or intertwined tree crowns.

Sparse lidar data is capable of predicting forest metrics at the stand level

As expected, the accuracy of predicted forest structure metrics decreases at reduced lidar pulse 
densities. The more surprising finding is that most forest metrics were still predicted at a reasonable 
level at relatively low pulse densities of approximately 1 pulse/m2. This finding is important for future 
forest management decisions, and country-wide or global lidar data acquisitions. The conclusions 
provide clear guidelines as to where, in the pulse density space, lidar beings to fail in generating 
accurate estimates of forest structure.

I also found that machine learning algorithms and Gaussian processes consistently outperformed 
multiple regression models when predicting forest stand metrics. This was found to be true across all 
stand metrics, but it is particularly critical at the lower pulse densities. In other words, while sparse 
lidar data is capable of predicting forest metrics at a reasonable level, careful analysis should be applied 
when using such data. This point is especially relevant to land managers who make landscape-scale 
management decisions based on analysis from low-density lidar data collected across large areas.

Directions for future research

In the second chapter, I used several different methods to predict surface fuel models that are used as 
inputs for wildfire behavior models such as FARSITE. Despite these efforts, I found that predicting 
such specific models using lidar data and remotely sensed imagery is challenging. The subjectivity of 
these fuel models, which are classified by experts and do not necessarily correspond to the field data 
they are based on, likely played a significant role. Based on past studies and personal communication 
with fire experts, it is clear that this issue of subjectivity will need to be addressed by the wildfire 
behavior modeling community if more automated methods that rely on remotely sensed data are to be 
embraced. This is especially important as the availability of remotely sensed data (lidar in particular) 
increases, and could be used to model fire behavior across large landscapes. Two approaches are 
possible to address these issues. The first is to eliminate or significantly reduce the significance of 
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expert-derived fuel models within FARSITE, and replace them with empirically-derived input that is 
solely based on the ground truth data. A second approach is to fundamentally change FARSITE-like 
models in the direction of physics process-based fire models similar to FIRETEC.

In my dissertation, I use lidar point cloud segmentation to delineate individual trees. While this 
method worked, algorithm development in this area is still in its infancy. The current algorithms 
need to be further developed and tested in other ecological areas, such as broadleaf forests. Future 
research should focus on how to improve the algorithm to better differentiate individual trees, 
especially in densely vegetated forests. At the same time, while there is always room for improve-
ment in algorithm development, the current algorithm does perform well in mixed-conifer forests, 
for which it was designed. As such, efforts should be dedicated to transform the algorithm into a 
more deliverable product so that it can be disseminated to land managers and other researchers for 
more involved testing.

Classifying individual tree species in a Sierra Nevada mixed-conifer forest based on fusion of 
multispectral and lidar data has proven to be challenging. Hyperspectral imagery has been used in 
many past studies to successfully extract spectral signatures and differentiate individual tree spe-
cies. Fusing the two types of technologies into a single sensor, or at least a single-platform, would 
likely significantly improve differentiation of individual tree species. In an ideal scenario, these two 
technologies would be merged at the sensor level, such that the optical path out of the sensor is the 
same, and the data output is either a hyperspectral waveform data, or a point cloud where each point 
has a spectral signature associated with it (i.e. a hyperspectral point cloud). Such data could then be 
segmented using not only the points’ relative positions as was the case in this work, but it could then 
further be classified into individual material and/or tree species using a machine-learning classifier.

Chapter 4 concentrated on determining pulse density that would enable accurate extraction of 
forest parameters and, at the same time, optimize the pulse density required to obtain these results. 
An operational version of the sensor described above may not be developed for a number years, 
but waveform lidar is already being used in forest studies, and its use is on a steep rise. It may be 
beneficial for the forthcoming research to evaluate similar thresholds for a waveform lidar system. 
More importantly, one key element that should be tested is the detection of individual trees at various 
pulse densities. Many previous studies have speculated that a dense lidar point cloud is required to 
extract individual trees; however, to date, no rigorous studies have been conducted on this topic.

This dissertation addresses a number of key questions regarding the utility of remote sensing, and 
in particular lidar, in forest mapping and management. Specifically, I found that many important 
forest metrics can be predicted reliably with lidar, and that relatively course-density lidar was suf-
ficient. I also investigated the use of lidar in forest behavior models, and found that although lidar 
can be used to feed some of these models, there is still a need for more research, both in the remote 
sensing and in the fire behavior communities. Collectively, these results will be useful for the fire 
and forest management community, and they are key to the larger SNAMP program.
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