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Sea level rose by about 130 m over the last deglaciation, but the Last Glacial Maximum (LGM, 24,000 to 
18,000 yr before present) is estimated to have had only enough grounded ice to raise sea level by about 
115 m. These estimates of the mass of grounded ice are typically expressed as an equivalent sea-level 
rise by normalizing with the oceanic surface area and seawater density. Here we diagnose the deglacial 
freshwater budget by comparing the freshwater content of the modern ocean to four reconstructions 
of the Last Glacial Maximum constrained by data from porewaters, benthic foraminifera, and faunal 
assemblages. A deglacial ice loss of 127.4 to 128.0 m of sea-level equivalent is necessary to balance the 
freshwater budget, suggesting a bias of 2.0 to 2.6 m less than the assumed true sea-level rise. Oceanic 
thermal expansion explains 0.8 to 1.4 m of the bias. Independent of deglacial warming, an additional 1.2 
m of bias is intrinsic to the formulation of the equivalent sea-level metric. Thus, estimates of deglacial 
ice loss should underestimate the true sea-level rise, leading to a reduction in the amount of glacial land 
ice that needs to be found.

© 2019 Elsevier B.V. All rights reserved.
1. Introduction

Far-field estimates of sea-level rise since the Last Glacial Max-
imum are converging upon a value of 132 ± 2 m (1σ ) when cor-
rected for isostatic adjustment (Austermann et al., 2013; Lambeck 
et al., 2014; Nakada et al., 2016). The amount of land ice that ex-
isted during the LGM, however, is estimated to sum to 114 ± 9
m of sea level equivalent (e.g., Simms et al., 2019). Thus, ice loss 
estimates appear to be 19 ± 10 m too small to explain the post-
LGM sea-level rise. The discrepancy is large enough that a missing 
ice sheet has been hypothesized over the present-day East Siberian 
margin (e.g., Clark and Tarasov, 2014).

The difference between inferred ice loss and sea-level rise may 
be statistically insignificant due to the underestimation of errors 
in the problem. For example, the far-field sea-level reconstructions 
are largely based on data from just three locations: Barbados (Fair-
banks, 1989; Peltier and Fairbanks, 2006; Austermann et al., 2013), 
the Bonaparte Gulf (e.g., Yokoyama et al., 2000), and the Sunda 
Shelf (e.g., Hanebuth et al., 2000). Multiple estimates of the size of 
individual LGM ice sheets are available, but they often do not agree 
within their published errors (see Table 1, Simms et al., 2019).
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https://doi.org/10.1016/j.epsl.2019.03.017
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Physical processes may also explain why ice loss estimates do 
not add up to the full sea-level rise. The flow of groundwater into 
the ocean would raise sea level, but an analysis of modern-day 
aquifers indicates that the contribution could be no more than 1.4 
m (Simms et al., 2019). Another potential explanation is the effect 
of seawater expansion. The ocean warmed over the deglaciation, 
where the resulting expansion yields a greater sea-level rise for a 
given mass of added meltwater. Here, the focus is on the chang-
ing seawater density, under acknowledgment that other statistical 
and physical processes, such as those discussed above, may also be 
important.

In this work, new information about deglacial changes in sea-
water density and freshwater content from recently-derived tem-
perature and salinity reconstructions of the LGM (Gebbie, 2012, 
2014; Gebbie et al., 2015; Bereiter et al., 2018) are compiled. In 
particular, we use the fully nonlinear thermodynamic equation of 
state (IOC, SCOR, and IAPSO, 2010) to compute seawater density 
change and the oceanic freshwater budget over the deglaciation. 
Proxy observations of LGM temperature and salinity are sparse, 
and therefore we document the sensitivity of our results by em-
ploying four LGM reconstructions derived from differing datasets. 
We find that the necessary ice loss, in terms of sea-level equiva-
lent, is less than the true sea-level rise in a wide range of deglacial 
scenarios. A companion work (Simms et al., 2019) places these 
results into the wider context of observational uncertainties and 
groundwater discharge.

https://doi.org/10.1016/j.epsl.2019.03.017
http://www.ScienceDirect.com/
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2. Methods

2.1. Deglacial freshwater budget

The amount of freshwater added to the ocean should be iden-
tifiable, in concept, by the difference in the LGM and modern 
oceanic freshwater inventories. Changes in the oceanic mass of 
freshwater are here assumed to be entirely due to the addition of 
meltwater from grounded ice, as is approximately true if changes 
due to atmospheric water storage, groundwater storage, volcanic 
discharge, and sea-ice volume are relatively small. With these as-
sumptions, the glacial-to-modern freshwater budget is,

Mm = Mg + �Mice, (1)

where Mm and Mg are the masses of freshwater in the modern 
and glacial oceans, respectively, and the mass of ice, �Mice , in-
cludes all ice loss on the continents (including ice grounded on 
continental shelves) (e.g., Lambeck et al., 2014). Thus, the mass 
of ice necessary to balance the budget is equal to the freshwater 
mass difference between the modern and LGM oceans, �Mice =
Mm − Mg .

The mass of freshwater in the modern ocean is,

Mm =
X∫ Y∫ Zm∫

Zb

(1 − Sm)ρm dz dy dx, (2)

where X , Y , and Z are the longitudinal, latitudinal, and depth di-
mensions, respectively, Zm is modern sea level, Zb is the depth of 
the seafloor, Sm is the modern absolute salinity in units of mass of 
salt per mass of seawater, and ρm is the three-dimensional mod-
ern seawater density. The integrals are restricted to the volume of 
the ocean. Similarly, the freshwater mass of the LGM ocean is,

Mg =
X∫ Y∫ Z g∫

Zb

(1 − S g)ρg dz dy dx, (3)

where S g , ρg , and Z g are the LGM values of salinity, seawater den-
sity, and sea level, respectively. For ease of notation, the freshwater 
content (i.e., the density of freshwater in seawater) is defined,

ρ̃m = (1 − Sm)ρm, ρ̃g = (1 − S g)ρg, (4)

where (1 − Sm) and (1 − S g) are the freshwater mass fractions for 
the modern and LGM oceans and are bounded by 0 and 1 (e.g., 
Wijffels et al., 1992). The inferred mass of melted ice is equal to 
the difference in modern and glacial freshwater inventories,

�Mice =
X∫ Y∫ ⎧⎪⎨

⎪⎩
Zm∫

Zb

ρ̃m dz −
Z g∫

Zb

ρ̃g dz

⎫⎪⎬
⎪⎭dy dx, (5)

where the limits of the integrals must vary depending on the 
oceanic area. The integrands on the right hand side are the fresh-
water mass of the modern and LGM oceans, respectively.

2.2. Equivalent sea-level rise from ice loss

The rate of sea-level rise depends upon both the mass of ice 
loss and the oceanic area over which the meltwater is spread (e.g., 
Lambeck and Chappell, 2001). In particular, the rate of change of 
oceanic volume is, ∂V /∂t = ∂[A η]/∂t , where V is oceanic volume, 
η is the sea level, and A is the horizontal area of the ocean that 
depends on the vertical coordinate. The LGM ocean had about 6% 
less area than the modern-day (Smith and Sandwell, 1997; Becker 
et al., 2009) and thus rates of sea-level rise would have been 6% 
greater for a given ice loss. Furthermore, the rate of change of 
volume depends upon the mass added to the ocean, as seen by 
expanding equation (62) of Griffies and Greatbatch (2012) to in-
clude the time-evolving oceanic area:

∂[A η]
∂t

=
X∫ Y∫

Fice(x, y)

ρ(x, y, η)
dy dx + n, (6)

where the integral occurs over the oceanic area in the X and Y
dimensions, Fice(x, y) is the meltwater input per area, ρ(x, y, η)

is the seawater density at the sea surface, and n is a term due 
to non-Boussinesq steric effects related to seawater density change 
(see Section 4, Griffies and Greatbatch, 2012). Thus, the relation-
ship between meltwater input and sea-level rise is intricate.

Ice loss estimates are expressed as an equivalent sea-level rise 
by making three major assumptions: (1) meltwater input is spread 
evenly over the sea surface, (2) surface seawater density is well 
represented by a baseline value, ρ0, and (3) non-Boussinesq steric 
effects are negligible. To convert glaciological estimates of ice loss 
to an equivalent sea-level rise, the relevant oceanic surface area 
must be applied, but this information is often not available in 
published estimates. For this reason, we introduce a fourth as-
sumption, that the average deglacial oceanic area, Adg , can be 
substituted for the time-varying area (see Appendix A for calcu-
lating Adg ). This assumption leads to an underestimate of sea-level 
rise in the first half of the deglaciation, but a compensating over-
estimate in the second half.

Under the foregoing assumptions, we now refer to the equiva-
lent sea-level rise due to ice loss, �ηice , rather than the true sea-
level rise, �η. When applying these assumptions to equation (6), 
we obtain the rate of equivalent sea-level rise due to ice loss,

dηice

dt
= 1

ρ0 Adg

dMice

dt
, (7)

where ρ0 is a reference seawater density, Adg is the deglacial-
average oceanic surface area, and dMice/dt is the global rate of 
meltwater input (i.e., 

∫ X ∫ Y Fice dy dx). Integrating (7) from the 
LGM to the modern-day (i.e., tg to tm), the equivalent sea-level 
rise over the deglaciation is defined as (e.g., Lambeck and Chap-
pell, 2001),

�ηice = �Mice

ρ0 Adg
, (8)

where the oceanographic quantities on the right hand side are 
related to the glaciological estimates of the size of different ice 
sheets on the left hand side (e.g., Clark and Tarasov, 2014).

An explicit form of �ηice is formed by combining equations (5)
and (8),

�ηice = 1

Adg

X∫ Y∫ ⎧⎪⎨
⎪⎩

Zm∫
Zb

ρ̃m

ρ0
dz −

Z g∫
Zb

ρ̃g

ρ0
dz

⎫⎪⎬
⎪⎭dy dx, (9)

an ice-loss estimate inferred from the oceanic freshwater budget 
that is independent from glaciological estimates. Equation (9) is 
referred to as the “deglacial ice loss estimate” in the rest of this 
work.

2.3. Bias in deglacial ice loss estimates

Our focus is determining the potential bias in ice loss estimates 
when posed as an equivalent sea-level rise. To isolate the bias, 
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we assume that far-field estimates of a deglacial sea-level rise of 
�η = 130 m are correct (e.g., Clark et al., 2009) and that sea-level 
rose uniformly. The assumption that sea-level rose uniformly rules 
out the possibility to detect changes in local sea level due to circu-
lation change, but global-mean sea-level rise should be unaffected 
by the redistribution of mass by the circulation. Following the def-
inition of Adg in Appendix A and the rules for integral limits, the 
true sea-level rise, �η, is expressed in a form that is useful for 
comparison to equation (9),

�η = 1

Adg

X∫ Y∫ ⎧⎪⎨
⎪⎩

Zm∫
Zb

dz −
Z g∫

Zb

dz

⎫⎪⎬
⎪⎭dy dx. (10)

The bias in deglacial ice loss is the difference between the true 
sea-level rise and ice-loss estimates, B ≡ �η − �ηice , and is diag-
nosed by subtracting equation (9) from (10) to obtain,

B = 1

Adg

X∫ Y∫ ⎧⎪⎨
⎪⎩

Zm∫
Zb

ρ0 − ρ̃m

ρ0
dz −

Z g∫
Zb

ρ0 − ρ̃g

ρ0
dz

⎫⎪⎬
⎪⎭ dy dx. (11)

The quantity inside the curly brackets,

�h =
Zm∫

Zb

ρ0 − ρ̃m

ρ0
dz −

Z g∫
Zb

ρ0 − ρ̃g

ρ0
dz, (12)

represents the deglacial change in the height of a freshwater col-
umn relative to that of seawater with density, ρ0. The bias in ice-
loss estimates is the area-weighted average of the height change 
from each water column,

B = 1

Adg

X∫ Y∫
�h dy dx, (13)

which permits the regional sources of the bias to be diagnosed 
through the horizontally-varying field, �h.

To understand the unintuitive quantity, �h, it is decomposed 
with the definition of freshwater content to yield,

�h =
Zm∫

Zb

(
ρ0 − ρm

ρ0
+ Smρm

ρ0

)
dz −

Z g∫
Zb

(
ρ0 − ρg

ρ0
+ S gρg

ρ0

)
dz.

(14)

We define �hρ and �hs to be the LGM-to-modern height change 
due to seawater density and mass of salt, respectively,

�hρ =
Zm∫

Zb

ρ0 − ρm

ρ0
dz −

Z g∫
Zb

ρ0 − ρg

ρ0
dz,

�hs =
Zm∫

Zb

Smρm

ρ0
dz −

Z g∫
Zb

S gρg

ρ0
dz, (15)

where these two factors explain the total change, i.e., �h = �hρ +
�hs . Note that salt affects both terms, through the mass of the salt 
and by the effect of salinity on density.

If seawater expands, then �hρ is positive and less ice loss is 
needed for a given sea-level rise. The quantity, �hρ , appears to be 
related to the steric height (e.g., Gill and Niiler, 1973), but here is 
calculated with a fixed ρ0 in the denominator rather than a chang-
ing reference density with pressure. Later we show that �hρ is 
influenced more by deep-ocean water-mass properties than ther-
mocline depth, unlike steric height. While steric height changes are 
usually decomposed into thermosteric and halosteric contributions 
(e.g., Munk, 2002), here �hρ is also influenced by the pressure 
loading of meltwater. This effect is hidden in the differing inte-
gral limits of equation (15). Seawater contraction due to increased 
pressure counteracts the expansion due to warming and freshening 
over the deglaciation.

The vertical integral of Sρ/ρ0 is related to the thickness of salt, 
hs , that is dissolved in a column of seawater. Although salt may 
be close to conserved globally, spatial redistributions yield locally 
nonzero values of �hs . The additional mass of salt would cause lo-
cal sea-level rise without any addition of meltwater. If salt is added 
over the deglaciation, then �hs and the bias have a positive sign, 
and salt accounts for some of the deglacial sea-level rise. Note that 
salt also affects seawater density, where sea-level drop due to the 
contraction of seawater by salinification partially compensates the 
sea-level rise due to additional mass. In summary, the key equa-
tions used to estimate deglacial sea-level rise are (13), (14), and 
(15).

2.4. LGM reconstructions

For our primary calculations, we use a global gridded recon-
struction of LGM temperature and salinity derived by combining 
a transient ocean circulation model with paleoceanographic obser-
vations (Gebbie, 2012, hereafter, G12). We define the LGM to be 
at the time of the coldest mean oceanic temperature and high-
est mean seawater oxygen-isotope ratio, δ18Ow , which is 18,000 
yr before present in this dataset. Observational constraints include 
the MARGO project LGM sea surface temperature (Kucera et al., 
2006; Waelbroeck et al., 2009), abyssal temperature and salinity 
derived from four porewater measurements (Adkins et al., 2002), 
and timeseries of benthic foraminiferal δ18O in the deep Atlantic 
and Pacific (Skinner and Shackleton, 2005). In addition, this esti-
mate is fully transient with a time evolution such that it leads to 
the modern-day temperature and salinity climatology of the World 
Ocean Circulation Experiment (Gouretski and Koltermann, 2004). 
The reconstruction is gridded with 4◦ × 4◦ horizontal resolution 
and 33 vertical levels with enhanced upper-ocean resolution of 8 
levels in the upper 130 m. Glacial ocean computations are un-
dertaken on the same grid, but the sea-level drop is assumed to 
be 130 m as indicated by far-field estimates. As sea level is as-
sumed to rise uniformly, changes in ocean circulation (e.g., Wunsch 
and Stammer, 1998), visco-elastic effects of the solid Earth (e.g., 
Mitrovica and Peltier, 1991), and gravitational self-attraction of ice 
sheets (e.g., Kopp et al., 2015) are omitted.

The G12 reconstruction produced estimates of potential temper-
ature, θ , and the oxygen-isotope ratio of seawater, δ18Ow , that are 
converted here to Conservative Temperature and Absolute Salin-
ity for use with the thermodynamic equation of state (IOC, SCOR, 
and IAPSO, 2010). The calculations (see Appendix B) assume that 
global-mean δ18Ow reflects the dilution of the ocean, and that spa-
tial variations reflect evaporation, precipitation, and sea-ice pro-
cesses (Rohling and Bigg, 1998). Many of the uncertainties in 
glacial salinity (Schmidt, 1999; Rohling, 2007), however, are unre-
solved here. The LGM temperature estimate is also uncertain due 
to the sparsity of the proxy data. For these reasons, we refer to 
the LGM reconstruction as Scenario G12. Later in this work, we 
introduce three other glacial scenarios in order to determine the 
sensitivity of our findings.

At every location on the 3D grid, we use the thermodynamic 
equation of state to diagnose ρm , ρg , ρ̃m , and ρ̃g (IOC, SCOR, and 
IAPSO, 2010) for the glacial reconstructions and a modern recon-
struction based on World Ocean Circulation Experiment climatol-
ogy (Gouretski and Koltermann, 2004). Here the reference density 
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Fig. 1. Column-integrated contribution, �h(x, y), to the bias in inferred ice loss, as diagnosed from LGM scenario G12. The area-weighted average of this field yields the 
difference between global sea-level rise and the inferred ice loss: 2.6 m.
is defined as IAPSO standard seawater (Culkin and Ridout, 1998) of 
ρ0 = 1026.0 kg/m3 (i.e., Absolute Salinity: S = 35.156 g/kg, Conser-
vative Temperature: 	 = 15.0 ◦C). This choice closely follows the 
reference density used in multiple glaciological works (e.g., Lam-
beck and Chappell, 2001; Maris et al., 2014; Patton et al., 2016). 
Later we test using freshwater as an alternative reference density.

3. Results

3.1. Deglacial ice loss scenario

The contribution to bias in ice-loss estimates is diagnosed in 
each water column of Scenario G12 according to equation (14). 
The column-integrated bias, �h(x, y), exceeds 4 m in the Mediter-
ranean Sea and many shallow shelf waters (Fig. 1). The bias is 
positive almost everywhere in the global ocean, except in the At-
lantic sector of the Southern Ocean, which will be investigated 
later. With the convention used here (i.e., equation (11)), the pos-
itive bias indicates that ice-loss estimates, �ηice , are smaller than 
the true sea-level rise, �η.

The spatial pattern of �h(x, y) in Fig. 1 is strongly influenced 
by deglacial water-mass changes and the seafloor depth, but bears 
little resemblance to the deglacial change in steric height that in-
stead shows changes in the location and strength of the oceanic 
gyre circulations (not shown). Recall that �h(x, y) should not be 
viewed as a map of local sea-level rise, but instead of regional 
contributions to the bias in global sea level.

The amount of deglacial ice loss necessary to balance the 
oceanic freshwater budget is diagnosed as the area-weighted av-
erage of �h(x, y) from equation (13). The resulting global bias of 
B = 2.6 m indicates that the necessary ice loss is 2.6 m less than 
the true sea-level rise. For a deglacial sea-level rise of 130.0 m, 
127.4 m of ice loss is therefore necessary to balance the fresh-
water budget. The area-average bias of 2.6 m is somewhat smaller 
than the 3 m seen in the North Atlantic due to compensating small 
values in the Southern Ocean and elsewhere.
3.2. Bias from seawater density change

As salt is nearly conserved over the deglaciation, the bias in ice 
loss estimates must be dominated by the seawater density effect. 
This density effect, �hρ , has a range from −1 to 5 m that is similar 
to that from �h (Fig. 2). When taking the area-weighted average 
of the �hρ field, we find that the global effect is 2.5 m, confirming 
its dominant influence on the global-mean bias of 2.6 m diagnosed 
above.

The global-mean height change due to seawater density, �hρ , 
is primarily a consequence of a large-scale hydrographic shift. Con-
sider the case that the modern ocean is a two-layer system with 
a density, ρlid , above LGM sea level and ρint below LGM sea level, 
where the overbar represents a global average in this layer. The 
descriptor, “lid,” refers to the layer above LGM sea level (i.e., melt-
water lid) and “int” refers to the ocean below LGM sea level (i.e., 
the interior). If the LGM ocean is treated as homogeneous with 
density, ρg , then the first equation in (15) reduces to,

�hρ = −hg
�ρ

ρ0
(16)

where we define �ρ = ρint −ρg , we assume that ρlid ≈ ρ0 so that 
no contribution arises from above LGM sea level, and hg is average 
depth of the LGM (or interior) ocean. Even though both the LGM 
and modern seawater density appear very similar and increase by 
about 30 kg/m3 from the surface to the abyss (Fig. 3), the modern 
density is offset by about −0.7 kg/m3 relative to the LGM (Fig. 4). 
Substituting representative parameters into (16), we predict a den-
sity effect of 2.8 m ([4 × 103 m] × [7 × 10−1 kg/m3]/[103 kg/m3]), 
similar to the full calculation yielding 2.5 m above.

To determine the relative influence of temperature and salinity 
change, we approximate the deglacial change in density by a linear 
equation of state,

�ρ ≈ ρ0[−α�	 + β�S + γ �p], (17)

where �	, �S , and �p are the global-average pointwise changes 
in temperature, salinity, and pressure between the LGM and the 
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Fig. 2. Column-integrated contributions to the bias in ice-loss estimates from (top panel) changes in seawater density, �hρ(x, y), and (bottom panel) changes in the salt 
inventory, �hs . The contour interval is 1 m.
interior modern ocean at the same location. The coefficients of 
thermal expansion, haline contraction, and compressibility are α, 
β , and γ , respectively. The global-mean temperature profile in G12 
has a similar structure as the modern day, but with a more homo-
geneous deep ocean that approaches the freezing point of seawater 
(top left, Fig. 3). The inferred deglacial temperature change is an in-
crease of 3 ◦C in the upper ocean and 2 ◦C in the abyss (Fig. 4). 
The G12 global-mean salinity is about 36 g/kg as is expected from 
the concentration of salt due to loss of freshwater to land ice (top 
right, Fig. 3), and salinity is even higher in Antarctic Bottom Water 
(AABW) as constrained by porewater data (Adkins et al., 2002). The 
deglacial salinity decrease is between 1.0 g/kg and 1.4 g/kg when 
averaged over depth, where mid-depths have the least freshening 
because of the relative saltiness of modern North Atlantic Deep 
Water (NADW). By application of the linear equation of state with 
representative values (i.e., ρ0 = 103 kg/m3, α = 1 × 10−4 (◦C)−1, 
�	 = 3 ◦C, β = 7 × 10−4 kg/g, �S = −1.2 g/kg, γ = 4 × 10−6
dbar−1, �p = 130 dbar), we estimate that temperature and salin-
ity act to expand seawater by 0.3 and 0.9 kg/m3, respectively, 
while the additional pressure load of meltwater contracts seawa-
ter by 0.5 kg/m3. These contributions combine to yield a density 
change of �ρ = −0.7 kg/m3 that agrees with the lower left panel 
of Fig. 4.

Deglacial freshening is the largest contributor to the density ef-
fect and bias in ice-loss estimates, yet the halosteric effect when 
adding meltwater has been estimated to be vanishingly small (e.g., 
Lowe and Gregory, 2006). The halosteric effect is indeed small 
when considering the compensating effects of deglacial freshening 
below LGM sea level and the salinification of meltwater above LGM 
sea level. The equivalent sea-level metric, however, uses a baseline 
density that renders the density effect above LGM sea level small 
(recall equation (16)), and only the freshening effect from below 
LGM sea level remains. Because the salinity effect does not vanish 
in our analysis, we do not refer to a “halosteric” or “thermosteric” 



G. Gebbie et al. / Earth and Planetary Science Letters 515 (2019) 112–124 117
Fig. 3. Global-mean modern (red line) and LGM (blue line) depth profiles for (top left) Conservative Temperature, (top right) Absolute Salinity, (bottom left) seawater density, 
and (bottom right) freshwater content (offset by 1000 kg/m3). The shaded range indicates the 5th and 95th percentiles of the spatial variability for modern (red dashed lines) 
and LGM (blue dashed lines) distributions. The bottom two panels are magnified in the next figure for better visibility.
effect in this work, as such terms are ambiguous when significant 
amounts of meltwater are added (e.g., Jordà and Gomis, 2013).

The seawater density effect is not uniformly positive (top panel, 
Fig. 2), as the highest positive values are over the abyssal plains 
and smaller values are seen on the continental shelves and mid-
oceanic ridges. The regional variations are explained by considering 
the depth of the ocean, where the density effect is proportional to 
the ocean depth from equation (16). Negative values in the Arctic 
are explained by the strong Arctic halocline reconstructed by G12. 
These fresh LGM surface waters became saltier over the deglacia-
tion in contrast to the global trend. Even in the Arctic subsurface, 
water freshened an amount, 0.3 g/kg, that is significantly less than 
the global mean of 1.2 g/kg. Thus the expansion effect by salinity is 
reduced or eliminated in this region. The remaining pressure effect 
then dominates and results in deglacial seawater contraction.

3.3. Bias from addition of salt

The spatial field of �hs reflects the redistribution of salt over 
the deglaciation (bottom panel, Fig. 2). The increase of salt in the 
Arctic and around Antarctica is closely balanced by a decrease in 
salt elsewhere, such that the area-average of �hs is just 1 cm. Ac-
cordingly, salt is not perfectly conserved in Scenario G12, as the 
modern ocean has 0.01% more salt than the LGM, and this salt 
causes sea level to stand just slightly higher. The effect of �hs on 
the bias in ice-loss estimates is therefore insignificant relative to 
the density effect.

To understand the spatial pattern of �hs , we average the sec-
ond equation in (15) under the assumption that the modern ocean 
has two homogeneous layers: the lid and the interior. Defining 
�S = Sint − S g and assuming ρlid ≈ ρint ≈ ρ0, we obtain an ap-
proximate relation,

�hs ≈ �ηSlid + hg �S, (18)

where the term, hg Sint �ρ/ρ0, and higher-order terms are ne-
glected because they are at least an order of magnitude smaller. In 
the global average, the first term is balanced by the second term, 
as the excavation of salt into the lid is balanced by a freshening 
in the interior. A similar scaling could be derived for any local 
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Fig. 4. Depth profile of global-mean modern minus LGM difference (black lines) in (top left) Conservative Temperature, (top right) Absolute Salinity, (bottom left) seawater 
density, and (bottom right) freshwater content. The range of values (gray shading) represents the 5th and 95th percentiles of the spatial variability.
water column, and here is used to investigate the large negative 
values in the Weddell Sea. LGM AABW is reconstructed to be as 
much as 2.0 g/kg saltier than the relatively-fresh modern vintage 
(e.g., Adkins et al., 2002), implying a large deglacial freshening and 
relatively-high modern freshwater content. According to the scal-
ing in equation (18), �hs is expected to be as negative as −4 m 
([1.3 × 102 m] × [3 × 10−2 kg/kg] + [4 × 103 m] × [−2 × 10−3

kg/kg]). The scaling is consistent with the equivalent of 5 m of salt 
that is exported from the Weddell Sea according to G12. A signal of 
the opposite sense (i.e., �hs > 0) is apparent in the North Atlantic, 
where relatively less freshening occurred over the deglaciation.

The anticorrelation between the top and bottom panels of Fig. 2
is also explained by investigating salinity. We expand equation (16)
using (17) and then add (18) to obtain a relation for the sea-level 
bias,

B ≡ �h ≈ �ηSlid + hg
{
α�	 + (1 − β)�S − γ �p

}
. (19)

The sensitivity of �h/hg to salinity change is 1 − β and includes 
two effects. The direct salinity effect of raising sea level by the ad-
dition of salt gives the positive sensitivity of 1, and can be tracked 
through the �hs contribution. The indirect salinity effect of haline 
contraction causes a negative sensitivity of β ≈ 0.7 kg/kg through 
the density contribution, �hρ . Equation (19) also holds locally so 
long as the averages are defined over a water column. The local 
competition between the two salinity effects gives rise to the anti-
correlation in the spatial patterns of �hs and �hρ (Fig. 2).

4. Discussion

4.1. Comparison of LGM scenarios

The G12 temperature and salinity reconstruction is highly un-
derconstrained by data. The sensitivity of the results in Section 3
is analyzed through three additional LGM reconstructions that are 
constrained by differing combinations of data (Table 1). Scenario 
G14 is the primary solution of Gebbie (2014), and primarily uses 
Atlantic benthic foraminiferal data of δ13C, δ18O, and Cd data, but 
the porewater data is omitted. The alternate solution from that 
work (hereafter, G14A), is identical but restricts δ13C to be no more 
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Table 1
LGM scenarios. Scenarios are derived from a transient model (checkmark in column 2) or equilibrium model (“X” in 
column 2). Columns 3 − 7 indicate the number of observations for each data type: MARGO sea surface temperature 
(column 3), porewater data (column 4), benthic foraminiferal δ18O (column 5), benthic foraminiferal δ13C (column 6), 
and benthic foraminiferal Cd/Ca (column 7). The original reference for each reconstruction is given under Reference.

Name Transient MARGO SST Porewater δ18O δ13C Cd/Ca Reference

G12 � 2806 4 2 0 0 Gebbie (2012)
G14 × 2806 0 241 174 87 Gebbie (2014)
G14A × 2806 0 241 174 87 Gebbie (2014)
GPLS2 × 2806 0 492 492 0 Gebbie et al. (2015)
depleted than −0.2� in an attempt to gauge the potential influ-
ence of the Mackensen et al. (2000) effect. Scenario GPLS2 is the 
secondary solution from Gebbie et al. (2015) and is constrained 
with a global compilation of over 400 δ18O and δ13C data points, 
but does not include Cd or porewater data. The primary solution 
from that work (hereafter, GPLS1) is not used because there was 
an unreasonably large deglacial sink of 1.7% of oceanic salt. Of the 
four LGM solutions, only G14A has NADW that is shoaled rela-
tive to the modern day, and only Scenario G14 has a significantly 
increased amount of accumulated remineralized phosphate in the 
deep Atlantic.

The lack of agreement in the global-mean profile of LGM-to-
modern density change clearly illustrates the remaining uncer-
tainty amongst the four LGM reconstructions (Fig. 5). In the upper 
ocean, the estimated density change varies by a factor of 4, be-
tween −0.3 kg/m3 and −1.2 kg/m3. In the deep ocean, variations 
on the order of 25% exist. In addition, the vertical structure of den-
sity is not consistent, as two inversions have a generally monotonic 
change with depth (G14, G14A), and two do not. Similar deviations 
exist in the vertical structure of freshwater content. The freshwater 
content has a smaller deglacial increase according to G12 relative 
to the other reconstructions.

The range of freshwater changes can be traced back to uncer-
tainties in the LGM temperature and salinity fields. The estimated 
range of surface temperature change is from 1 ◦C to 3 ◦C, and the 
global-mean temperature change has a similarly large range. Heavy 
noble gas measurements from bubbles trapped in WAIS Divide ice 
sheet suggest a global-mean oceanic temperature change of 2.6 ◦C 
(Bereiter et al., 2018), within our range of reconstructions. The 
global-mean salinity change is expected to be near −1.17 g/kg 
due to dilution by meltwater without any deglacial warming, and 
−1.15 g/kg with a deglacial warming of 2.5 ◦C (Appendix C). In 
addition, the reconstructions permit small amounts of salt to be 
added or removed during the flooding of the continental shelves. 
More specifically, the deglacial change in salt inventory is 0.01%, 
0.07%, −0.03%, and −0.32% of the modern inventory, for G12, G14, 
G14A, and GPLS2, respectively. The resulting global-mean salinity 
change is −1.14, −1.12, −1.15, and −1.26 g/kg, indicating some 
remaining uncertainty. The freshwater content is better correlated 
with salinity change rather than density change, in agreement with 
the �S coefficient in equation (19).

Despite wide variations in temperature and salinity between 
the four reconstructions, there is general agreement in the regional 
pattens, �h(x, y), of the depth-integrated ice-loss bias (Fig. 6). All 
scenarios are dominated by positive values up to 5 m. Some of 
the spatial patterns are consistent as would be expected due to 
bathymetric features, such as the relatively low bias due to the 
decreased water depth above the Mid-Atlantic Ridge and East Pa-
cific Rise. The area-averaged bias, B , is 2.6, 2.4, 2.1, and 2.0 m 
in the four reconstructions. Thus, the ice loss needed to explain 
the deglaciation is 127.4, 127.6, 127.9, and 128.0 m of sea-level 
equivalent in scenarios G12, G14, G14A, and GPLS2, respectively. 
All scenarios suggest that less ice is needed than the assumed true 
sea-level rise of 130.0 m (Table 2).
4.2. Dependence on global mean changes

While many regional variations exist and the equation of state 
is nonlinear, we hypothesize that the differences between the four 
scenarios can be explained by global-mean temperature and salin-
ity changes. We next test the skill of the following relationship,

B ≈ a1�	 + a2�S + a3, (20)

where a1, a2 and a3 are regression coefficients, and �	 and �S
are the average Conservative Temperature and Absolute Salinity 
change below LGM sea level. We compute �	 and �S by dif-
ferencing the LGM and modern properties at the same location, 
and then taking the average. Thus, the modern ocean above 130 
m depth is not considered because it has no LGM analog. Given 
the four deglacial scenarios, we have four independent constraints 
on the three unknown coefficients, a1, a2, and a3. Using an ordi-
nary least squares method, we find a1 = (0.5 ± 0.1) m/◦C, a2 =
(0.8 ± 0.6) m/(g/kg), and a3 = (2.2 ± 0.8) m. Equation (20) with 
the a1, a2, and a3 coefficients reproduces the complete 3D analy-
sis with a root-mean-square error of less than 1 cm (Fig. 7). Thus, 
global-mean hydrographic shifts are the dominant driver of biases 
in inferred ice loss.

The empirically-derived coefficients are consistent in sign and 
magnitude with those expected from the equation of state. From 
equation (19), we have a scaling for B . Assuming an average ther-
mal expansion coefficient of α = 1 × 10−4 (◦C)−1 and a typical 
haline contraction coefficient of β = 7 × 10−4 (kg/g), substitution 
into (19) predicts a value of a1 = 0.42 m/◦C and a2 = 1.16 m/(g/kg) 
that are consistent with the regression results. The value of a3 is 
set by the sum of two terms. Substituting γ = 4 × 10−6 dbar−1

and �p = 130 dbar yields a contribution of −hgγ�p = −2.0 m to 
a3 from below LGM sea level. Above LGM sea level we substitute 
�η = 130 m and Slid = 0.035 kg/kg to find a bias of �ηSlid = 4.5
m. Combining the two, we find a final predicted value of a3 = 2.5
m that is also consistent with the regression coefficient.

The regression coefficient, a1, gives the sensitivity of the bias 
to the LGM-to-modern temperature change. The value of a1 =
(0.5 ± 0.1) m/◦C is specific to the long-term evolution of the 
deglaciation that permits deep ocean adjustment. A related quan-
tity is the thermal expansion sensitivity, which has been diagnosed 
from steric height changes as 0.13 m/◦C in 20th Century observa-
tions (Bindoff et al., 2007) and 0.17 m/◦C from climate models 
of the last interglacial (McKay et al., 2011). These studies likely 
have smaller values because of their focus on the upper 700 m 
only. The thermal expansion effect that includes deep ocean ad-
justment is uncertain but likely larger and in the range of 0.2–0.6 
m/◦C (Meehl et al., 2007). Our estimate of the bias sensitivity is 
within this range, although near the upper end.

4.3. Other deglacial temperature change estimates

Our four scenarios of LGM temperature and salinity may not 
represent the true range of uncertainty. Here we use the re-
gression results of the previous section to assess the uncertainty 
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Fig. 5. Depth profile of global-mean modern minus LGM difference in (top left) Conservative Temperature, (top right) Absolute Salinity, (bottom left) density, and (bottom right) 
freshwater content. The differences are plotted for four scenarios: G12 (blue), G14 (red), G14A (yellow), and GPLS2 (purple).
with independent information. Assuming that salt is conserved as 
computed in Appendix C, temperature information is sufficient to 
make an estimate of the bias. Collapsing Fig. 7 along the line 
where salt is conserved (i.e., �S = �Scons) yields a relation for 
B that solely depends on temperature change (Fig. 8). Deep-ocean 
foraminiferal oxygen isotopic ratios suggest a temperature change 
of 	m − 	g = 3.0 ± 1.0 ◦C (Elderfield et al., 2012), but this tem-
perature difference is computed differently than our regression 
analysis. To find the global-average change below LGM sea level 
consistent with the regression equation, a shift of −0.4 ◦C must 
be applied. Applying a temperature change of �	 = 2.6 ± 1.0 ◦C, 
we estimate that the necessary ice loss was 127.4 ± 0.5 m when 
propagating the uncertainties in the temperature and regression 
coefficients. Thus the bias is 2.6 ±0.5 m less than the assumed 130 
m of sea-level rise. A recent estimate of global-mean temperature 
change from heavy noble gas measurements in ice sheet bubbles 
is 	m − 	g = (2.57 ± 0.24) ◦C (Bereiter et al., 2018), which gives 
a pointwise difference of �	 = (2.17 ± 0.24) ◦C below LGM sea 
level. The bias then has a similar central estimate but with smaller 
error bars: B = 2.33 ± 0.13 m.

The deglacial salt budget is unlikely to be perfectly conserved 
due to the dynamics of sediment exchange, riverine transport, and 
the carbon cycle. Also, global-mean salinity changes can occur due 
to changes in sea ice, yet these do not change the net amount of 
salt. To account for these processes, the four reconstructions were 
not constrained to conserve salt perfectly. If deglacial flooding ex-
humes salt from the continental shelves, then sea level rises due 
to the addition of the mass of salt, but seawater contracts due to 
the increased salinity. Both effects are of the same order, but the 
positive coefficient, a2, indicates that the direct effect due to the 
mass of salt wins out. If the global-mean salinity field is not con-
strained better than ±0.2 g/kg, the salt budget therefore incurs an 
additional uncertainty, leading to a bias of 2.33 ± 0.21 m when 
using the Bereiter et al. (2018) deglacial warming estimate. When 
using the Elderfield et al. (2012) estimate, on the other hand, the 
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Fig. 6. Column-integrated contributions to the bias in ice-loss estimates calculated from four reconstructions: G12 (top left), G14 (top right), G14A (bottom left), and GPLS2 
(bottom right).

Table 2
LGM-to-modern global mean of Conservative Temperature pointwise difference (column 2, computed as the modern in-
terior minus glacial values), difference of global mean Conservative Temperature (column 3), mean pointwise-difference 
of Absolute Salinity (column 4), difference of mean Absolute Salinity (column 5), estimated ice loss in equivalent sea 
level (column 6), and difference between sea-level rise and ice loss (column 7), as estimated in four LGM reconstruc-
tions (column 1): G12, G14, G14A, and GPLS2.

LGM Scenario �	 	m − 	g �S Sm − S g �ηice B
[◦C] [◦C] [g/kg] [g/kg] [m] [m]

G12 2.62 3.03 −1.14 −1.13 127.4 2.6
G14 2.17 2.57 −1.12 −1.12 127.6 2.4
G14A 1.69 2.09 −1.16 −1.15 127.9 2.1
GPLS2 1.63 2.03 −1.26 −1.26 128.0 2.0
inferred bias and error bars are not significantly changed due to 
the already-existing large uncertainty from temperature.

4.4. Physical mechanisms leading to bias

When meltwater is added but mean ocean temperature doesn’t 
change, the regression suggests that the inferred ice loss would 
still be biased low. The salinity change for 130 m of sea-level rise is 
�S = −1.17 g/kg due to dilution. Substituting into the regression 
of equation (20), we find that the bias is 1.2 m. As temperature 
doesn’t change in this case, the bias must arise from other factors.

To identify the physical mechanisms behind the bias, the re-
gression equation (20) must be modified to relax the assumption 
of a sea-level rise of 130 m. In the modern ocean, the mass of 
salt above LGM sea level, �ηSlid , displaces freshwater and con-
tributes to the ice-loss bias. This bias is compensated below LGM 
sea level, however, by a loss of salt with mass, hg �S . When salt 
is conserved over the deglaciation, these two effects are balanced. 
Eliminating these canceling terms, equation (19) reduces to,

Bcons ≈ �η
{
β Sint − γ P hg

}
, (21)

where P is the conversion factor from meters of sea level to pres-
sure in decibars, and the following assumptions are made: �	 = 0, 
�S = −Slid�η/hg , and �p = P�η. For any meltwater added to 
the ocean (i.e., �η �= 0), a bias will be incurred unless the salin-
ity and pressure terms in the curly brackets of (21) balance. This 
balance depends upon quantities that are available in the modern 
ocean, where we find that the salinity term wins out ([7 × 10−4

kg/g] ×[35 g/kg]= 2.4 × 10−2) over the pressure term ([4 × 10−6

dbar−1] × [1 dbar/m] ×[4 × 103 m]= 1.6 × 10−2). As these param-
eters are well constrained, this analysis predicts that any addition 
of meltwater will lead to a positive bias.
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Fig. 7. The ice-loss bias as a function of the modern-minus-LGM difference in mean 
temperature (�	, y-axis) and salinity (�S , x-axis) below LGM sea level. The diag-
nostics from four LGM scenarios (open symbols, text values of bias) are placed in the 
context of a multiple linear regression model (background colors and contours). The 
case where salt is conserved and salinity is well mixed is emphasized (red line). (For 
interpretation of the colors in the figure(s), the reader is referred to the web version 
of this article.)

Fig. 8. The ice-loss bias as a function of the modern-minus-LGM difference in mean 
temperature below LGM sea level (�	, x-axis) in a case where salt is perfectly 
conserved. The biases from four LGM scenarios are included. The thick black line is 
the regression equation for B , where deviations from the line occur in part due to 
the imperfect conservation of salt (symbols).

All of the preceding analysis follows from a consideration of 
the distribution of freshwater content, ρ̃ . Even though the LGM 
ocean was at a higher density than the modern at all depths where 
both oceans existed, the relationship is reversed when considering 
the freshwater content (bottom panel, Fig. 4). Instead, freshwater 
content increased over the deglaciation. A seemingly-natural con-
clusion is that even more ice melt must be added to the deglacial 
ocean to provide the increased freshwater content, but this addi-
tion is compensated by a flux of salt into waters above LGM sea 
level. What remains is the effect of seawater density on freshwater 
content changes. Below LGM sea level, deglacial freshening causes 
expansion that exceeds the contraction due to the additional pres-
sure loading of meltwater. This competition explains the results 
of the scaling argument in the previous paragraph. Any deglacial 
warming will augment the expansion due to freshening. Together 
the temperature and salinity effects require less deglacial ice loss 
to explain a given rise in sea level.
4.5. Modifying the definition of sealevel equivalent

Ice-loss estimates are easily modified by replacing the baseline 
seawater density, ρ0, with the density of freshwater. The use of 
freshwater density causes the ice-loss estimate, �ηice , to be about 
3% greater due to the denominator in equation (8). In this case, 
�ηice almost always exceeds �η and the bias is negative. There-
fore, using ρ0 = 1000 kg/m3 also leads to a bias, but one where 
ice-loss estimates would be too large. There is no choice of refer-
ence density that eliminates bias in all cases.

5. Conclusion

Estimates of ice loss over the deglaciation do not appear to 
account for the full sea-level rise as inferred from far-field tech-
niques, but up to three meters of the discrepancy can be explained 
as an artifact of expressing ice loss in terms of sea level equivalent. 
The difference between ice-loss estimates and actual sea-level rise 
occurs due to the changing distribution of freshwater during the 
deglaciation. Here we use four reconstructions of LGM temperature 
and salinity to put bounds on what this freshwater content change 
might have been. For a true deglacial sea-level rise assumed to be 
130 m, four LGM reconstructions bracket the ice loss to a range 
of 127.4 to 128.0 m. Independent estimates of temperature change 
suggest that the plausible range may be as large as 127.4 ± 0.5 m. 
Despite remaining uncertainties in the spatial structure of freshwa-
ter content change, the sign of the effect on global-mean sea level 
is robust in all cases examined here.

Deglacial changes in freshwater content are affected by both the 
seawater salinity and density. While salinity changes imply that 
both the mass and the seawater density are changed, the seawater 
equation of state determines that the mass effect is most impor-
tant for local sea level. Although deglacial salinity changes are 
large, there is a global balance between the salt lost below LGM 
sea level and that gained above LGM sea level. Thus, the salinity 
effect on freshwater content nearly cancels in the global average, 
such that the remaining seawater density effect is most important 
for determining the amount of deglacial ice loss. Expansion of sea-
water requires less ice loss for a given sea-level rise.

For any period of sea-level rise, there is a built-in tendency 
for an ice-loss estimate inferred from ocean changes to be biased 
low. Over the deglaciation, for example, the ocean below LGM sea 
level freshens due to dilution but is subject to a greater pres-
sure due to meltwater loading. The haline expansion outweighs 
the compression by the pressure effect. Even without any deglacial 
ocean warming, the ice-loss estimate inferred from ocean proper-
ties would be biased low relative to the true sea-level rise. This 
bias is intrinsic to the expression of ice loss in terms of equiva-
lent sea-level rise. When deglacial temperature rise is also taken 
into account, seawater further expands and therefore the bias in 
the inferred ice loss is even larger.

How could the definition of sea level equivalent be refined to 
eliminate the bias? The description of ice loss in terms of its most 
basic unit, kilograms, is advisable, but this requires a careful re-
analysis of the glaciological literature. In addition, it is often help-
ful to provide an approximate sea level equivalent, so it is difficult 
to envision a future where this term is completely eliminated. For 
ice mass to be translated into sea-level rise accurately, knowledge 
of density, the timing of oceanic meltwater input, and the hyp-
sometry of the seafloor are key and cannot be avoided. One way 
forward is to retain the conventional definition of equivalent sea 
level, and to use the regression analysis of this work to correct for 
the bias over the last deglaciation. A different correction may have 
to be applied to meltwater addition in the modern ocean, however, 
as modern warming has had less time to penetrate to depth. Ulti-
mately, we expect that an adjustment of existing ice loss estimates 
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will reduce the amount of missing LGM ice, although it appears 
that some discrepancy with far-field sea-level rise estimates still 
remains (e.g., Simms et al., 2019).
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Appendix A. Deglacial-average ocean area

The deglacial change in ocean volume is,

�V ≡
Zm∫

Z g

X∫ Y∫
dy dx dz =

Zm∫
Z g

A(z) dz, (A.1)

where the horizontal area of the ocean is a function of the verti-
cal coordinate, A(z). In our case, the volume change is calculated 
assuming the sea-level change of 130 m (i.e., �η ≡ Zm − Z g = 130
m). Here we define Adg such that it gives the true deglacial vol-
ume change:

�V ≡
Zm∫

Z g

Adg dz. (A.2)

Rearranging this equation yields,

Adg ≡ �V

�η
= 1

�η

Zm∫
Z g

X∫ Y∫
dy dx dz, (A.3)

where the deglacial-average area is equal to the oceanic volume 
above LGM sea level divided by the sea-level rise, �η. This defini-
tion is only valid in cases where the sea-level changes.

Appendix B. Inputs to the thermodynamic equation of state

Scenario G12 δ18Ow is translated to Absolute Salinity for use 
with the 2010 thermodynamic equation of state. Changes in mean-
ocean δ18Ow are assumed to reflect dilution by meltwater, and 
the G12 estimate of a global-mean LGM-to-modern δ18Ow change 
of −1.03� is scaled to a global-mean salinity change. To obtain 
the scaling coefficient, we take the unbiased estimate of salinity 
change from Appendix C: −1.17 g/kg.

Spatial variations in δ18Ow and salinity are due to evapora-
tion, precipitation, and sea-ice processes that are distinct from the 
global dilution signal (e.g., Rohling and Bigg, 1998). The porewa-
ter data (Adkins et al., 2002) is best fit with a linear relationship 
where the ratio between salinity and δ18Ow deviations is 4:1. This 
ratio is larger than that found in the modern ocean (e.g., Gebbie 
and Huybers, 2006), which is closer to 2:1 in the subtropical and 
tropical oceans. Combining the global mean and spatial deviations, 
the empirical relationship for glacial salinity is,

S g = S g + 4(δ18Ow ]g − δ18Ow ]g), (B.1)

where LGM global-mean salinity is higher than the modern, S g =
Sm + 1.17 g/kg (Appendix C), and similarly for the global-mean 
oxygen-isotope ratio of seawater, δ18Ow ]g = δ18Ow ]m +1.03�.

For the reconstructions, G14, G14A, and GPLS2, gridded fields 
of LGM practical salinity were produced by the original works. To 
translate to Absolute Salinity, the modern-day lookup table pro-
vided by the Gibbs seawater toolbox is not applicable to the glacial 
ocean, as the carbon cycle was likely in a different state. Instead 
we use an empirical relationship between phosphate and the non-
conservative part of salinity (see Appendix A1, Gebbie et al., 2016) 
that captures about half of the variance in the carbon cycle effect.

For all reconstructions, Absolute Salinity is first determined. 
Then, Conservative Temperature is determined from potential tem-
perature and Absolute Salinity using the MATLAB Gibbs seawater 
toolbox (IOC, SCOR, and IAPSO, 2010).

Appendix C. Salinity change due to dilution

The goal of this appendix is to diagnose the deglacial change 
in salinity due to dilution from modern quantities. If there is no 
deglacial source or sink of salt, the salt budget is,

S̄ gMg = S̄mMm, (C.1)

where S̄ g is mean glacial salinity, Mg is the LGM mass of seawa-
ter, S̄m is mean modern salinity, and Mm is the modern mass of 
seawater. Rearranging, the global-mean LGM salinity is,

S̄ g = Mm

Mg
S̄m. (C.2)

In order to better relate to the quantities in the main text, the LGM 
salinity is further decomposed into contributions from above and 
below LGM sea level,

S̄ g = 1

Mg
( S̄ intMint + S̄lidMlid), (C.3)

where S̄ int and Mint correspond to quantities below LGM sea 
level, and S̄lid and Mlid correspond to quantities above LGM sea 
level. This expression, however, depends on the LGM mass of sea-
water in addition to modern-day quantities.

With the aim of replacing Mg with quantities that are bet-
ter known, we first rearrange equation (1) and split the modern 
seawater mass into two components to solve for the mass of ice, 
�Mice = Mint + Mlid − Mg . Using salt conservation to replace the 
freshwater masses with seawater masses and rearranging, we ob-
tain, Mg =Mint +Mlid − �Mice , where �Mice = �Mice because 
it contains no salt. Next, the bias in units of kilograms is defined 
to be, B = B ρ0 Adg = Mlid − Mice , where the second equivalence 
follows from equation (13). Using this expression, the LGM mass of 
seawater is simplified, Mg = Mint + B, so that the LGM average 
salinity is,

S̄ g = 1

Mint + B
( S̄ intMint + S̄lidMlid), (C.4)

where only modern quantities and one deglacial quantity, the ice-
loss bias, B, are required.

An important quantity is the deglacial change in salinity due to 
dilution as computed by comparing salinity at the same locations, 
�Scons = S̄ int − S̄ g . From equation (C.4) we obtain,

�Scons = −Mlid S̄lid + B S̄ int

Mint + B
, (C.5)

where the label “cons” indicates that salt is conserved over the 
deglaciation. When the bias vanishes, equation (C.5) is dominated 
by,

�Scons ≈ − S̄lid
Mlid

, (C.6)

Mint
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the freshening of the ocean due to dilution. The quantities S̄lid , 
Mlid , and Mm are known from the modern-day ocean, and sub-
stitution into (C.6) yields a freshening of 1.17 g/kg.

A better estimate of the salinity change includes the bias term. 
Then, equation (C.5) is actually a nonlinear expression because B
is a function of �S and �	. The effect of the bias is to make the 
necessary salinity change smaller, both by affecting the numerator 
and denominator of (C.5). Fortunately, values of �Scons are only a 
slight function of �	, leading to a decrease in freshening by up to 
0.05 g/kg for a large bias of B = 5 m.
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