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ABSTRACT OF THE DISSERTATION 

 

 

Integration of Voltage-Controlled Spintronic Devices in CMOS Circuits  

 

by 
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Doctor of Philosophy in Electrical Engineering 

University of California, Los Angeles, 2017 

Professor Kang Lung Wang, Chair 

 

 

 Spintronics is an emerging field that studies the properties of electron spin and discovers the 

methods to detect and manipulate its associated magnetic moment in a solid-state device, in addition 

to its fundamental electronic charge. Utilization of spintronic devices has been considered as a possible 

alternative for beyond CMOS technology. One of the most promising spintronic devices is a magnetic 

tunnel junction (MTJ) that has attracted the attention of academia and industry owing to its remarkable 

characteristics such as non-volatility, virtually unlimited endurance, and CMOS compatibility. Also, 

due to the discovery of the spin-transfer torque (STT) and spin Hall effect (SHE) as new switching 

mechanisms, a nanosecond switching speed has been demonstrated in MTJ devices. However, these 

current-driven switching methods inherently cause a significant ohmic loss since they require 

relatively a large amount current to generate sufficient spin torque. Recently, a voltage-controlled 

effect has been utilized to mitigate the energy issue by drastically reducing ohmic dissipation during 
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switching in a noble memory architecture called magnetoelectric RAM (MeRAM). In addition to 

achieving high-energy efficiency, voltage-induced switching leads to further improvement in terms of 

density and switching speed, opening the door to new possibilities of next generation low-power and 

high-speed system architectures.  

 In this dissertation, we explore the characteristics of voltage-controlled magnetic anisotropy 

(VCMA) effect driven precessional switching based on an MTJ macrospin compact model including 

the VCMA effect in its built-in Landau-Lifshitz-Gilbert (LLG) equation. In particular, this compact 

model allows predicting required bias conditions for switching, monitoring the three-dimensional 

magnetization dynamics, and extracting the write error rate (WER). Furthermore, we demonstrate a 

wide variety of spintronics-CMOS circuits utilizing unique features of voltage-controlled MTJ for 

many applications. Overall, the performances of the proposed circuits are improved by an order of 

magnitude, especially, in terms of energy and area. Also, we develop several practical design 

techniques to improve the reliability of the read and write operations in MeRAM. Lastly, a 

synchronous 4Kbit MeRAM macro is designed based on IBM 130 nm technology. After discussing 

the MeRAM macro specification and constraints, each circuit component of the macro and its 

verification results are presented. 
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CHAPTER 1 

INTRODUCTION                              

 

 We stand on a transition point between the third and the fourth industrial revolution where emerging 

technologies will dramatically change the way we live. One of the key characteristics of the fourth is 

that independently developed technologies start to be integrated into a single mobile device, and 

billions of these devices are connected to each other, creating new functionalities that humankind have 

never experienced. Also, the advent of artificial intelligence (AI), automation (autonomous), virtual 

reality, and 3-D printing makes the functionalities more sophisticated and comprehensive. However, 

all these advanced technologies create a large amount of data via their distributed sensors, and such 

big data should be transferred, processed and stored in a fast and efficient way, allowing systems to 

function properly.  Hence, new electronic computing systems are required to have unprecedented 

performances in terms of throughput, power, capacity, and area. Furthermore, these demands are 

growing at an exponential rather than a linear pace.  

 For the past few decades, the performances of computing systems have been enhanced by 

independently improving the performance of processors and separated memory layers within Von 

Neumann architectures via scaling of CMOS technologies. During the third industrial revolution or 

the digital revolution, the scaling strategies have successfully fulfilled the growing demand for 

computation performances under the Moore’s Law: the number of transistors in a dense integrated 

circuit doubles approximately every two years [1], [2]. As shrink the size of transistors, the response 

time of transistors and the energy consumption for computing are reduced while the cost of fabrications 

effectively decreases by producing more chips on a wafer. However, improvement through scaling has 

saturated due to several reasons. First, the channel length of transistor approach a physical limit where 

a transistor cannot perform as an electrical switch due to its exponentially growing leakage current [3], 

as shown in Fig. 1.1(a). Second, such leakage current causes a significant static power consumption, 
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limiting low-power applications. More importantly, it becomes difficult to increase the clock 

frequency (throughput) due to dark silicon problem. In such a highly integrated chip, only part of the 

chip can be turned on at any given time, referred to dark silicon, due to a thermal design power (TDP) 

constraint. The percentage of dark silicon continues to increase as technology nodes are advanced [4], 

as shown in Fig. 1.1(b) Moreover, at the architecture level, the bandwidth of the system bus between 

the working memory (e.g., DRAM) and the processor cannot meet the demands of recent applications 

[5], which is known as Von Neumann bottleneck. 

 As a result, the semiconductor industry has begun to incorporate new system architectures for 

further performance improvements. For example, high bandwidth memory (HBM) and hybrid memory 

cube (HMC) techniques shorten the physical distance between working memories and processors and 

increase the number of channels by putting them together into a single package, as shown in Fig. 1.2. 

Although this approach has achieved hundreds of GB/s bandwidth in stacked 8GB DRAMs [6], the 

latency of signal transmissions via the interposer, ranging from 50 to 200 cycles depending on the 

network topology [7], is still longer than that of on-chip data transfer (4~60 cycles). 

 Another way of improving the throughput of a system is increasing the capacity of the processor’s 

on-chip cache memory to reduce the cache miss rate. When the processor does not find needed data in 

Fig. 1.1 (a) Power consumption trends for SOC. Memory and logic static power grow exponentially [3]. (b) 

Trend of dark silicon for different technology nodes. A significant portion of the total number of transistors 

in a chip needs to be turned off due to a thermal design power constraint, especially, in advanced nodes [4]. 
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the cache, it allocates a memory space and fetches the required data from the main memory. This 

process typically takes hundreds of system clock cycles, thus acting as a bottleneck in terms of 

throughput. State-of-the-art processors have a few tens of MB L3 cache. However, the large area 

overhead of SRAM prohibits further increasing the cache capacity.  

 Regarding the power consumption issues, researchers have developed many standby power 

reduction schemes such as multiple power domains, reduced frequency, and body biasing. Other than 

a conventional electric power supply, additional energy sources have been implemented into a chip; 

for example, energy harvesting via vibration, temperature differentials, and light, to alleviate power 

related issues [8].  While these approaches are effective to some extent, they cannot completely 

eliminate leakage and often incur additional overheads.  

 All these approaches have pros and cons, motivating the need for a game-changing alternative that 

improves the performance of systems further without a trade-off. The proposed solutions are as follows. 

At the architecture level, integrating a high-density non-volatile memory device into a processor (non-

volatile embedded system memory) has the potential to significantly improve throughput and energy 

efficiency, while reducing chip area and cost [9]. The improvement comes as a result of the following: 

(i) On-chip data transfers are faster by one order of magnitude and more energy-efficient by a factor 

  

Fig. 1.2 State of the art computing system architecture where the main memory and the processor are 

connected via the interposer in a packaged chip. 
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of 100, compared to off-chip data transfers with large capacitive loads of IO pads and off-chip wire 

connections. (ii) It is physically more feasible to expand the number of channels between different 

memory layers by using on-chip metal lines in the embedded memory compared to off-chip wires. (iii)  

Higher embedded memory capacity decreases the cache miss rate, effectively increasing the 

throughput of the system. (iv) Non-volatility can reduce the total system power consumption via zero 

standby power. 

 At the device level, the entire semiconductor community is looking for an emerging non-volatile 

device that can help CMOS continue to enhance system performances. Considering requirements of 

the embedded system memory in terms of speed, energy, area, and endurance, spintronic devices have 

been considered the strongest candidates among other emerging device technologies such as resistive 

RAM (ReRAM), phase-change RAM (PCRAM), and ferroelectric RAM (FeRAM). In the next section, 

the basic concept and history of spintronics are briefly discussed.  

 

1.1 Overview of Spintronics 

 Spintronics (spin electronics) is an emerging interdisciplinary field that explores the methods to 

control the electrons’ spin degrees of freedom and detect its associated magnetic moment in a solid-

state device. The existence of a magnetic moment originating from electrons was discovered in the 

early 1920s, and later on, people found that it is related to the quantized electron spin. Specifically, 

  

Fig. 1.3 Emerging system architecture with the embedded non-volatile memory, which has the potential to 

improve the bandwidth and reduce the data transfer energy further. 
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Wolfgang Pauli introduced Pauli matrices to explain the spin state and formalize the theory of spin 

based on quantum mechanics. In the 1970s, the conservation of the spin in electron tunneling was 

observed in ferromagnetic/insulator/superconducting aluminum junctions [10]. Although the spin of 

the electron has been theoretically and experimentally studied and contributed to areas of condensed 

matter physics, it had rarely used for practical applications due to its small magnetoresistance, a change 

in the electrical resistance of the device induced by an applied electrical or magnetic field, unlike the 

conventional electron charge-based electronics.   

 However, the discovery of the giant magnetoresistance (GMR) in ferromagnetic (FM) thin film 

multilayers separated by a non-magnetic metal layer attracted intense attention and became one of the 

significant milestones in spintronics in 1988 [11]. This is because the electrical resistance depending 

on the magnetization of adjacent ferromagnetic layers showed the potential that it can be used in many 

applications including memory devices, biosensors, and microelectromechanical systems (MEMS). 

Since the discovery of GMR, there have been two major directions in the field of spintronics, especially 

for memory applications. One has focused on further increasing the magnetoresistance (MR) to be 

utilized in practical memory applications, and another one has focused on developing new switching 

mechanisms to achieve energetically efficient and fast switching.  

 In 2001, it was theoretically proved that MR ratios of MgO-based tunnel barrier device could reach 

over 1000% based on first principle calculation [12]. A few years later, MR ratios of 200% were 

experimentally obtained in magnetic tunnel junctions (MTJs) with a crystalline MgO (001) barrier at 

room temperature in 2004 [13]. MR ratios of MTJ is called tunneling magnetoresistance (TMR), which 

is also defined the resistance difference between the high resistive state and low resistive state of the 

MTJ. The TMR has been continuously improved, achieving up to 604% at room temperature [14] via 

tremendous progress of MTJ fabrication, in particular, thin film deposition. From the memory circuit 

design perspective, high TMR not only causes reliable read operations by reducing sensing errors but 

also increases read speed by enhancing the sensing margin. Therefore, ever since demonstrating such 
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high TMR, the semiconductor industry have actively developed MTJs based magnetoresistive random-

access memory (MRAM).  

 Regarding switching mechanism for MTJ devices, at the early development stage, a magnetic field 

was used to switch the state of spintronic devices (e.g. MTJ) by applying current to the adjacent metal 

line. However, in principle, directly applying a current or voltage to the MTJ for controlling its 

magnetization dynamic is more favorable in terms of energy and speed, compared to generating 

magnetic fields. This is because an enormous amount of energy is required to create a sufficient 

magnetic field to switch devices via a metal line, which in turn causes speed and scaling bottlenecks. 

Therefore, the magnetic field-driven switching method may be difficult to be used in practical 

applications.  

 The concept of the spin-transfer torque (STT) effect, controlling magnetization dynamics by using 

spin-polarized charge current directly flowing through the device, was proposed independently by 

Berger and Slonczewski in 1996. The STT effect has allowed achieving a fairly energetically efficient 

and fast switching of MTJ devices [15]–[18]. Also, the spin Hall effect (SHE), spin accumulation of 

the surface of a heavy metal (e.g. Ta, Pt) induced by flowing charge current, was predicted in 1971 

[19] and experimentally observed in materials with a high spin-orbit coupling (SOC) in 2004 [20]–

[23]. The SHE has the potential to reduce the switching energy further by one order of magnitude 

compared to a switching induced by the STT effect. 

 Although both current-driven switching mechanisms of MTJs have the promising advantages 

compared to that of conventional storage memory devices (e.g. flash memory) in terms of speed and 

energy, they need to be further improved to be comparable with embedded system memories (DRAM, 

SRAM). However, there are fundamental limits for the current-driven switching mechanisms to 

improve both speed and energy simultaneously since there exists a trade-off between them.  Recently, 

a possible alternative has been proposed to achieve an ultra-low-energy and high-speed switching of 

the magnetization by using voltage-driven effect [24]–[26]. Specifically, the voltage-controlled 
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magnetic anisotropy (VCMA) effect, modulating the magnetic properties via interfacial effects, ideally 

does not involve any ohmic dissipation during the switching, resulting in extremely low switching 

energy (down to ~1fJ). Also, VCMA-driven switching of an MTJ offers the advantage of high 

switching speed (down to ~100 ps) due to the nature of the precessional magnetic dynamics. This 

dissertation focuses on the study of voltage-driven switching in an MTJ device including its modeling, 

circuit design, and memory applications.  

 

1.2 Magnetic Tunnel Junction (MTJ) 

 Magnetic tunnel junction (MTJs) have been considered the most practical spintronic device due to 

their compatibility with CMOS fabrication, sufficient on/off ratio (i.e. TMR), and scalability. These 

characteristics allow MTJs interacting with the-state-of-the-art charge-based electronics on the same 

chip as a non-volatile storage block, leading to more compact, faster, and efficient electronics systems. 

An MTJ consists of two ferromagnetic layers (e.g. CoFeB) separated by a tunneling barrier (e.g. MgO). 

The magnetization of the pinned (or fixed) layer should not be changed under any bias conditions to 

achieve normal memory operations. Typically, two stable magnetic equilibrium exist along an easy 

magnetic axis in the free layer. The parallel state (P) occurs when the magnetic moments of the both 

layers are aligned in the same direction giving rise to a low resistance (𝑅௉); on the other hand, the anti-

parallel state (AP) occurs when the magnetic moment of the free layer is magnetized in the opposite 

direction to that of the pinned layer giving rise to a high resistance (𝑅஺௉). Note that the MTJ can also 

have an intermediate resistance value between 𝑅௉ and 𝑅஺௉ if the magnetization of the free layer has 

transient positions. 

 

 1.2.1 MTJ Device Structure 

 The energy of the free layer is minimized if its magnetization is aligned with a certain axis called 

an easy axis resulting from the sum of different types of anisotropy in ferromagnetic systems. The 



8 
 

opposite directions along an easy axis are equivalent. Also, it is possible to have two or more thermally 

stable equilibrium states in an MTJ by engineering anisotropies. However, due to limited TMR, it is 

preferred to have two equilibrium states to fully exploit the resistance difference in the device for 

practical memory applications.  Based on the direction of easy axis, MTJs can be categorized into two 

types: in-plane and out-of-plane (perpendicular) devices. In this dissertation, we mainly focus on the 

out-of-plane MTJ with the international system of units (SI) rather than the centimetre-gram-second 

system of units (CGS).  

 

  1.2.1.1 In-plane MTJ 

 An in-plane configuration has been used in early stage MTJ devices by engineering shape 

anisotropy. The demagnetization field is not equal for all directions in an elliptic cylinder shape device, 

creating easy axis. As shown in Fig. 1.4, the 𝑥ො direction is the easy axis, and a rotation of the 

magnetization occurs via the 𝑦ො direction (hard axis) where the smallest energy barrier is observed. 

Since the demagnetization field of the 𝑧̂ direction is very large (𝐻ௗ~𝑀௦), it is difficult to switching the 

magnetization through the 𝑧̂ direction. The magnitude of in-plane MTJ energy barrier is given by  

 
Fig. 1.4 In-plane MTJ utilizing the shape anisotropy for creating two equilibrium states. The ellipsoidal shape 

generates unequal demagnetizing fields for 𝑥ො, 𝑦ො, and 𝑧̂ directions, creating the energy barrier. 
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                                                              𝐸௕ = 𝐾௘௙௙𝒱                                                                          (1.1) 

where 𝐾௘௙௙  is the effective anisotropy energy [in units of energy per unit volume] and 𝒱 is the volume 

of the free layer. The effective anisotropy energy is equal to the shape anisotropy energy difference 

between the hard axis and easy axis, which is given by  

                                          𝐾௘௙௙ = 𝜇
0
𝑀௦𝐻௞,௘௙௙/2 =  𝜇

0
𝑀௦

ଶ(𝑁௬ − 𝑁௫)/2                                        (1.2) 

where 𝜇଴  is the permeability [H/m], 𝑀௦  is the saturation magnetization [A/m], 𝑁௫  and 𝑁௬  are the 

demagnetization factors in 𝑥ො and 𝑦ො direction, respectively, and 𝐻௞,௘௙௙  is the effective anisotropy field 

𝐻௞,௘௙௙ =(𝑁௬ − 𝑁௫)𝑀௦ [A/m] where its magnitude is determined by the aspect ratio (AR) of the ellipse.  

 As the device size shrinks, the effective anisotropy energy 𝐾௘௙௙ needs to be enhanced to maintain 

the same magnitude of the energy barrier. Therefore, as the device scales down, either the AR should 

be increased, or the thickness of the free layer needs to be increased if the materials of the MTJ are 

identical. However, the former approach is feasible up to certain values of AR due to the limitation of 

patterning high aspect ratio memory bit. As for the latter approach, the free layer thickness is 

quadratically increased to compensate the volume reduction due to the scaled MTJ diameter. Hence, 

the required free layer’s thickness would be comparable or larger than the lateral dimension of the 

device, causing the other direction (𝑧̂) to have the minimum energy barrier which is different to an in-

plane rotation of the magnetization. Although in-plane MTJ devices typically have lower damping 

factor and larger TMR ratio [27]–[29], the semiconductor industry has moved toward developing 

perpendicular MTJ devices due to the scalability issue of the in-plane device.  

 

  1.2.1.2 Perpendicular MTJ 

  Another type of MTJ has the perpendicularly magnetized pinned and free layers as shown in Fig. 1.5. 

To make a perpendicularly magnetized MTJ, the both layers overcome the large demagnetization field 

𝐻ௗ௘௠, especially, in the 𝑧̂ direction by introducing a relatively stronger uniaxial anisotropy energy in 
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the perpendicular axis. In case of the perpendicular MTJ, the demagnetization energy is calculated by 

subtracting the in-plane demagnetization energy from the perpendicular demagnetization energy, 

which is given by 

             𝐾ௗ = 𝜇
0
𝑀௦𝐻ௗ௘௠/2 =  𝜇

0
𝑀௦

ଶ(𝑁௭ − 𝑁௫,௬)/2 ≈ 𝜇
0
𝑀௦

ଶ/2                                        (1.3) 

where 𝑁௭ is the demagnetization factor in the 𝑧̂ direction. We can approximate 𝑁௭ ≈ 1, 𝑁௫,௬ = 𝑁௫ =

𝑁௬ ≈ 0, and 𝐻ௗ௘௠ ≈ 𝑀௦  in a cylinder (circular) shape MTJ where the diameter of the device is much 

larger than the free layer thickness. Therefore, the magnitude of the uniaxial anisotropy energy 𝐾௨ 

should meet the requirement  𝐾௨ > 𝜇
0
𝑀௦

ଶ/2 to realize a perpendicular MTJ.  

 The uniaxial anisotropy energy 𝐾௨ for a perpendicular MTJ can be created by an interface effect 

between the tunneling barrier and the ferromagnetic layer or a magnetocrystalline effect [30]. Also, 

the uniaxial anisotropy can be expressed in terms of the uniaxial perpendicular anisotropy 𝐻௞ୄ. 

              𝐾௨ = 𝜇
0
𝑀௦𝐻௞ୄ/2                                                              (1.4) 

Fig. 1.5 Perpendicular MTJ utilizing the interfacial perpendicular anisotropy for creating two equilibrium 

states by overcoming the demagnetization field in the 𝑧̂ directions. Since the shape anisotropy is not necessary 

for forming the energy barrier, the geometry of the device can be circular, leading to a better scalability. 
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Therefore, the effective anisotropy energy 𝐾௘௙௙
ୄ  is obtained by subtracting the demagnetization energy 

from the uniaxial anisotropy energy based on the single-domain approximation, which is given by 

         𝐾௘௙௙
ୄ  = 𝐾௨ − 𝐾ௗ = 𝜇

0
𝑀௦𝐻௘௙௙

ୄ  /2 = 𝜇
0
𝑀௦(𝐻௞ୄ − 𝐻ௗ௘௠)/2 = 𝜇

0
𝑀௦(𝐻௞ୄ − 𝑀௦)/2            (1.5) 

where the perpendicular effective anisotropy field 𝐻௘௙௙
ୄ  is defined as 𝐻௘௙௙

ୄ = 𝐻௞ୄ − 𝑀௦, but it will be 

revised by adding other mechanisms in the following chapter. The energy barrier between the two 

equilibrium states is simply given by 𝐸௕ = 𝐾௘௙௙
ୄ  𝒱 in a perpendicular MTJ. 

 In the perpendicular MTJ, the magnetization rotation between the 𝑧̂ and −𝑧̂  directions occurs via 

traveling the in-plane (hard axis) by overcoming the energy barrier as shown in Fig. 1.5. One of the 

most promising advantages of the perpendicular MTJ is that its energy barrier is not dominated by the 

geometry of the device but by the uniaxial perpendicular anisotropy. Since the uniaxial perpendicular 

anisotropy can be readily enhanced by engineering the interface effect, the perpendicular MTJ has a 

better scalability compared to that of the in-plane device governed by the AR. Recently, the large 

interfacial perpendicular anisotropy with a TMR ratio larger than 100% has been demonstrated in a 

Fe-rich CoFeB based MTJ [31], opening the door to practical applications. More importantly, it has 

been experimentally observed that such perpendicular anisotropy can be modulated by applying 

electric fields across the MTJ device, resulting in a low-energy and high-speed voltage-controlled 

switching scheme. This voltage-controlled switching mechanism in perpendicular MTJ will be 

discussed throughout this dissertation. 

 

 1.2.2 Tunneling Magnetoresistance (TMR) Ratio 

 Magnetic tunnel junctions (MTJs) have become the most promising spintronic devices as their 

tunneling magnetoresistance (TMR) ratio has been increased, resulting in a large readout sensing 

margin in memory applications. The TMR ratio is defined as the ratio between the high resistance 

(𝑅஺௉) and the low resistance (𝑅௉), which is given by 
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                                                                           TMR =
𝑅஺௉ − 𝑅௉

𝑅௉
                                                                 (1.6) 

Although Jullière theoretically proposed the TMR effect and observed it only at low temperature in 

1975 [32], it took 20 years to realize the effect in amorphous AlଶOଷ  based MTJ devices at room 

temperature [33], [34]. For a better understanding of the Jullière model, it is necessary to introduce the 

spin-split density of states (DOS). Figure 1.6 shows the simplified DOS of non-magnetic and magnetic 

transition 3d metals. Especially, in magnetic metals, the DOS for spin-up and spin-down are unequal, 

causing the net magnetization and spin-polarization of the current. 

 It is important to distinguish two concepts between magnetization and spin-polarized current in the 

context of the DOS. The magnetization (M) originates from the difference between the total number 

of occupied electrons in the majority DOS and the minority DOS, which is given by 

                                                        M ∝ ∫ 𝑁ெ(𝐸) − ∫ 𝑁௠(𝐸)
ாୀஶ

ாୀ଴

ாୀஶ

ாୀ଴
                                                       (1.7)  

 
Fig. 1.6 Spin-split density of states (DOS) for (a) non-magnetic transition 3d metal which has the symmetry 

of the DOS for spin-up and spin-down (b) magnetic transition 3d metal that has the asymmetry of the DOS 

for spin-up (majority) and spin-down (minority). 
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However, electrical transport is caused by charge carriers close to the Fermi edge 𝐸ி. Then, we can 

define the spin polarization with the majority (𝑁ெ) and minority (𝑁௠) DOSs at the Fermi edge 𝐸ி. 

                                                           P =
𝑁ெ − 𝑁௠

𝑁ெ + 𝑁௠
                                                                     (1.8) 

Jullière model assumes that not only the tunneling rate is proportional to the product of the DOS at the 

Fermi edge 𝐸ி for the two magnetic layers, but also there is no decay of the DOS within the tunnel 

barrier. Therefore, the tunneling currents of parallel and anti-parallel configuration in the MTJ would 

be expressed by 

                                                               𝐼௉ ∝ 𝑁ெଵ𝑁ெଶ + 𝑁௠ଵ𝑁௠ଶ                                                               (1.9) 

                                                              𝐼஺௉ ∝ 𝑁ெଵ𝑁௠ଶ + 𝑁௠ଵ𝑁ெଶ                                                             (1.10) 

 
Fig. 1.7 Two channel Jullière model for the tunneling between two ferromagnetic layers with (a) parallel (b) 

anti-parallel magnetization. The model shows that the parallel state is dominated by the minority channel. 

However, in reality, the majority channel always dominates the tunneling process due to the severe decay of 

the minority DOS within the tunnel barrier despite the fact that the minority DOS is relatively larger than that 

of majority in the ferromagnetic layers. 
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where 𝑁ெଵ  and 𝑁ெଶ  are the majority Fermi energy DOS for the left and right ferrormagnets, 

respectively, and 𝑁௠ଵ and 𝑁௠ଶ are the minority Fermi energy DOS for the left and right ferrormagnets, 

respectively. We can define the polarization of the Fermi energy DOS for the two ferrormagnets as, 

                                                                  Pଵ =
𝑁ெଵ − 𝑁௠ଵ

𝑁ெଵ + 𝑁௠ଵ
                                                                         (1.11) 

                                                                   Pଶ =
𝑁ெଶ − 𝑁௠ଶ

𝑁ெଶ + 𝑁௠ଶ
                                                                         (1.12) 

Based on the equation from (1.9) to (1.12), we can rewrite the TMR ratio as, 

                                                    TMR =
𝑅஺௉ − 𝑅௉

𝑅௉
=

𝐼௉ − 𝐼஺௉

𝐼஺௉
=

2𝑃ଵ𝑃ଶ

1 − 𝑃ଵ𝑃ଶ
                                           (1.13) 

           [ 𝑃ଵ𝑃ଶ > 0: normal and 𝑃ଶ < 0: inverse TMR effect]       

Typically, the minority Fermi energy DOS in 3d transient metals such as cobalt and nickel is often 

several times larger than that of the majority, allowing the minority channel conductance to dominate 

the tunneling between two magnetic layers. However, this interpretation cannot be supported by 

experimental observations of tunneling in ferromagnets where the majority channel conductance 

 
Fig. 1.8 (a) Majority and (b) minority DOS for the Fe Fermi energy Block states for parallel configuration 

[35]. Overall, the decay rate of the majority DOS is slower than that of the minority, allowing majority electron 

dominating the conductance. 
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always dominates the tunneling regardless of the Fermi energy DOSs for both majority and minority. 

This is because the DOS decays within the tunnel barrier (MgO). The amount of the decay with the 

barrier can be calculated by including the incident Bloch states and all reflected Bloch states on the 

left and all possibly transmitted Bloch states on the right [35]. As shown in Fig. 1.8, the minority DOS 

has a faster decay compared to the majority DOS, making the majority DOS a dominant channel 

conductance in the actual tunneling process.  

 

1.3 Magnetoresistive Random-Access Memory (MRAM) 

 Magnetoresistive random-access memory (MRAM), utilizing MTJ devices as memory elements, is 

categorized into several families based on the switching mechanisms: Oersted-field-switched (toggle) 

MRAM, STT-MRAM, MeRAM, and spin-orbit torque MRAM (SOT-MRAM). In this section, we will 

qualitatively describe the switching mechanisms and their bias condition for writing in one transistor 

and one MTJ (1T-1MTJ) cell structure. Also, advantages and disadvantages of each memory type will 

be discussed. Since a read (sensing) operation is quite common among the families of MRAM, 

detecting the current or voltage difference on the bit line (BL) or the source line (SL) depending on 

the state of an MTJ, we skip the detail description of the read operation in this section. 

 

 1.3.1 Oersted-field-switched MRAM 

 The Oersted-field-switched MRAM is considered as the first generations of MRAM and initially 

proposed in 1960 [36]. In order to switch the magnetization of the free layer, this type of MRAM 

generates the Oersted fields by applying a relatively large amount current via adjacent metal lines. The 

current flowing through the BL (𝐼௪ଵ) plays role in reducing the energy barrier between two states by 

generating the Oersted field in the direction of the hard axis as shown in Fig. 1.9. The other current 

flowing in the adjacent metal (𝐼௪ଶ) at the bottom side of the MTJ determines the final state depending 

on the sign of 𝐼௪ଶ by changing the direction of the Oersted field which is parallel to the easy axis.  



16 
 

 Although the Oersted field based switching has been successfully demonstrated, this family of 

MRAM has not been widely used in practical electronic systems due to several critical issues.  First of 

all, the magnitude of the write current for switching is substantial. For example, if an MTJ  has 100 Oe 

(7957 A/m) coercivity, and the distance from the adjacent metal and the MTJ is 100 nm, the required 

current would be approximately 5 mA per bit. If the chip writes multiple MTJ devices simultaneously, 

it gives rise to large power consumption and heating problem. As the device size shrinks, these 

problems become severe because the switching current is inversely proportional the volume of the 

MTJ [37]. Also, as the distance between cells reduces, the stray fields from the selected cells more 

strongly affect the state of the adjacent cells, which may occur bit errors. 

 

 1.3.2 Spin-Transfer Torque MRAM (STT-MRAM) 

 Along with a giant TMR effect, the discovery of the spin-transfer torque (STT) manipulating the 

magnetization by spin-polarized currents in nanomagnets is considered as another milestone in the 

 
Fig. 1.9 Oersted-field-switched MRAM cell structure consisting of an access transistor and an in-plane MTJ. 

Two currents are applied to the adjacent metal lines to generate magnetic fields in the hard and easy axis of 

the MTJ. Bias conditions for switching from (a) AP to P and (b) P to AP. 
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field of spintronics, accelerating the development of MRAM. STT-MRAM addresses the problems of 

Oersted-field-switched MRAM including scalability and switching energy issues while it maintains 

the general advantages of MRAM such as high endurance, high speed, and non-volatility. It has been 

demonstrated that the switching energy via STT effect (~100 fJ/bit) is two orders of magnitude smaller 

than that of Oersted-field-induced switching (~10 pJ/bit). 

 In a 1T-1MTJ cell structure of STT-MRAM as shown in Fig. 1.10, the writing operation is executed 

by applying a charge current via the MTJ device, and its final state is determined by the direction of 

the current. Specifically, for achieving AP to P switching, the current flows from the SL to the BL  

(from the free layer to the pinned layer), which allows electrons to be aligned with the magnetization 

of the pinned layer when they penetrate the pinned layer. This spin-polarized current transfers some of 

its momentum to the free layer, leading to switching of the MTJ from AP to P. On the other hand, to 

obtain switching from P to AP, the current flows from the BL to the SL (from the pinned layer to the 

 
Fig. 1.10 1T-1MTJ cell architecture in STT-MRAM. Any magnetic fields are not involved in a write operation, 

allowing a relatively low energy switching compared to that of Oersted-field-switched MRAM. Switching 

can be achieved by passing a current through the MTJ, delivering the spin-transfer torque to the free layer. 

The final state of the MTJ is determined by the write current direction. (a) AP to P and (b) P to AP switching. 
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free layer). In this case, electrons are transferred from the free layer to the pinned layer. However, 

some of the electrons, which are spin-polarized in the opposite direction of the magnetization of the 

pinned layer, bounce back to the free layer and transfer their momentums to the free layer, resulting in 

switching of the MTJ from P to AP. This current-driven STT switching is deterministic, which means 

that the current direction decides the final state of the MTJ. This deterministic switching allows having 

a simplified write circuitry, which is beneficial in terms of the circuit design effort. 

 Albeit STT-MRAM has many advantages, several problems need to be addressed. It is possible to 

change the magnetization of the free layer with relatively low current (~100 μA) as long as the write 

operation time is long enough (> 10 ns). However, to achieve a few nanosecond switching speed, the 

write current drastically increases as shown in Fig. 1.11 [38]. Also, the size of the access transistor 

should be sufficiently large to drive a required switching current, which limits the density of the cell 

array. Therefore, the high-performance STT-MRAM can be obtained at the expense of cell density and 

energy efficiency. Furthermore, the switching current from P to AP is typically larger than that of from 

AP to P due to different spin momentum transfer efficiencies as shown in Fig. 1.11. The asymmetry 

of the switching currents may lead to a uniformity issue in terms of write error rate (WER). This 

 
Fig. 1.11 Amplitude of write current as a function of write pulse width for switching. To achieve a high-speed 

switching, the required write current becomes very large, limiting the density of the array due to the large size 

of the access transistor [38]. 
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problem can be more severe because of the effect of the source degeneration from the access transistor 

depending on the cell configuration (connection) of the access transistor and the MTJ. 

 

 1.3.3 Magnetoelectric RAM (MeRAM) 

 The tradeoff between speed and power of the STT-driven switching makes difficult for STT-

MRAM to be used in high-performance and low-power applications. As an alternative, the VCMA 

effect can replace the STT and achieve both low-energy and high-speed switching by avoiding the 

flow of large current and exploiting the fast precessional magnetization dynamic during the switching 

process while maintaining other remarkable features of STT-MRAM such as high endurance, 

compatibility with CMOS process, and non-volatility. This type of MRAM is called magnetoelectric 

RAM (MeRAM), which is one of the main parts of this dissertation. We will scrutinize physics behind 

of the VCMA effect and its precessional switching mechanism in the next chapter. In this section, we 

 
Fig. 1.12 1T-1MTJ cell architecture in MeRAM. Switching can be achieved by applying an electric pulse to 

the MTJ, which induces a magnetic precessional motion in the free layer. Since this type of switching 

mechanism is non-deterministic, a unipolar pulse can switch either from AP to P or from P to AP. 
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will discuss general features of MeRAM and its write bias conditions within the 1T-1MTJ cell structure.

 There is no huge difference between MeRAM and STT-MRAM in terms of cell structure as shown 

in Fig. 1.12.  However, the size of the access transistor in MeRAM can be reduced further in that the 

VCMA-driven switching ideally does not require the flow of current. Thus the bit cell array of 

MeRAM can achieve higher density compared to other families of MRAM. Also, the thickness of the 

tunnel barrier is relatively thicker than that of MTJ in STT-MRAM, practically reducing ohmic 

dissipation during the write operation.   

 For switching the MTJ device based on the VCMA effect, an electric pulse is applied to the device 

in the presence of an in-plane stray field which can be generated by the other ferromagnetic layer. The 

applied electric pulse modulates the magnetic property of the MTJ, resulting in precessional motion of 

the magnetization of the free layer. It is noted that the duration, slew rate, and amplitude of the pulse 

should be well defined depending on the MTJ characteristics to achieve high switching probability. 

Also, since the VCMA effect is unipolar, switching from AP to P or from P to AP is achieve by pulses 

with the same polarity. Thus, this type of switching is non-deterministic, which requires new 

considerations in terms of circuit design.  

 

 1.3.4 Spin-Orbit Torque MRAM (SOT-MRAM) 

 The spin Hall effect (SHE), which is one type of spin-orbit torques (SOTs), have been considered 

as an another alternative for switching MTJs. Although the SHE was initially detected in thin films of 

the semiconductors GaAs and InGaAs by using Kerr rotation measurement [20], this mechanism has 

attracted a significant attention after demonstrating the SHE induced magnetic switching in a 

perpendicularly magnetized Ta/CoFeB/MgO/Ta film at room temperature [22]. This family of MRAM 

that utilizes spin-orbit torque is referred to SOT-MRAM.  

 Figure 1.13 shows a unit cell of SOT-MRAM where the access transistor is connected to the top 

electrode of the MTJ, which is fabricated on top of the non-magnetic metal with spin Hall angle, also 
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called the spin-orbit coupling (SOC) metal. For the write operation, the current flowing in the non-

magnetic metal generates a spin current that delivers spin-orbit coupling (SOC) to the MTJ device for 

switching. The conversion efficiency between the charge current 𝐼௦ and the spin current 𝐼௦ is called 

spin Hall angle 𝜃ௌு ∝ 𝐼௦/𝐼௦. The polarization of the spin current is the in-plane, which is the direction 

of the cross product of the charge current and the spin current. The desired MTJ state can be determined 

by the direction of the charge current. 

 The advantages of SOT-MRAM is as follows. First, it is possible to reduce the switching current 

by one order of magnitude by engineering the thickness of the metal layer with spin Hall angle 

compared to that of STT-MRAM. Second, the separation of the electrical paths between the write and 

the read operations in the three-terminal device decreases read disturbances, improving the reliability. 

In addition, the write circuit would be simple since the SHE-driven switching current from P to AP 

 
Fig. 1.13 1T-1MTJ cell architecture in SOT-MRAM. The three-terminal device utilizes the spin Hall effect 

of the SOC metal. For switching an MTJ, the charge current flowing in the SOC metal creates the spin-current 

via the SHE effect, which causes spin-orbit coupling in the free layer. A stray field is required to break the 

symmetry to switch perpendicular MTJ devices. The final state of the MTJ is determined by the write current 

direction. (a) AP to P and (b) P to AP switching. 
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and from AP to P is symmetric. Finally, a relatively low resistive metal layer (e.g. Ta, Pt) decreases 

ohmic loss further, resulting in the significant reduction of switching energy (~10 fJ/bit). 

 However, SOT-MRAM also faces challenges and issues that need to be solved. First, since the unit 

cell is based on the three-terminal magnetic device, it may require additional transistors at the edges 

of the metal with spin Hall angle for the write operation other than the access transistor, leading to 

penalties in terms of cell array density. Second, the spin current polarized into in-plane, in principle, 

cannot switch a perpendicularly magnetized MTJ device. Hence, additional methods are necessary to 

break the symmetry by using applying an external stray field, structural manipulation, and interfacial 

electromagnetic coupling [39], which increases the fabrication complexity.   

 

 1.3.5 Performance Comparison 

  1.3.5.1 Device Level 

 Conventional memory technologies for Von-Neumann structures have their physical limitations. 

Although SRAM has fast access time (<1 ns) and unlimited endurance, this memory technology are 

power-hungry at the advanced CMOS technology nodes due to high leakage current [40]. Also, DRAM 

plays an important role in the main memory of the Von-Neumann architecture. However, it is volatile, 

requires refresh, and is not as fast as SRAM [41]. Although solid-state devices such as Flash memory 

are typically used in embedded systems as a secondary storage because of their high density, they 

suffer from low endurance (< 10ହ), slow write time (> 10 μs) and high write and erase energy [42]. 

The performance of existing memory technologies is summarized in Fig. 1.14. 

 Since each conventional memory has its pros and cons, sophisticated hierarchical memory 

structures consisting of several specialized layers have been used in current computing systems to 

achieve a high-performance with low cost. Even though potential performance breakthroughs are 

possible in specific layers based on emerging technologies, it remains difficult to improve the 
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performance of an overall system because interactions between the layers often act in unexpected ways 

[43].    

 To solve these challenges, many researchers have worked on next generation memory technologies, 

with the ultimate goal often described as “Universal Memory” (UM), i.e. a solution satisfying all the 

key requirements for a combined embedded and storage memory device: cell size < 4𝐹ଶ, read/write 

time < 1 ns, write energy < 1 fJ, endurance > 10ଵହ, non-volatility with retention of more than 10 years, 

and low cost for fabrication [44]. Although currently none of the emerging memories in development 

meet all  the requirements of the UM, some of the emerging memories, i.e. Resistive RAM (ReRAM), 

Phase-Change RAM (PCRAM), and Magnetoresistive (MRAM), may be able to merge more than one 

layer of the present memory hierarchy, hence bring the UM concept closer to realization. 

 The 1T-1R (i.e. one access transistor associated with one resistive element) structure is widely used 

in memory cells since a high on/off ratio of the metal–oxide–semiconductor field-effect transistor 

(MOSFET) allows to select an individual memory element effectively, preventing sneak paths. In 

addition, the access transistor can be used in not only unipolar operations but also bipolar operations, 

expanding its application to different cell characteristics. However, considering the layout design 

 
Fig. 1.14 Memory Hierarchy in a conventional computer architecture with system level and device level 

memory performance. 



24 
 

limits of the MOSFET device, the feasible minimum size of an access transistor is ~20𝐹ଶ with standard 

logic processes, which limits the density of the memory cell array. Although the effective cell size can 

reach further down to ~10𝐹ଶ by sharing the source regions of the adjacent two cells with special via 

contacts [29], the access transistor is still the key factor limiting the density. Here, we briefly introduce 

several types of emerging memory technologies and compare their performance with that of MeRAM 

in the form 1T-1R structure.  

 First of all, PCRAM takes advantage of the resistance difference between the crystalline (low R) 

and amorphous (high R) states in phase change materials such as 𝐺𝑒ଶ𝑆𝑏ଶ𝑇𝑒ହ and 𝑆𝑏ଶ𝑇𝑒. The on/off 

ratio is ~103-104, allowing it to be used in multi-level cell (MLC) operations. In terms of retention, 

PCRAM can exceed 10 years at 85௢𝐶 [45], [46]. However, PCRAM is a power hungry device because 

the reset current for converting to the amorphous state is relatively large. For example, a PCRAM 

device with the 300 𝑛𝑚ଶ aperture requires 300 μA (10଼ 𝐴/𝑐𝑚ଶ) reset current [47]. Therefore, the 

access transistor in a cell must be carefully chosen so that it can deliver a sufficient current. In order 

to provide such a high reset current, PCRAM based 1T-1R cell structures typically occupy ~30𝐹ଶ-

50𝐹ଶ due to the large size of the access transistor, limiting its density.  

 
Table 1.1 Performance comparison of emerging memory technologies in 1T-1R cell structure. 
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 ReRAM can be classified into two types: unipolar and bipolar devices. A unipolar ReRAM requires 

the different intensity of electric field to switch its states without changing its polarity. On the contrary, 

switching for a bipolar device needs different polarities of current [48]. The on/off ratio of ReRAM is 

as high as that of PCRAM. Due to its relatively smaller write current compared to PCRAM, i.e. 100 

μA for 54 nm × 54 nm cell [49], a ReRAM based 1T-1R cell can be reduced to >20𝐹ଶ  in size. 

However, it has a low endurance 10ହି଼  and a relatively long switching time >10 ns, limiting its 

applications [50]. 

 In STT-MRAM, switching operation can be fast in the ballistic (< 10 ns) and thermally activated 

regimes (> 10 ns) based on the amplitude of the applied current. Hence, to increase switching speed, 

the write current must increase, requiring a large access transistor. Typically, the STT-driven 1T-1MTJ 

cell occupies >30𝐹ଶ to supply a sufficient write current > 50 μA for the element with 50 nm-diameter 

[51] and shows unlimited endurance (> 10ଵହ)  [42]. Although these metrics makes STT-RAM a 

potential candidate to be used in SRAM replacement applications, the write energy (presently ~100 

fJ/bit) and switching speed still need to be improved further. 

 
Fig. 1.15 Performance comparison of different memory technologies in terms of energy, speed, and density. 

MeRAM has the best combination of all these three categories. 
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 Table 1.1 and Fig. 1.15 summarize the performance comparison of MeRAM with other emerging 

memory technologies. Due to the VCMA-driven precessional switching, MeRAM dramatically 

improves the write energy (down to ~1 fJ/bit) and speed (< 1 ns). Furthermore, MeRAM cell only 

occupies 20𝐹ଶ area with the minimum size transistor in a standard logic process due to its very low 

write current of less than 10 μA. In addition, unlike STT-MRAM, MeRAM is based on unipolar 

devices, which allows utilizing a typical diode as the access device in a cell. This results in further 

reducing its cell size down to 4𝐹ଶ and enabling 3D integration for very high bit densities [52].  

 

  1.3.5.2 Array Level 

 To date, there have been no studies evaluating the performance of MeRAM at the integrated array 

level, which may differ from the single-device characteristics. A systematic comparison to other 

existing or emerging embedded memories is also needed. This section compares the array level 

performance of MeRAM with that of SRAM, DRAM, eDRAM, and STT-MRAM based on the 28 nm 

node. The evaluation is conducted under two configurations: (i) same array capacity and (ii) same 

array area.  

 The structure of a memory bank consists of a crossbar array with columns (BLs) by rows (WLs) of 

memory cells and peripheral circuits such as drivers, decoder, multiplexer, and sense amplifiers as 

shown in Fig. 1.16(a). The storage capacity of a memory chip is often divided into several identical 

banks to reduce the critical paths at the cost of area efficiency [53]. 

 It is important to note that there is a tradeoff between the total size of the memory array (capacity) 

and the performance (e.g. latency, energy). This is because increasing the number of cells in an array 

raises the capacitive and resistive loading on the shared signal lines, which in turn requires more energy 

and latency during operation. Therefore, the size of the memory array should be carefully designed 

based on a targeted application.  
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 Although MeRAM also follows the general memory bank architecture, requirements for the drivers 

and sensing circuitry are a little bit different, as shown in Fig. 1.16(b). These requirements include 

sufficiently strong BL, SL, and WL drivers to maximize the slew rate (> 1 V/100 ps), and the write 

pulse width should be adjustable with a high resolution (100 ps) as these factors have a large impact 

on the write error rate (WER). Also, the sense amplifier should be able to distinguish a small sensing 

margin (~100 mV) due to the limited tunneling magnetoresistance ratio (TMR, the ratio between the 

two resistance states) of MTJs. 

 The array level performances of different memory technologies are compared under two conditions 

based on 28 nm node CMOS parameters: (i) fixed array capacity (512 × 512 bit), typical bank size of 

embedded memories, and (ii) fixed array area (200 × 200 μmଶ), which is equal to the area of a 

256 Kbit SRAM array. Table 1.2 provides the values of the parameters used in this estimation. Table 

1.3 shows the typical cell size for each memory technology in terms of the minimum feature size F. 

 
Fig. 1.16  (a) Memory bank architecture, where the row of m×n memory array is controlled by the WL drivers 
with the row decoder, and its column (BLs and SLs) are connected to the sense amplifier and drivers via the 
column mux. The control signals are generated by a digital controller based on the requested operation. (b) 
Schematic of a single column connection of MeRAM. 
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Since an SRAM cell consists of six transistors and requires both NMOS and PMOS, its cell size reaches 

up to 190 Fଶ [54], [55]. An STT-MRAM typically has a 50 Fଶ  cell size due to the large access 

transistors needed to supply the critical current (> 10଺ A/cmଶ), required to achieve sub-10 nanosecond 

switching [56], [57]. The standalone trench-based DRAM technology (the only non-embedded 

memory listed on the table) allows its cell size to be as low as to 4~8 Fଶ [58], [59]. With a logic 

process, however, the eDRAM cell occupies > 40 Fଶ because a larger area is required to maintain 

sufficient capacitance [60], [61]. The cell area is approximately 20 Fଶ  for a MeRAM cell with a 

standard logic process since an MTJ does not require a large current for switching. However, in 

principle, the cell area can be reduced to 8 Fଶ  if MeRAM adopts a specialized process similar to 

DRAM process.  

 The write access time (t୅_୛) of the bank is estimated via two methods. In the case of MeRAM and 

STT-MRAM, the write access time is extracted by combining the peripheral circuit delay (tୢ) and the 

device write time (t୵_ୡୣ୪୪). The device write time of MeRAM and STT-MRAM are chosen to be 1 ns 

and 5 ns, respectively, in which a write error rate (WER) of 10ିସ is guaranteed, and these numbers are 

 

Parameters Symbol Value Unit 
Metal capacitance per unit area C୑ 1 fF/μmଶ 

Junction capacitance per unit area C୎ 8 fF/μmଶ 
Gate capacitance per unit area Cୋ 22 fF/μmଶ 

DRAM cell capacitance Cୈୖ୅୑ 20 fF 
eDRAM cell capacitance Cୣୈୖ୅୑ 10 fF 

Metal line sheet resistance R୑ 0.3 Ω/□ 
STT-MRAM cell resistance Rୗ୘୘ 5 kΩ 

MeRAM cell resistance R୑ୣୖ୅୑ 50 kΩ 
SRAM cell resistance Rୗୖ୅୑ 17 kΩ 

Access transistor resistance R୘୰ 10 kΩ 
device write time for MeRAM t୵_୑ୣୖ୅୑ 1 ns 

device write time for STT-MRAM t୵_ୗ୘୘ 5 ns 

Table 1.2 28 nm node technology parameters and device characteristics. 

 SRAM MeRAM STT-MRAM DRAM eDRAM 
Cell Area 
Aେ [μmଶ] 

0.149 
(190Fଶ) 

0.016 
(20Fଶ) 

0.039 
(50Fଶ) 

0.006 
(8Fଶ) 

0.034 
(40Fଶ) 

Table 1.3 Memory technologies unit cell area based on 28 nm node. 
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typically observed in many published works [48]. For SRAM, DRAM, and eDRAM, the write access 

time is the sum of the peripheral circuit delay (tୢ), the charging time of the bit line (t୅_ୈ୰୧୴ୣ) via a 

driver circuit, and the intrinsic RC delay of a single cell. Note that the delay of the chip IO interface is 

excluded in our estimation as we are assuming embedded applications. 

 The read access time (t୅_ୖ) is obtained by adding the peripheral circuit delay (tୢ) and the array 

delay required for generating a fixed margin (t୅_ୖେ). In high-speed read operations, the bit line is pre-

charged to a certain potential before read. The BL then discharges through the selected memory cell, 

until the voltage difference between the selected BL and the reference BL is sufficient for the sense 

amplifier to distinguish. Thus, the read access time is greatly dependent on the total RC load of the bit 

line and the resistance of the selected cell compared to the write access time.  

 The write energy is divided into two parts: (i) energy dissipation via capacitive charging (E୅_େ) and 

(ii) ohmic loss (E୅_୓). The former depends on the sum of bit line and word line metal capacitances, 

transistors’ junction and gate capacitance, and is quadratically proportional to the amplitude of the 

write voltage. The latter is a function of the write voltage, the write time, and the total resistance 

through the current path. The formulas of these performance parameters are summarized in Table 1.4. 

 

Parameters Symbol Formulas 
Technology node [nm] F 28 

Array Length [μm] L୅ (Nଶ ∗ Aେ)଴.ହ 
Array metal line capacitance [fF] C୅_୑ 2F ∗ L୅ ∗ C୑ 

 Array Tr. junction capacitance [fF] C୅_୎ N ∗ F ∗ 0.1 ∗ C୎ 
Array metal line resistance [Ω] R୅_୑ (L୅ ∗ R୑)/2F 

Array RC delay [ps] t୅_ୖେ (Rୡୣ୪୪ + R୅_୑) ∗ (C୅_୑ + C୅_୎) 
Array area [μmଶ] A୅ Aେ ∗ Nଶ 

Peripheral circuit delay [ps] tୢ logଶ(N) ∗ 10 ∗ FO4 
Write time [ns] t୅_୛ (tୢ + t୵_ୡୣ୪୪) or (tୢ + t୅_ୈ୰୧୴ୣ) 
Read time [ns] t୅_ୖ (tୢ + t୅_ୖେ)  

Write energy (capacitive) [fJ] E୅_େ (C୅_୑ + C୅_୎) ∗ (V୵୰୧୲ୣ)ଶ/2 
Write energy (ohmic loss) [fJ] E୅_୓ (V୵୰୧୲ୣ)ଶ/(Rୡୣ୪୪ + R୅_୑) ∗ t୵_ୡୣ୪୪ 

Table 1.4 Formulas for array level parameters. N is the number of cells that connect to a single bit line or a 
word line. V୵୰୧୲ୣ and t୵_ୡୣ୪୪ are write voltage and intrinsic device write time, respectively.  t୅_ୈ୰୧୴ୣ is the 
charging or discharging time of the bit line via a driver circuit, and FO4 is the delay of an inverter. 
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 Condition I: Array capacity (512 × 512 bit) 

  An array capacity of 512 × 512 bit is used for performance comparison. The physical length of 

the array (L୅) is extracted by using the array capacity and the unit cell dimension in each memory 

technology (Aେ). The access time, write energy, and array area of each memory technology are shown 

in Fig. 1.17.  

 In terms of the write access time, logic-based SRAMs achieve the fastest write operation. While 

DRAM and eDRAM share similar structures, DRAM adopts a specialized process to allow larger cell 

capacitance at a relatively small area. This results in DRAM having slightly slower write time than its 

embedded counterpart but provides wider margins and greater retention times. MeRAM can achieve 

the same level of performance as volatile working memory (SRAM, DRAM, eDRAM), whereas there 

is still a gap (>4x) for STT-MRAM.  

 

 

Fig. 1.17 Array level performance comparisons based on the condition that the array capacity is 256 Kbit. 
(a) write access time (b) read access time (c) array area (b) write energy. 
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 While the read access times of both eDRAM and DRAM are sub-nano second, it should be noted 

that here we are excluding the effect of retention, which greatly decreases the read margin as the charge 

in a DRAM cell leaks. Magnetic memories suffer from smaller margins, which reflect in the read 

operation time, but is still in the acceptable regime (~2x) compared to that of SRAM. The write energy 

follows a similar trend as the write time, with MeRAM achieving the same level of energy efficiency 

as working memories and a 20x improvement compared to STT-MRAM. However, the non-volatility 

of MeRAM can potentially save orders of magnitude in standby energy compared to that of volatile 

memories.  

 Condition II: Array area (𝟐𝟎𝟎 𝝁𝒎 × 𝟐𝟎𝟎 𝝁𝒎) 

 A 256 Kbit SRAM array occupies the area 40,000 μmଶ in which the other memory technologies 

can have up to Mbit of capacity, as shown in Fig. 1.18(c). The performance of these memories thus 

 

Fig. 1.18 Array level performance comparisons based on the condition that the array area is 200 μm ×

200 μm. (a) write access time (b) read access time (c) array capacity (b) write energy. 
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degrades due to the increased RC loading resulting from the increased capacity. While MeRAM suffers 

from a slightly longer read access time (~4 ns) as shown in Fig. 1.18(b), it is possible that the high 

capacity (~10x) can compensate for the increased read access time and even achieve higher system 

throughput by decreasing the cache miss rate. Since the write access time is strongly dependent on the 

device write time in the cases of MeRAM and STT-MRAM, there is little change in the write time 

despite a change in the array capacity. However, the size of WL drivers and BL drivers should be 

adjusted to fulfill the write condition. For the write energy, MeRAM consumes 28 fJ per bit, which is 

comparable to that of DRAM and higher than that of SRAM and eDRAM by 3.5x and 2x, respectively. 

STT-MRAM requires at least an order of magnitude higher energy compared to other memory 

technologies due to its high Ohmic dissipation as shown in Fig. 1.18(d).  

 In conclusion, the write access time and dynamic write energy of MeRAM are comparable to those 

of conventional embedded memories. However, MeRAM provides a large improvement in terms of 

density over embedded SRAM and STT-MRAM. As the memory array size increases, the read access 

time may limit the entire system throughput. Here, the higher bit density (smaller area) can favor a 

faster read, while the relatively high cell resistance of MeRAM can increase read delay. To alleviate 

this issue, high-speed sensing schemes need to be developed at the circuit-level. At the device-level, 

TMR can be improved further to enhance the sensing margin, which in turn reduces the read access 

time.  
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CHAPTER 2 

MACROSPIN COMPACT MODELING OF MTJ       

                           

2.1 Motivation 

 Magnetic tunnel junctions (MTJs) are being actively developed by the semiconductor industry as 

one of the most promising memory devices, opening the door to new possibilities of next-generation 

low-power and high-speed system architectures. As we illustrated in Chapter 1, MTJs have the 

potential to be implemented as an embedded system memory (e.g., L3 cache), which directly transmits 

information to arithmetic logic units (ALUs) or digital signal processors (DSPs) with low latency, and 

stores the data in a nonvolatile, fast, and energetically efficient way.  

 A compact model accurately capturing the VCMA-induced magnetization dynamics is essential for 

successful development of VCMA-based memory. Although several works related to single-domain 

Landau–Lifshitz–Gilbert (LLG)-based macrospin models have been reported [62]–[65], a few have 

included the VCMA effect [66], [67]. It has been experimentally observed that the VCMA effect 

impacts magnetization dynamics both in the presence of STT, as well as on its own, giving rise to an 

oscillatory behavior of the switching probability as a function of applied pulse width [68], [69], which 

differs from that of pure STT and thermally activated STT switchings. Hence, previous models need 

to be complemented by incorporating the voltage dependence of anisotropy at the interface of the free 

layer and the tunnel barrier.  

  In this chapter, we include the VCMA effect as a component of the effective magnetic field 𝐻ሬሬ⃗ ௘௙௙ 

in an LLG-based macrospin compact model, allowing implementation in a hardware description 

language such as Verilog-A. The main contributions of this work are as follows. (i) The model 

calculates quantitative values of the effective magnetic field and its components as a function of 

applied voltage across the device, predicting the required bias condition in which switching can occur. 
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(ii) The three-dimensional magnetization dynamics and resistance change can be monitored with 

respect to time. (iii) The model provides the in-plane external magnetic field dependence of the 

switching speed. (iv) The model accounts for the write error rate (WER) as a function of the pulse 

duration, amplitude, and slew rate by including the effect of thermal noise under repeated write trials. 

(v) The change of the retention time and thermal stability can be monitored under the different bias 

conditions.  

 

2.2 Physical and Dynamic Model of MTJ 

 2.2.1 Landau–Lifshitz–Gilbert (LLG) equation 

 We assume a single-domain MTJ structure where the three-dimensional dynamics of the free layer’s 

magnetic moment 𝑚ሬሬ⃗ = {𝑚௫ , 𝑚௬ ,  𝑚௭ൟ, with |𝑚ଶ| = 1, can be described via a Landau-Lifshitz-Gilbert 

(LLG) equation in the presence of an effective field 𝐻ሬሬ⃗ ௘௙௙ [70]. 

                                             
𝑑𝑚ሬሬ⃗

𝑑𝑡
= −𝛾`൫𝑚ሬሬ⃗ × 𝐻ሬሬ⃗ ௘௙௙൯ − 𝛼𝛾`𝑚ሬሬ⃗ × ൫𝑚ሬሬ⃗ × 𝐻ሬሬ⃗ ௘௙௙൯                                            (2.1) 

 
where 𝛼  is the material-dependent Gilbert damping factor, 𝑚ሬሬ⃗  is a unit vector in the direction of 

magnetization, and 𝛾` is the reduced gyromagnetic ratio, which is equal to (𝛾௘𝜇଴)/ (1 + 𝛼ଶ) in which 

𝛾௘  is the gyromagnetic ratio and 𝜇଴ is the relative permeability of the free layer. The first term in the 

equation (2.1) is responsible for precessional motion while the second term provides a damping torque 

that makes 𝑚ሬሬ⃗  align with 𝐻ሬሬ⃗ ௘௙௙.  

 

 2.2.2 Effective Magnetic Field  

 The compact model predicts the magnetization vector trajectory by solving the LLG equation in a 

given electromagnetic bias condition. The time derivative of the magnetic moment 𝑑𝑚ሬሬ⃗ /𝑑𝑡 is extracted 
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based on the effective magnetic field 𝐻ሬሬ⃗ ௘௙௙ in every simulation time step. 𝐻ሬሬ⃗ ௘௙௙ is a combination of the 

following magnetic anisotropies,  

                                                    𝐻ሬሬ⃗ ௘௙௙ = 𝐻ሬሬ⃗ ௉ெ஺− 𝐻ሬሬ⃗ ௏஼ெ஺ + 𝐻ሬሬ⃗ ௗ௘௠ + 𝐻ሬሬ⃗ ௘௫௧                                                    (2.2) 

 The vector of the effective magnetic field points towards the direction of the energy minima, 

providing torques to the magnetic moment to be aligned with this direction via precession and damping 

motions. However, each component of the effective field can vary with respect to time depending on 

the bias condition, temperature, and its current magnetic moment direction. Hence, adopting a reliable 

model of each component determines the accuracy of the compact model. 

 

  2.2.2.1 Perpendicular Magnetic Anisotropy (PMA) 

 To make the magnetic layers perpendicular to the plane of thin-films, a sufficient interfacial 

anisotropy energy should exist in the interface between a MgO and a CoFeB layer to overcome the 

relatively large demagnetization field in the 𝑧̂-axis. Such anisotropy, called perpendicular magnetic 

anisotropy (PMA), may stem from a preference of the spins to align in the perpendicular direction 

because of interfacial or magnetocrystalline effects [71] and can be described in the form of an 

anisotropy field [72].  

                                                                  𝐻ሬሬ⃗ ௉ெ஺ =
2𝐾௜

𝑡௙௟𝜇଴𝑀ௌ
𝑚ሬሬ⃗ ௭                                                                        (2.3) 

where 𝐾௜  is the PMA coefficient (interfacial anisotropy),  𝑡௙௟  is the thickness of the free layer, 𝑀ௌ is 

the saturation magnetization, and 𝑚ሬሬ⃗ ௭ is the unit vector of the magnetic moment along the 𝑧̂-axis.  

 

  2.2.2.2 Voltage-Controlled Magnetic Anisotropy (VCMA) 

 In ultrathin ferromagnetic films (< 2 nm), electric fields can change the magnetic properties via 

interfacial effects, providing a mechanism for coupling the electric field to the magnetic anisotropy. 
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The PMA can, therefore, be modulated via the voltage-controlled magnetic anisotropy (VCMA) [24], 

[73], [74]. The VCMA effect is theoretically explained by the electric field-induced change of 

occupancy of atomic orbitals [75] and the Rashba spin-orbit coupling at the interface [76]. In general, 

the VCMA effect may have a nonlinear dependence on the applied voltage. However, in the voltage 

range of memory applications, the linearized form of the dependence can be considered valid where  

 

                                                             𝐻ሬሬ⃗ ௏஼ெ஺ =
2𝜉𝑉ெ்௃

𝑡௙௟𝜇଴𝑀ௌ𝑑ெ௚ை
𝑚ሬሬ⃗ ௭                                                                 (2.4) 

 
 
Here, 𝜉 is the VCMA coefficient that is a material dependent parameter quantifying the change of 

interfacial anisotropy energy per unit electric field, 𝑉ெ்௃  is the voltage across the MTJ, and 𝑑ெ௚ை is 

the thickness of the tunnel oxide. Depending on the polarity of the applied voltage across the device, 

the VCMA can either enhance or reduce the PMA. 

 

  2.2.2.3 Shape Anisotropy and Demagnetization  

 The demagnetization field 𝐻ሬሬ⃗ ௗ௘௠ has a tendency to reduce the total magnetization and gives rise to 

shape anisotropy in ferromagnets. In cylindrical or ellipsoid based devices such as MTJs, the strength 

of the demagnetization field linearly depends on the magnetization with the geometrical demagnetizing 

tensors described by  

                                                               𝐻ሬሬ⃗ ௗ௘௠,௫ = −𝑀௦(𝑁௫ ∙ 𝑚ሬሬ⃗ ௫)                                                                 (2.5) 

                                                               𝐻ሬሬ⃗ ௗ௘௠,௬ = −𝑀௦(𝑁௬ ∙ 𝑚ሬሬ⃗ ௬)                                                                 (2.6) 

                                                              𝐻ሬሬ⃗ ௗ௘௠,௭ = −𝑀௦(𝑁௭ ∙ 𝑚ሬሬ⃗ ௭)                                                                   (2.7) 

 
where the sum of the demagnetizing tensors 𝑁௫, 𝑁௬, and 𝑁௭ is equal to 1 in SI units and 4π in CGS 

unit. 
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 2.2.2.4 External Field 

 In the compact model, any external magnetic bias field directly contributes to 𝐻ሬሬ⃗ ௘௫௧. An in-plane 

bias field is typically required to realize a uniform voltage-induced precessional switching with defined 

switching speed. In a practical device for VCMA-based memory applications, the external magnetic 

field can be incorporated via an extra in-plane exchange-biased ferromagnetic layer within the MTJ 

stack. 

 

 2.2.3 Thermal Noise 

 The thermal noise 𝐻ሬሬ⃗ ௧௛ can be included in the precessional term of the LLG equation, following the 

Langevin approach [77], which captures thermally-induced (e.g., stochastic) processes. Although 

omitting 𝐻ሬሬ⃗ ௧௛ in the damping term may alter the particular realizations of magnetization trajectories, 

the average system property remains the same if the noise power is appropriately rescaled [78]. The 

stochastic LLG equation is as follows, 

                                      
𝑑𝑚ሬሬ⃗

𝑑𝑡
= −𝛾`𝑚ሬሬ⃗ × ൫𝐻ሬሬ⃗ ௘௙௙ + 𝐻ሬሬ⃗ ௧௛൯ − 𝛼𝛾`𝑚ሬሬ⃗ × ൫𝑚ሬሬ⃗ × 𝐻ሬሬ⃗ ௘௙௙൯                                       (2.8) 

 
This aspect of the model is required to simulate the write error rate (WER). The thermal noise is 

modeled as a Gaussian noise-like magnetic field [79], where 𝐻ሬሬ⃗ ௧௛ is given by   

                                                            𝐻ሬሬ⃗ ௧௛ =  𝜎⃗ඨ
2𝑘஻𝑇𝛼

𝜇଴𝑀ௌ𝛾`𝒱Δ𝑡
                                                                        (2.9) 

Here, 𝑘஻  is the Boltzmann constant, 𝑇 is the temperature, 𝒱 is the volume of the free layer, Δ𝑡 is the 

simulation time step, and 𝜎⃗ is a unit vector whose 𝑥ො, 𝑦ො, and 𝑧̂ components are independent Gaussian 

random variables with a mean of 0 and a standard deviation of 1. These components are produced 

using the Verilog-A random number generator functions. Room temperature of T=300 K is used 

throughout the simulation.  
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 2.2.4 Modeling of Spin-Transfer Torque  

 The magnetization dynamics of the free layer is also affected by a current-dependent spin-transfer 

torque (STT), which can be included in the LLG equation as a third term [64]: 

                                
𝑑𝑚ሬሬ⃗

𝑑𝑡
= −𝛾`𝑚ሬሬ⃗ × ൫𝐻ሬሬ⃗ ௘௙௙ + 𝐻ሬሬ⃗ ௧௛൯ − 𝛼𝛾`𝑚ሬሬ⃗ × ൫𝑚ሬሬ⃗ × 𝐻ሬሬ⃗ ௘௙௙൯ + Γௌ்்                             (2.10) 

                                            Γௌ்் = − 𝛾`𝑃
ℏ

2

𝐽

𝑞

1

𝑡௙௟𝜇଴𝑀ௌ

[𝑚ሬሬ⃗ × (𝑚ሬሬ⃗ × 𝑝)]                                                    (2.11) 

 
The STT term is derived based on two assumptions: (i) The whole transverse part of the spin current 

is absorbed next to the interface. (ii) The incident spin direction is aligned along the magnetization of 

the pinned layer(𝑝). Here, J/q represents the number of electrons per unit time and unit area, flowing 

through the MTJ device. Each electron carries an average angular momentum Pℏ/2, where P is the 

spin-polarization factor, the percentage of electrons whose intrinsic angular momentum (spin) aligns 

with the magnetization direction as current flows through the MTJ. Hence, 𝛾`P(ℏ/2)(J/q) is the net 

flow of magnetization into a unit area, and its ratio of the specific magnetic moment provides the 

torque to the free layer.  

  In a perpendicularly magnetized MTJ, the PMA is large enough to cancel the demagnetization field, 

resulting in the out-of-plane easy axis. The out-of-plane component of the effective field 𝐻௞,௘௙௙
ୄ  is 

given by 

                                                           𝐻ሬሬ⃗ ௞,௘௙௙
ୄ = 𝐻ሬሬ⃗ ௉ெ஺−𝐻ሬሬ⃗ ௏஼ெ஺ + 𝐻ሬሬ⃗ ௗ௘௠                                                       (2.12) 

 
This creates the energy barrier which needs to be overcome for achieving magnetization reversal. To 

switch the MTJ via the STT effect, the STT term should be larger than the damping term in the LLG 

equation, giving rise to the critical current density expression, 

                                                       J஼_ௌ்் =
2𝑞

ℏ

𝛼𝑡௙௟𝜇଴𝑀ௌ𝐻௞,௘௙௙
ୄ

𝜂
                                                                (2.13) 
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where 𝜂 is the spin transfer efficiency. However, the STT effect is not significant in the voltage-

controlled MTJ since the relatively thick tunneling barrier (> 1.5 nm) limits the current density. Also, 

recent experiments have shown that an additional field-like torque (𝛽ଵ + 𝛽ଶ ∙ 𝐴 ∙ 𝐽)(𝑚ሬሬ⃗ × 𝑝) can be 

added in the STT term (2.11) where 𝛽ଵ and 𝛽ଶ are field-like torque constants, and A is the MTJ area. 

Although the compact model includes the current-driven field-like torque term, again this effect is also 

negligible in voltage-controlled MTJ devices.  

 

 2.2.5 Modeling of Tunnel Magnetoresistance (TMR) Ratio  

 The dynamic behavior of the magnetic moment 𝑚ሬሬ⃗  itself does not provide useful information for 

circuit simulation. Therefore, the motion of 𝑚ሬሬ⃗  needs to be expressed in terms of the MTJ conductance 

to interact with other electric components. According to the Jullière model [32], the conductance is 

described by the following equation: 

                                                              G(θ) = 𝐺்(1 + 𝑃ଶ𝑐𝑜𝑠𝜃) + 𝐺ௌூ                                                     (2.14) 

 
We assume that the spin polarization 𝑃 in both the pinned and free layers has the same value (𝑃ଵ =

𝑃ଶ), and 𝐺ௌூ , additional conductance resulting from imperfections in the tunneling barrier MgO, is 

equal to zero. Here 𝐺் is the pre-factor for direct elastic tunneling conductance 𝐺்
ିଵ ≈ 𝑅௉(1 + 𝑃ଶ). 𝜃 

is the angle between 𝑚ሬሬ⃗  and 𝑝 . In a perpendicular MTJ, −cos 𝜃  is equal to the magnitude of 𝑧̂ -

component of the magnetic moment 𝑚ሬሬ⃗ ௭, which leads to G(𝑚ሬሬ⃗ ௭) ≈ 𝐺்(1 − 𝑃ଶ𝑚ሬሬ⃗ ௭). 

 Tunnel magnetoresistance (TMR) ratio can be expressed by the spin-polarization factor 𝑃 [32], 

 

                                                           TMR =
𝑅஺௉ − 𝑅௉

𝑅௉
=  

2𝑃ଶ

1 − 𝑃ଶ
                                                           (2.15) 

 
A high TMR (> 100%) is desirable for a reliable sensing operation since it causes larger sensing 

margins. Based on equations (13) and (14), we can derive the final MTJ resistance in our compact 

model as a function of TMR and 𝑚ሬሬ⃗ ௭, 
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                                         R(𝑚ሬሬ⃗ ௭) =
𝑅௉(1 + 𝑃ଶ)

1 − 𝑃ଶ𝑚ሬሬ⃗ ௭
=

𝑅௉(1 +
𝑇𝑀𝑅

𝑇𝑀𝑅 + 2
)

1 −
𝑇𝑀𝑅

𝑇𝑀𝑅 + 2
𝑚ሬሬ⃗ ௭

                                                  (2.16) 

 
If the magnetization of the pinned layer 𝑝 is aligned along the minus 𝑧̂-axis (𝑝 = −1), the parallel state 

corresponds to R(𝑚ሬሬ⃗ ௭ = −1) = 𝑅௉ . On the other hand, the anti-parallel state is R(𝑚ሬሬ⃗ ௭ = +1) =

𝑅௉(1 + 𝑇𝑀𝑅) = 𝑅஺௉. 

 

2.3 Two Terminal MTJ Switching Mechanisms and Compact Model Simulations 

 2.3.1 Voltage Dependence of Effective Magnetic Field 

 The effective magnetic field 𝐻ሬሬ⃗ ௘௙௙ in the free layer of the MTJ is a function of the applied voltage 

across the device due to the VCMA effect. A quantitative analysis of voltage dependence of each 

component in 𝐻ሬሬ⃗ ௘௙௙  allows extracting the critical voltage 𝑉௖ , the minimum voltage that induces the 

voltage-driven precessional switching.  

 Figure 2.1 shows each component of 𝐻ሬሬ⃗ ௘௙௙  as a function of the applied voltage in terms of an 

anisotropy field [kA/m = 12.56 Oe] based on the parameters of Table 2.1, assuming that the data is 

captured immediately after applying voltage where the magnetic moment of the free layer is aligned 

with the out-of-plane direction (𝑚ሬሬ⃗ ௭ = 1 𝑜𝑟 − 1). Since 𝐻௞,௘௙௙
ୄ  is the dominant component at zero bias 

 

Parameters Symbol Value Unit 
MTJ diameter 𝑙 60 𝑛m 
MgO thickness 𝑑ெ௚ை 1.62 𝑛𝑚 

Free layer thickness 𝑡௙௟  1.1 𝑛𝑚 
TMR TMR 100 % 

Temperature T 300 𝐾 
Damping factor 𝛼 0.02  

Saturation magnetization 𝑀௦ 1.2 × 10଺ 𝐴/𝑚 
PMA coefficient 𝐾௜ 1.06 × 10ିଷ 𝐽/𝑚ଶ 

VCMA coefficient 𝜉 61 𝑓𝐽/𝑉 ∙ 𝑚 
Demagnetizing tensor (z) 𝑁௭ 0.96  

Demagnetizing tensor (x,y) 𝑁௫,௬ 0.02  

Table 2.1 Parameters of the macrospin compact model. 
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due to the PMA, the easy axis of the device is in the out-of-plane direction. Depending on the amplitude 

of the applied voltage, switching can occur via thermal activation or a precessional reorientation. In 

particular, the latter can happen if the applied voltage reaches the critical voltage 𝑉௖, in which 𝐻௞,௘௙௙
ୄ  

is smaller than the in-plane external field 𝐻௘௫௧. In this bias condition, the easy axis temporarily changes 

to the in-plane, causing the precessional dynamic motion along with the in-plane external field 𝐻௘௫௧.  

 

 2.3.2 Timing of Voltage-Driven Precessional 

 In addition to the voltage amplitude across the device (𝑉ெ்௃ > 𝑉௖), the pulse duration also plays a 

significant role in precessional reorientation. To achieve switching, the pulse needs to be removed 

when the magnetic moment achieves 180௢ reorientation. If the pulse duration is too long or too short, 

the magnetic moment may return to its initial state. Figure 2.2 illustrates the VCMA-induced 

precessional switching mechanism in the free layer of the MTJ.   

 Figure 2.3 shows the transient simulation of the compact model where the first two pulses with the 

half cycle of precession switch the MTJ state from P to AP and from AP to P, respectively. Because 

of such non-deterministic and unipolar switching, the initial state of the MTJ needs to be known to 

 

Fig. 2.1 Voltage dependence of the components of the effective magnetic field. 𝐻௞,௘௙௙
ୄ  is reduced as the 

applied voltage increases due to 𝐻௏஼ெ஺ . If 𝐻௞,௘௙௙
ୄ  is smaller than 𝐻௘௫௧ , a voltage-driven precessional 

switching can occur where the applied voltage across the MTJ at that point is defined as the critical voltage 
𝑉௖. We introduced the amplitude of the thermal noise for the comparison to other components.  
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determine whether a reversal of the free layer is necessary to write the desired information. However, 

the unipolar writing process allows having a diode-controlled memory device for crossbar arrays, 

increasing the density and scalability of the overall memory [52]. Alternatively, in a 1T-1MTJ 

implementation, the reverse voltage can be used for high-speed and disturb-free sensing [80]. The third 

pulse fails to switch the MTJ since its duration is equal to the time of a full round trip, resulting in 

PAPP. 

 The bottom two simulations of Fig. 2.3 presents components of the effective field. When 

(𝑉ெ்௃ > 𝑉௖), the VCMA cancels out the sum of the PMA and the demagnetization field. Hence, the 

out-plane component of effective field 𝐻௞,௘௙௙
ୄ  becomes smaller than the external field 𝐻௘௫௧, fulfilling 

the condition for the precessional switching.  

 

Fig. 2.2 Illustration of the voltage-induced precessional switching mechanism in the free layer of a 
perpendicularly magnetized MTJ. (a) Under zero electric bias condition (𝑉ெ்௃ = 0 𝑉 𝑎𝑡 𝑡 < 𝑡଴), the free 

layer is aligned with the out-of-plane direction because the perpendicular magnetic anisotropy 𝐻ሬሬ⃗ ௉ெ஺ is a 
dominant component in 𝐻ሬሬ⃗ ௞,௘௙௙

ୄ . (b) When an applied voltage across the device reduces 𝐻ሬሬ⃗ ௞,௘௙௙
ୄ  via the VCMA 

effect, the magnetic moment starts to precess around the in-plane direction. (c) If the width of the applied 
pulse is designed to coincide with half the precession period, a full 180௢ switching can be achieved. Note 
that voltage with opposite polarity cannot switch the device because it enhances 𝐻ሬሬ⃗ ௞,௘௙௙

ୄ . 
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 2.3.3 Thermal Noise Effect  

 The thermal noise influences the dynamic motion of the free layer magnetic moment by randomly 

modulating the precessional term of the LLG equation. In our model, the thermal noise is included in 

each 𝑥ො, 𝑦ො, and 𝑧̂ components of the LLG equation, resulting in a stochastic switching behavior. This 

allows us to obtain write error rates (WERs) in various electrical and magnetic bias conditions.  

The static state of the MTJ is also affected by the thermal noise. Even under zero bias, the thermal 

noise has a possibility to overcome the energy barrier between the two states, switching the device to 

 

Fig. 2.3 Transient simulation of the non-deterministic voltage-driven precessional switching in which a 
unipolar pulse can switch either P to AP or AP to P. If the pulse duration is equal to the round trip precession 
time, the switching might not occur since the magnetic moment can return to the original state. While 
applying the write pulse, 𝐻ሬሬ⃗ ௞,௘௙௙

ୄ  becomes smaller than 𝐻௘௫௧ , causing a precessional motion along with the 
in-plane 𝐻௘௫௧. 
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the other state. The time interval of this switching process is the retention time. Figure 2.4 shows the 

thermal noise effect on the dynamic and static state of the device in terms of the magnetic moment and 

resistance.  

 

 2.3.4 External Magnetic Field Dependence of Switching Speed  

 The switching speed of the voltage induced precessional switching depends not only on the applied 

pulse across the MTJ but also on the amplitude of the external field 𝐻௘௫௧ since the effective field in 

 

Fig. 2.4 Transient simulation (a) in the absence of the thermal noise (b) in the presence of the thermal noise. 
The thermal noise influences both the dynamic and static behaviors of the magnetic moment, resulting in 
stochastic switching. 
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the precessional term of the LLG equation provides a net torque to the magnetic moment. Assuming 

the condition that the applied voltage is larger than the critical voltage (𝑉ெ்௃ > 𝑉஼), the switching 

speed is proportional to the magnitude of the in-plane component of the external field. The compact 

model provides the switching speed as a function of the in-plane external field (𝑥ො-axis) as shown in 

Fig. 2.5. Sub-nano second switching can be achieved if the 𝐻௘௫௧ is larger than 16 𝑘𝐴/𝑚 (~200 Oe). 

However, if the external field has a relatively strong in-plane component, it tilts the magnetization of 

the free layer at the equilibrium, reducing the thermal stability. 

 

 2.3.5 Write Error Rate (WER) 

 The write error rate (WER= 1 − 𝑃௦௪ , where 𝑃௦௪  is the switching probability) is defined as the 

number of switching failures divided by a total number of write trials in a single cell. The access time 

of a memory system is largely affected by the WER since multiple write operations are often necessary 

 

Fig. 2.5 Transient simulations for the in-plane external magnetic field 𝐻௘௫௧ dependence of the switching 
speed. As the 𝐻௘௫௧  increases, the switching speed increases. 
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to achieve a desired bit error rate if the WER is high. Typically, a WER in the order of ~10ିଽ is 

required for working memory applications. The magnitude of the WER also depends on the 

performance and acceptable overhead of the error correction code (ECC) algorithm built in the memory 

system [81], [82]. 

There are differences between the STT-induced switching and the VCMA-driven precessional 

switching in terms of WER, even though both are stochastic processes. Specifically, the WER of STT-

induced switching in the thermally-activated regime is exponentially reduced by increasing the write 

time and/or current density as shown in Fig. 2.6(a). However, the VCMA-driven switching shows an 

oscillatory behavior of the WER as a function of the write pulse duration due to the precessional motion 

of the magnetization as shown in Fig. 2.6(b) [68], [69], [83]. Note that the WERs of the both cases 

also rely on device characteristics such as the damping factor, thermal stability, and device dimension 

[84]. 

In addition to the timing of the applied pulse for the VCMA-driven precessional switching, the 

dynamics of the magnetic moment is also largely affected by the pulse shape, in particular, the rising 

Fig. 2.6 (a) WER of STT-induced switching as a function of the duration and amplitude of the write current, 
and (b) Oscillatory WER of voltage-controlled precessional switching as a function of the width and 
amplitude of write voltage. 
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time, falling time, and amplitude of the pulse. To create a stable precessional motion, 𝐻ሬሬ⃗ ௘௙௙ needs to 

be a constant field, pointing in the in-plane direction, during the electric bias condition. Otherwise, the 

trajectory of the magnetic moment may be altered, resulting in higher error probability. Figure 2.7 

shows simulation results of the magnetization dynamics based on the proposed model where a square 

shaped pulse (see Fig. 2.7(a)) and a triangular shaped pulse (see Fig. 2.7(b)) are applied. Their three-

dimensional magnetic moment trajectories are presented in Figure 2.7(c) and (d), respectively.  

 

Fig. 2.7 Compact model transient simulations for (a) a square shape write pulse and (b) a triangular shape 
write pulse. (c) The magnetic moment based on the square pulse shows a more stable precessional trajectory 
compared to (d) the triangular pulse based one. This allows the square pulse driven switching to have a low 
write error rate by reducing the susceptibility to noise. 
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To evaluate the effect of the slew rate and amplitude on the WER, we independently executed the 

macrospin simulation with 10ଽ trials. Figure 2.8 shows that both factors influence the WER in a 

significant manner. This is because the energy barrier of the free layer linearly decreases as the applied 

voltage increases, and hence the slew rate fundamentally decides the effective pulse duration.  

 

 2.3.6 Thermal Stability and Retention Time 

 The thermal stability Δ is responsible for the ability of a memory element to maintain its current 

state at a certain temperature and thereby determines the retention time. The thermal stability of a 

perpendicularly magnetized MTJ is obtained via the following equation (assuming 𝐻௞,௘௙௙
ୄ ≫  𝐻௘௫௧ ),  

      ∆ =  
𝐸௕(𝑉ெ்௃)

𝑘஻𝑇
=

𝜇଴𝑀௦𝐻௞,௘௙௙
ୄ (𝑉ெ்௃)𝒱

2𝑘஻𝑇
=

[𝐾௜ − 𝜉
𝑉ெ்௃

𝑑ெ௚ை
−

𝜇଴𝑀௦
ଶ𝑡௙௟൫𝑁௭ − 𝑁௫,௬൯

2
]𝐴

𝑘஻𝑇
               (2.17) 

where 𝐸௕ is the energy barrier between the two stable states of the MTJ, 𝑘஻ is the Boltzmann constant, 

𝑇 is the temperature, and 𝒱 is the volume of the free layer. We can also explain the VCMA effect in 

the context of the energy barrier change. Since 𝐻௞,௘௙௙
ୄ  is a function of the applied voltage 𝑉ெ்௃, the 

energy barrier can be modulated by 𝑉ெ்௃  as shown in Fig. 2.9(a). For a non-zero energy barrier, the 

switching can occur through thermal fluctuations. If the energy barrier is completely removed (the 

 

Fig. 2.8 WER simulation of voltage-controlled precessional switching with an ideal voltage source (a) as a 
function of rising and falling time (slew rate), and (b) as a function of amplitude. 
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condition for precessional switching) in the presence of an in-plane external magnetic field 𝐻ሬሬ⃗ ௘௫௧, the 

magnetization of the device is mainly governed by 𝐻ሬሬ⃗ ௘௫௧.  

At zero voltage bias condition with the given MTJ parameters in Table 2.1, the thermal stability is 

calculated as 35, which is suitable for working memory applications [85]. However, for storage class 

applications, the value of the thermal stability should be larger than 40~60 depending on the capacity 

of the memory chip. Figure 2.9(b) shows the voltage dependence of the thermal stability and retention 

time with a VCMA coefficient of 61 [fJ/V∙m], which determines the slope of the line in the graph. In 

the applied voltage range (0 < 𝑉ெ்௃ < 1.0), the thermal stability is modulated from 35 to 0, and the 

retention time decreases by ten orders of magnitude via the following equation 𝜏 = 𝜏଴exp (Δ), where 

𝜏଴ is equal to 1 ns.  

 

2.4 Three Terminal MTJ Switching Mechanisms and Compact Model Simulations 

 2.4.1 Modeling of Spin Hall Effect  

 Three types of torques (VCMA, STT, SHE) are implemented into a macrospin Verilog-A based 3-

terminal MTJ compact model. An electric field modulates the perpendicular magnetic anisotropy 

 

Fig. 2.9 (a) Schematic of the energy barrier 𝐸௕ lowering via the VCMA effect.  The reduced energy barrier 
provides more chance to switch via thermal activation, shortening the retention time. (b) Voltage dependence 
of the thermal stability and its corresponded retention time. The PMA, demagnetization field, and the volume 
of the free layer mainly determine the amplitude of the thermal stability. The slope of the line is changed by 
the VCMA coefficient 
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(PMA) of a ferromagnetic film and has been modeled by a voltage-dependent effective field. The STT 

and SHE are similar in that both generate spin currents resulting in (anti-)damping-like spin torques. 

STT relies on spin polarization created via interactions of electrons with a pinned layer and the 

subsequent transfer of said electrons into the free layer (with the charge current flowing through the 

pinned layer and then tunneling through the MgO and then into the free layer) where due to the 

polarization of the charge current, a spin current is also produced. The SHE, on the other hand, 

generates a spin current at the interface between the free layer and heavy metal in the presence of an 

in-pane charge current passing through the heavy metal thin film (no charge current passes through the 

MTJ) or topological insulator. Field-like spin torques were not considered in the present study. 

 Figure 2.10 shows the 3-terminal MTJ structure where the CoFeB/MgO/CoFeB based MTJ is 

placed on top of the heavy metal with spin-orbit interaction (e.g. Ta, Pt), giving rise to a sizeable spin 

Hall effect (hereafter, the HMS layer). Since the MgO thickness is 1.5 nm, which produces a relatively 

 

Fig. 2.10 Schematic of the 3-terminal MTJ on the heavy metal layer with spin-orbit interaction (i.e. 
Tungsten, W) for the SHE effect. A charge current 𝐼௠ transfers the spin torque via a polarized (in-plane) 
spin current. The fixed symmetry-breaking in-plane magnetic field is needed to set the direction of the SHE 
based switching in the perpendicularly magnetized MTJ. 
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large RA (>10ଷ Ω ∙ 𝜇𝑚ଶ), the STT effect is negligible. To deterministically switch a perpendicularly 

magnetized MTJ by using the SHE effect, in-plane magnetic field is necessary to break the symmetry 

with respect to spin torque [86]. This in-plane magnetic field is generated by an additional pinned layer, 

which can be fabricated as part of the MTJ. 

 The circuit simulator with the 3-terminal compact model extracts the charge current (𝐼௠) flowing 

through the HMS layer and calculates spin current by using the following equation [87], 

                                                             𝐼௦ =
஺ಾ೅಻

஺ಹಾೄ
𝜃ௌுா[1 − sech ൬

௧ಹಾೄ

ఒೞ೑
൰]𝐼௠                                             (2.18) 

where 𝐴ெ்௃  and 𝐴ுெௌ are the cross-sectional areas of the MTJ and the HMS layer, respectively, 𝜃ௌுா  

is the spin Hall angle, 𝑡ுெௌ is the thickness of the HMS layer, and 𝜆௦௙  is the spin flip length. The 

compact model uses the obtained spin current (𝐼௦) as one of the variables in the Landau-Lifshitz-Gilbert 

(LLG) equation to predict the dynamics of the free layer magnetic moment at a given magnetic field 

and electric bias condition, which is given by  

                             
𝑑𝑚ሬሬ⃗

𝑑𝑡
= −𝛾`𝑚ሬሬ⃗ × ൫𝐻ሬሬ⃗ ௘௙௙ + 𝐻ሬሬ⃗ ௧௛൯ − 𝛼𝛾`𝑚ሬሬ⃗ × ൫𝑚ሬሬ⃗ × 𝐻ሬሬ⃗ ௘௙௙൯ + Γௌ்் + Γௌுா                    (2.19) 

                                                      Γௌுா = − 𝛾`
ℏ

2

𝐽௦

𝑞

1

𝑡௙௟𝜇଴𝑀ௌ

[𝑚ሬሬ⃗ × (𝑚ሬሬ⃗ × 𝜎⃗)]                                            (2.20) 

where 𝐽௦ is the spin current density (𝐼௦/𝐴ெ்௃), and 𝜎⃗ is the polarization orientation of the pure spin 

current induced by SHE [88], [89]. It is noteworthy that the direction of the torque induced by the SHE 

in the perpendicular MTJ geometry is along with  𝑚ሬሬ⃗ × (𝑚ሬሬ⃗ × 𝜎⃗) and thus does not compete with the 

damping torque directly [90]. In this case, the critical current density is independent of the damping 

factor but depends on the effective anisotropy field of the free layer, which is given by 

                                                𝐽஼_ௌுா =
2𝑞

ℏ

𝑡௙௟𝜇଴𝑀ௌ

𝜃ௌு
ቈ
𝐻௞,௘௙௙

ୄ (𝑉ெ்௃)

2
−

𝐻௘௫௧

√2
቉                                           (2.21) 
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If the external magnetic field 𝐻௘௫௧ points to the in-plane direction, the critical current density is linearly 

modulated as a function of the 𝐻௘௫௧ . Since the perpendicular component of the effective field 𝐻௞,௘௙௙
ୄ  is 

a function of the applied voltage across the MTJ via the VCMA effect, the critical current density can 

also be modulated by 𝑉ெ்௃ . Hence, it is possible to combine both SHE and the VCMA effect to 

reconfigure the magnetization of the MTJ, which we refer to as gate-voltage-modulated SHE switching 

(V-SHE). 

 

 2.4.2 SHE-driven Switching and VCMA Assisted SHE-driven Switching  

 For the macrospin compact model simulation, we assume that the spin Hall angle is 0.3, the area of 

the HMS layer is 80 nm × 5 nm, and the spin flip length is 1.5 nm. Fig. 2.11 shows simulation results 

 

Fig. 2.11 Simulation results of pure SHE switching and gate-voltage-modulated SHE switching in the 
presence of the external in-plane magnetic field. If 𝐼௠ is larger than the absolute value of the critical current, 
it switches the MTJ state from AP to P as well as from P to AP (strong SHE). Below the critical current, 
switching does not occur (weak SHE). However, applying a pulse to the MTJ decreases the critical current, 
which induces a switching by using a relatively smaller current. 
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for a 3-terminal MTJ with a critical current for SHE switching of 90 𝜇𝐴 in the absence of any voltage 

applied across the MTJ structure and in the presence of 100 Oe  in-plane magnetic field. If the 

amplitude of the charge current flowing through the HMS layer with 2 ns duration is larger than the 

critical current, 𝐼௠  can switch the MTJ both from high resistance state (denoted as AP) to low 

resistance state (denoted as P) and from P to AP depending on the current direction. However, it is 

possible to modulate the critical current for the SHE effect via the VCMA mechanism by applying a 

voltage across the MTJ. By varying the perpendicular magnetic anisotropy of the free layer, the critical 

current, therefore, becomes a function of the applied voltage across the device. This enables local 

gating of switching in structures where multiple MTJs are placed on top of a single HMS layer. In 

other words, we can selectively switch MTJs based on the presence of the applied voltage. Specifically, 

as shown in Fig. 2.12, applying 0.76 V across the MTJ reduces the critical current from 90 𝜇𝐴 to 20 𝜇𝐴, 

resulting in a wide bias window for controlling the switching current.  

Fig. 2.12 Switching probability as a function of current (𝐼௠) amplitude and applied voltage (𝑉ெ்௃). The 
switching probability for each condition was extracted from 1,000 attempts based on the 3-terminal MTJ 
compact model simulation. As the applied voltage (𝑉ெ்௃) increases, less current (𝐼௠) is necessary to switch 
the MTJ state.  
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2.5 Scalability of Voltage-Controlled MTJ 

 The thermal stability Δ is one of the most significant metrics that evaluate a memory cell 

characteristics, especially, for retention time, and can be calculated via the equation (2.17). Since the 

𝐻௞,௘௙௙
ୄ  is a function of the voltage across the MTJ (𝑉ெ்௃), the thermal stability Δ also changes with 

respect to 𝑉ெ்௃ . The ratio between critical switching current and the thermal stability (𝐼஼/Δ଴) is an 

indicator of the scalability of STT-RAM where the Δ଴ is thermal stability at zero bias. Similarly, the 

scalability of MeRAM can be analyzed by the analogous critical voltage over thermal stability (𝑉஼/Δ଴), 

meaning that any voltage larger than 𝑉஼ can reconfigure the magnetic easy-axis to in-plane at a given 

thermal stability [91]. As shown in the equation (2.17), the thermal stability of the MTJ is a function 

of the energy barrier, which is proportional to 𝐾௜𝐴𝑉ெ்௃ where the A is the device area. Hence, the 

interfacial anisotropy 𝐾௜ needs to be increased as the MTJ size scales while maintaining the same level 

of thermal stability.  

 The ratio of critical voltage over thermal stability 𝑉஼/Δ଴  can be represented as 𝑑ெ௚ை𝑘஻𝑇/𝜉𝐴 . 

Therefore, as the device area scales down, the VCMA coefficient needs to be increased quadratically 

 
Fig. 2.13 Required VCMA coefficient and interfacial anisotropy in the scaled MTJ while maintaining the 
same value of the critical voltage (V஼/𝑑ெ௚ை =1 V/nm) and thermal stability (Δ଴ = 40). 
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to compensate for the reduction of the area of MTJ to keep the same rate of the energy barrier 

controllability by using the applied voltage. Figure 2.13 shows the required VCMA coefficient and 

interfacial anisotropy as the MTJ size is scaled while maintaining the same value of the critical voltage 

(V஼/𝑑ெ௚ை =1 V/nm) and thermal stability (Δ଴ = 40). 
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CHAPTER 3 

VOLTAGE-CONTROLLED SPINTRONICS-CMOS CIRCUITS        

 

3.1 Introduction 

 The macrospin compact model of MTJ including the VCMA effect has been successfully 

implemented into the circuit design platform, Cadence Virtuoso, based on Verilog-A programming 

language. In this chapter, we introduce several spintronics-CMOS circuits that show promising 

performance in terms of power, area, and throughput while achieving desired functions correctly. The 

proposed circuits exploit following physical phenomenon: (i) the applied voltage across the MTJ can 

either enhance or weaken the energy barrier (coercivity) of the device depending on the polarity of the 

voltage. (ii) The modulated energy barrier results in creating different switching probability and 

retention time. (iii) Combining the current-driven switching mechanisms (STT, SHE) with the voltage-

driven switching causes a deterministic switching while enabling parallel configuration of multiple 

MTJ devices and consuming low switching energy. This chapter may provide a design methodology 

how a conventional CMOS circuitry benefits from the voltage-controlled spintronic devices.  

 

3.2 Voltage-controlled MTJ based Ternary Content-Addressable Memory  

 3.2.1 Overview of TCAM 

 Ternary content addressable memory (TCAM) is an associative computing module, which has 

many practical applications such as in anti-virus scanners, IP filters, and network switches due to its 

ultra-fast, fully-parallel searching scheme [92]. The most important qualification for a TCAM cell is 

fast operation speed for data searching. Due to this reason, SRAM has been widely used in memory 

elements of the conventional TCAM cell, even though it has high bit-cell cost, typically requiring 

12~16 transistors per cell as shown in Fig. 3.1 [93], [94]. However, as CMOS shrinks to nanometer-
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scale, the other major issue has emerged: a high standby power due to leakage current. A scaled-down 

channel length increases the leakage current, and hence the use of SRAM in TCAM applications is not 

a sustainable pathway. Table 3.1 shows the truth table of TCAM cell for its search operation. 

 

 3.2.2 Design of MTJ based TCAM Cell 

 To design a low-standby power, high-speed accessibility, and low bit-cell cost TCAM cell, we 

propose a voltage-controlled MTJ based TCAM, referred to as magnetoelectric TCAM, or MeTCAM. 

A MeTCAM cell consists of four transistors and two MTJs, i.e. a 4T-2MTJ structure, as shown in Fig. 

 

Fig. 3.1 Conventional SRAM based TCAM cell architecture consisting of two volatile storage elements and 
comparison logic [94]. 

 

 

Table 3.1 Truth table of TCAM cell including Don’t care condition. 
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3.2. M1 and M2 are comparison transistors whose gates are connected to the search lines (SL and SLB), 

and the sources are connected to the pinned layers of the MTJs. M3 is an access transistor, which is 

required for the configuration (write) operation, and shared by two storage elements (MTJs), b1 and 

b2, to reduce the cell area. M4 is a match line (ML) driver transistor, which determines the state of the 

ML between ‘0 and ‘1 based on the potential of the center (CE) node during the search operation. 

 Figure 3.3 shows the voltage dependence of the coercivity (energy barrier) in MTJ devices. 

Applying a positive voltage on top of the MTJ decreases the coercivity of the free layer due to the 

accumulation of electrons between the interface of MgO/CoFeB [26]. On the other hand, applying a 

positive voltage to the bottom side makes the free layer energetically more stable by increasing its 

coercivity. The voltage dependence of the coercivity is an important mechanism for the operation of 

the proposed MeTCAM cell. 

 

Fig. 3.2 Voltage-controlled MTJ based MeTCAM cell architecture. M1 and M2 are the comparison 
transistors which are connected to SLB and SL. Based on the combination of the stored data in b1 and b2 
with search data, the circuit determines the ML state. M3 is used for the write operation, applying short 
pulses to induce the precessional switching. During the search operation, DGL pre-charges the CE node, 
reducing disturbance.  
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 3.2.3 Configuration and Search Operations 

 In the configuration operation (write operation for MTJs), a two-step write method is used where 

writing of the memory elements b1 and b2 is performed in a serial manner. The pre-read step is 

necessary to deal with the non-deterministic behavior of the VCMA-driven precessional switching 

before the MTJ is written. Typically, a pulse with ~1 V amplitude and 1 ns duration should be applied 

to the MTJ to achieve precessional switching. To generate the write pulse in the proposed cell, the 

dynamic ground line (DGL) node is discharged to ground level, and M1 or M2 must be turned on to 

electrically connect between the CE node and DGL node. Then, the write pulse applied to the BL node 

is propagated to the CE node through M3 as shown in Fig. 3.2. 

 

Fig. 3.3 Voltage dependence of the coercivity. Based on the polarity of the applied voltage, the coercivities 
of the free layers are changed, which can be used in both the configuration and search operations for the 
proposed MeTCAM application. 

 

 

Table 3.2 Bias conditions for the MeTCAM configuration mode. 
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 The reduction of the cell area is achieved by using the shared access transistor M3 at the expense 

of configuration time. The increased configuration time is not a critical issue since the configuration 

operation of TCAM applications is not frequently performed compared to the search operation. 

Furthermore, the VCMA-driven precessional switching speed is fast enough to compensate for the 

increase in the number of the write operation. The corresponding bias conditions of the configuration 

operation are summarized in Table 3.2. 

  In the search operation, the ML node is initially pre-charged up to 𝑉ௗௗ during the ML pre-charge 

phase as shown in Fig. 3.4. For the evaluation phase, a 1 V pulse with 𝑇ௌா  (250 ps) duration is applied 

to the DGL node. Giving a positive pulse at the bottom of the MTJ enhances the coercivity of the free 

layer, hence reducing the search (read) disturbance of the MTJs. Under the pulsed condition, the 

potential of the CE node is determined by RC delay originating from the resistance of the MTJs and 

the intrinsic capacitance of the CE node. For example, consider the case where the MeTCAM cell 

 

Fig. 3.4 Search operations of the MeTCAM, consisting of two phases: ML Precharge and Evaluation. During 
the ML Precharge phase, the ML node rises up to Vdd. The evaluation phase takes advantage of the time 
difference between the RC delay of the 𝑅௉ path and that of the 𝑅஺௉ path, determining the mode (on/off) of 
transistor M4 without search disturbance. 
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stores a logic value ‘0’ (b1-𝑅஺௉ , b2-𝑅௉). In the case of a search ‘0’ operation (SLB=1, SL=0), the CE 

node cannot reach the threshold voltage of the ML-driver transistor M4 within the period 𝑇ௌா  due to 

the relatively long RC delay through the high resistance of b1-𝑅஺௉ , resulting in ML remaining high. 

On the other hand, for a search ‘1’ operation (SLB=0, SL=1), the potential of the CE node is able to 

reach the threshold of M4 due to the relatively short RC delay through the low resistance of b2-𝑅௉, 

enabling M4 to generate high enough pull down current 𝐼ெ௅ from the ML node to the ground, which 

causes the ML node to become low as shown in Fig. 3.4. If the MeTCAM has a “don’t care” condition 

(b1-𝑅஺௉, b2-𝑅஺௉), it prohibits the CE  node from exceeding the threshold of M4 for either search ‘0’ 

or search ‘1’ due to the long RC delay.  

   

 3.2.4 Performance Evaluation and Comparison 

 Since the write current of voltage-controlled MTJs is typically below  10 μA , M1~M3 can be 

designed based on the minimum size transistors in Fig. 3.2. The size of M4 largely influences the 

performance in terms of search delay and the cell area overhead. The proposed MeTCAM cell achieves 

210 ps delay with 32 bit (ML length) by using the minimum size of M4. The total size of the cell is 

44𝐹ଶ. Table 3.3 shows the performance comparison of MeTCAM with different types of TCAMs 

which are based on other memory technologies [92], [94]–[96]. It is noteworthy that the cell size of 

MeTCAM is 12% smaller than that of PCRAM based TCAM, which uses a 2T-2R structure. This is 

because the PCRAM-based TCAM cell needs to supply a relatively high reset current (>100 μA), 

requiring larger transistors for providing a sufficient drivability. To increase the search speed of 

TCAMs, the critical path (from the ML node to GND) must be shortened and have a low resistance. 

The ML node of the proposed structure is directly connected to GND through M4, achieving even 

faster search speed than that of the 2T-2R structure, since the 2T-2R has a storage element on the 

critical path between the ML node and GND, causing longer RC delay. 
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 Utilizing voltage-controlled MTJs in MeTCAM also reduces errors originating from search-induced 

false writing events. In principle, currents flowing through storage elements may cause a disturbance 

(i.e. unwanted switching) during the data search operation. This is especially severe in the case where 

a storage element is located on the critical path like a 2T-2R structure. The more search operations 

execute, the higher possibility of the disturbance generates. However, the MeTCAM is less susceptible 

to the disturbance because applying a positive pulse to the DGL node enhances the coercivity of the 

free layers, leading to more stable MTJ free layers during the search operation [97]. 

 

3.3 A Spintronic Voltage-Controlled Stochastic Oscillator 

 3.3.1 Uniform Sampling versus Non-uniform Sampling   

 In the era of the Internet of Things (IoT), a tremendous amount of information in the analog domain 

is sampled and converted to digital data in a large palette of applications such as mobile 

communications, wearable devices, medical imaging, and radar detection. This digital information is 

 

Table 3.3 Performance comparison of TCAMs associated with different types of storage memories [92], 
[94]–[96]. 
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typically processed by a digital signal processor (DSP) or a central/graphics processing unit 

(CPU/GPU) and stored in memory devices. However, the data deluge significantly increases energy 

consumption for computations/transmission and requires higher memory capacity to record the data. 

 One of the promising ways to alleviate these issues is reducing the amount of data by adopting a 

non-uniform sampling scheme, which is an essential part of compressive sampling (CS) techniques, 

instead of using a conventional uniform sampling scheme [98]–[100]. Both sampling schemes are 

briefly described in Fig. 3.5(a) and (b).  

 The uniform sampling has been developed and optimized in modern hardware and software since 

the efficient fast Fourier transform (FFT) is executed based on uniformly sampled data. However, 

using uniform sampling is inefficient in certain types of application where much of the generated data 

does not significantly contribute to the overall information. This redundant data increases the 

computational load, causing energy waste for processing, transmitting and recording of the data [101]. 

Moreover, uniform sampling cannot efficiently avoid aliasing, leading to distortion in the signal 

reconstruction [102].  

 

Fig. 3.5 (a) Uniform sampling that has a constant time interval between samples. (b) Non-uniform sampling 
which has a variable time interval between samples. (c) Non-uniform clock based analog to digital 
information conversion and reconstruction system using a conventional periodic non-uniform clock 
generator. 
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 Non-uniform sampling is categorized into two groups: periodic and non-periodic [103]. In the 

periodic non-uniform sampling, the sampling noise is added to each periodic sampling time; on the 

other hand, the sampling time of the non-periodic methods is constructed by adding the noise to the 

previous sampling time, typically called additive random sampling. Another type of non-periodic non-

uniform sampling is the level-crossing sampling scheme (LCSS) which takes samples when the input 

signal crosses predefined threshold levels, referred to event-driven sampling [100]. Non-uniform 

sampling can have advantages especially with low activity signals such as electrocardiograms and 

other biological signals, temperature, pressure, voice, and patterns, which remain constant most of the 

time and change sporadically. Since the total system energy consumption is a function of the sampling 

rate, event-driven random sampling drastically reduces the computation and data transmission energy 

by capturing the relevant samples based on the signal characteristic [100].  Also, the randomness of 

the time interval between samplings improves the dynamic range of the system and addresses aliasing 

issues [104].   

 Figure 3.5(c) shows a conventional CMOS-based analog-to-digital information conversion and 

reconstruction system where the conventional periodic non-uniform clock generator plays a role in 

determining sampling bandwidth, computational complexity, and overall power consumption. Many 

periodic non-uniform clock generators have been proposed based on a linear feedback shift register 

(LFSR) that randomly selects one clock signal among a matrix of ring oscillators, which have different 

frequencies and phases [105]–[108]. However, these circuits require a large number of transistors and 

additional controllers, resulting in area and energy consumption overhead, and only provide a fixed 

average sampling frequency.   

 

 3.3.2 Advantages of using MTJ for the Non-uniform Clock Generator 

 We propose an alternative approach to address the area and power issues and to provide flexibility 

in terms of sampling frequency, based on voltage-controlled magnetic tunnel junctions (MTJs). In 
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principle, a CMOS compatible MTJ is a memory device which has two discrete resistance states 

switched by an electrical or magnetic bias condition. However, if an MTJ is engineered to have 

sufficiently low thermal stability, the state of the device can be stochastically switched via thermal 

fluctuations. The average time interval between thermal switching events is called the retention time, 

which can be modulated by an applied voltage across the MTJ via the VCMA effect. These 

characteristics allow the MTJ to be used as a voltage-controlled stochastic oscillator (VCSO) that can 

generate an event-driven stochastic signal (ESS). In perpendicularly magnetized MTJs for typical 

storage memory applications, the interfacial perpendicular magnetic anisotropy (PMA) is enhanced by 

choosing suitable materials and adjusting the thickness of the ferromagnetic layers (< 2 nm) to achieve 

a high thermal stability (Δ > 60)  [109]. In this work, we deliberately engineered the PMA to obtain a 

relatively low thermal stability (20~35) for random sampling applications. 

 In an ultrathin magnetic film structure (e.g. MTJs), an applied voltage across the device can 

modulate the PMA of the free layer, an effect broadly known as voltage-controlled magnetic 

anisotropy (VCMA) [25], [72], [110], [111]. Figure 3.6(b) shows the measured corresponding 

coercivity change of the MTJ (diameter 60 nm, 1.1 nm thick free layer, Δ = 22 at zero bias) as a 

function of voltages across the device. The modulation of the coercivity means that the energy barrier 

 

Fig. 3.6 (a) Voltage dependence of the coercivity. Based on the polarity of the applied voltage, the coercivity 
of the free layer changes due to the VCMA effect. (b) Measured coercivity with respect to the applied voltage 
across the device. As the amplitude of the bias increases, the coercivity is enhanced. 
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𝐸௕ = 𝜇଴𝑀௦𝐻௞,௘௙௙
ୄ (𝑉ெ்௃)𝒱/2 between the two stable states can be changed by a voltage across the 

MTJ where 𝐻௞,௘௙௙
ୄ  is the out-of-plane component of the effective magnetic anisotropy, 𝒱 is the volume 

of the free layer, and 𝑉ெ்௃  is the applied voltage across the MTJ. The equation (2.17) provides more 

detail information. Since the PMA is a dominant component in the out-of-plane component effective 

magnetic anisotropy 𝐻௞,௘௙௙
ୄ  of the MTJ, the retention time of the MTJ is modulated by the applied 

voltage across the device as given by 𝜏 = 𝜏଴exp (Δ), where 𝜏଴ is equal to 1 ns, thermal stability Δ is 

equal to 𝐸௕/(𝑘஻𝑇), and 𝑘஻ is the Boltzmann constant. Figure 3.7(a) shows measured resistances of the 

MTJ as a function of time under different bias conditions where a positive voltage decreases the 

retention time by reducing the thermal stability, while a negative voltage increases the retention time 

via enhancing the thermal stability, demonstrating the fundamental concept behind this work. The 

voltage dependence of thermal stability is shown in Fig. 3.7(b).  

 

 3.3.3 Design and Performance Evaluation  

 We intentionally adjusted the MTJ model parameters (e.g. Δ = 35 at zero bias, ξ = 61 fV/mV) to 

allow the MTJ to reliably operate with CMOS supply voltages (1.2 V for 65 nm node) and cover a 

 
Fig. 3.7 (a) Measured time domain data of the MTJ’s resistance fluctuation under the different electric bias 
conditions (b) thermal stability of the measured MTJ with respect to voltage across the device. Retention 
time is calculated based on the amplitude of the thermal stability at room temperature. 
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wider range of frequency. The rationale of using a thermally unstable MTJ in designing a VCSO is as 

follows: (i) Switching driven by thermal noise is a Poisson process in which the occurrences of certain 

events happen at a certain rate, but completely random, and guarantees non-uniform intervals between 

samplings; (ii) The voltage dependence of the retention time can be used for realizing event-based 

sampling; (iii) The two discrete resistance states of the MTJ can be easily converted to a digital signal. 

 The function of the VCSO in digital information conversion system is as shown in Fig. 3.8. Based 

on the frequency of the analog input signal, the VCSO generates an event-driven stochastic signal 

(ESS) to trigger the asynchronous analog to digital converter (A-ADC) so that the system can 

efficiently adjust its sampling frequency. The A-ADC samples the analog input signal at each edge of 

the ESS and converts the input signal into a digitized code based on the signal’s amplitude. The average 

frequency of the ESS is determined by the potential of the BIAS node. The frequency to voltage 

converter (FVC) converts the maximum frequency of analog input signal into a certain level of voltage 

on the BIAS node in real time [112], [113]. 

 In the VCSO, the MTJ is connected to the voltage clamp circuit (M1~M3) and the amplifier 

(M6~M8). The voltage clamp maintains the potential on the N1 node regardless of the MTJ resistance 

 
Fig. 3.8 MTJ based voltage-controlled stochastic oscillator (VCSO). The switching rate of the MTJ depends 
on the potential on the BIAS node. The two resistance states of the MTJ are sensed by the amplifier (M6-
M7) whose output is converted to an event-driven stochastic signal (ESS) via the buffer. 
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fluctuations, which allows the voltage across the MTJ to be purely dependent on the potential of the 

BIAS node. The circuit operation for generating an ESS is as follows. If the frequency of the input 

signal is high, the potential of the BIAS node increases, reducing the energy barrier of the MTJ, leading 

to a higher rate of switching. If the frequency of the input signal is low, the potential of the BIAS node 

is low such that the energy barrier of the MTJ remains high, and switching occurs at a slower rate. The 

MTJ’s resistance fluctuation is converted to a voltage variation on the N3 node, which is amplified by 

the amplifier whose output (N4) is digitized via the buffer, generating the ESS as shown in Fig. 3.9. 

 The average sampling frequency of the VCSO exponentially varies as a function of the potential of 

the BIAS node since the energy barrier decreases linearly as a function of voltage as shown in Fig. 

3.10. The change of switching rate depending on the voltage range across the MTJ can be modulated 

 

Fig. 3.9 Transient circuit simulation of the VCSO with the MTJ compact model. The potential on the BIAS 
node changes the switching rate of the MTJ. The potential of the N1 node is equal to (a) 0.72 V (b) 0.74 V 
(c) 0.76 V (d) 0.78 V. 
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by engineering the VCMA coefficient.  In this simulation, the average sampling frequency can be 

modulated from 1 kHz to 100 MHz under voltages ranging from 0.6 V to 0.9 V, which indicates that 

the VCSO can perform wide-dynamic-range random sampling. However, the FVC needs to convert 

an exponentially varying analog input signal in terms of frequency into a linearized bias voltage via a 

calibration to reduce errors in the signal reconstruction. Also, to guarantee reliable CMOS operations 

in the VCSO, the potential on the BIAS node should be larger than 0.6 V so that the amplifier can 

drive the digital buffer. 

 The total power consumption of the VCSO is a sum of the power consumption of the analog circuit 

(M1~M8) and the digital buffer. The former is mainly proportional to the amplitude of potential on the 

BIAS node. The latter depends on the switching rate of the MTJ since the dynamic power of the digital 

buffer is proportional to the number of switching during a certain period. The number of transistors in 

 
Fig. 3.10 Average sampling frequency of the VCSO with different thermal stabilities and VCMA 
coefficients as a function of the voltage across the MTJ. 

 

NUCG Tech node Power (𝛍𝐖) Area (𝛍𝒎𝟐)  

This work 65 𝑛𝑚 < 26.7 10.6 

[104] 65 𝑛𝑚 89.7 222.6 

[105] 90 𝑛𝑚 115.7 1053.7 

Table 3.4 Performance comparison with previous works. 
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designing the VCSO is drastically reduced by taking advantage of the MTJ characteristics. Table 3.4 

summarizes the performance of the VCSO based on 65 nm technology node, assuming that the average 

frequency of the ESS is 100MHz. 

 

3.4 Voltage-controlled MTJ based True Random Number Generator 

 3.4.1 Overview of Random Number Generator 

 The use of electronic financial transactions, on-line communications, and digital signature 

applications have exponentially increased over the last few decades. Demand for the secure transfer of 

confidential information raises the importance of cryptography. Researchers have worked a great deal 

on designing a random number generator (RNG) as it is one of the most indispensable components for 

cryptography. 

  A wide variety of integrated circuit (IC) based RNGs have been developed and implemented into 

secure digital chips, exploiting thermally induced jitter from ring oscillators, block RAM write 

collisions, and optical effects [114]–[117]. However, pure semiconductor-based IC RNGs have 

encountered several issues in terms of speed, power, and their quality of randomness. In the case of 

analog RNGs, since the amplitude of noise sources such as flicker noise is too small for the 

semiconductor circuit, amplification of the signal(s) is necessary, making the generation frequency of 

the random numbers less than 10 MHz.  

 These amplified noise based analog RNGs cannot meet the throughput requirements of cutting-edge 

high-speed information security applications due to the limited bandwidth of the entropy source [118]. 

Although the digital RNGs meet the demand for the throughput of the emerging security applications, 

they still have a few problems: area overhead, high power consumption, and injection locking problems 

[119].  

 To solve the issues, a spin-transfer torque (STT) MTJ based random number generators have been 

proposed by many research groups [120], [121]. However, the STT-MTJ based random number 
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generators require a precise write pulse width at given amplitude to achieve high-quality randomness 

(e.g. 50% switching probability), which in turn necessitates a dedicated control circuit and a calibration 

process [122]. Furthermore, a current-driven STT-MTJ intrinsically requires a significant amount of 

charge current to switch, resulting in high ohmic dissipations. 

 

 3.4.2 Advantages of using Voltage-Controlled MTJ for the True Random Number Generator  

 We propose a voltage-controlled MTJ based true random number generator (MRNG) where the 

electric field is used to induce switching instead of substantial current flow in the MTJ device, 

drastically reducing ohmic loss. Furthermore, unlike STT-driven switching, generating a random bit 

is not sensitive to the write pulse width because the magnetic moment converges to an in-plane 

(metastable) direction under the long enough electric bias condition.  

 The MTJ is used as a noise source device which is connected to a comparator. An MTJ has two 

discrete states, high (denoted as AP) and low (denoted as P) resistance states. However, it is possible 

that it can be in a metastable state under certain electrical bias conditions which sufficiently eliminate 

the energy barrier between the MTJ states as shown in Fig. 3.11. Once the voltage bias is removed, the 

 
Fig. 3.11 Description of VCMA-induced switching mechanisms in a perpendicularly magnetized MTJ. At 
equilibrium with zero bias field (V = 0), the energy barrier Eb separates the two stable states of the free layer 
magnetization. If the energy barrier Eb is sufficiently removed due to the VCMA effect, damping and 
precessional motion of the magnetization can occur. 
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state of the MTJ is randomly chosen between the high resistance state and the low resistance state due 

to thermal fluctuations. In terms of area, since they can be fabricated on top of CMOS circuitry via the 

back-end-of-line (BEOL) process, MTJs do not require additional area. Furthermore, a single 

comparator, which consists of 11 transistors, can control an array of MTJs, achieving a more compact 

design. For the power consumption, the non-volatile characteristic of MTJs allows the circuit to be in 

sleep mode, realizing zero leakage.  

 Due to the VCMA effect, the magnetic moment of the free layer eventually aligns with in-plane 

direction via damping and precessional motion after applying relatively long electric pulse (~ 10 ns) 

with a sufficient amplitude that can remove the energy barrier between two states. The macrospin MTJ 

compact model simulation shows that the switching probability of MTJ is a function of the applied 

pulse width as shown in Fig. 3.12. This oscillatory switching behavior of the voltage-controlled MTJ 

as a function of the pulse width has been experimentally observed in the presence of in-plane external 

field [68], [69]. Since the in-plane direction is not the easy axis of the device, the final state of the MTJ 

is chosen via thermal fluctuations after removing the bias. In this metastable state, the switching 

 
Fig. 3.12 Simulated VCMA-induced switching probability as a function of write pulse width. If the pulse 
duration is increased further, the magnetic moment of the free layer can be aligned with the in-plane 
direction, entering the metastable state via damping and precessional motion, achieving 50% switching 
probability. 
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probability converges toward 50% in the absence of the external magnetic field, which can be exploited 

for generating random bits.  

 

 3.4.3 Design and Performance Evaluation  

 The proposed MRNG consists of an MTJ device and a comparator (M1~M11) with a reference 

resistor (𝑅௥௘௙) as shown in Fig. 3.13. The MTJ device and the reference resistor are connected to the 

SEN node and the REF node, respectively. The circuit generates a random bit at the DOUT node by 

using damping and precessional motion of the MTJ, making the quality of randomness less sensitive 

to an applied pulse width and achieving high-speed. Specifically, the MRNG consecutively executes 

two different operations: write and sense for generating a random bit as shown in Fig. 3.14. During the 

write operation, M2 and M3 are turned on by a ‘low’ potential of CLKതതതതത, raising the SEN and REF up to 

VDD level. The voltage across the MTJ causes the precession and damping of the magnetic moment 

in the free layer. As a result, the magnetic moment of z-direction component is converged to around 

zero value after a certain period, implying that the magnetic moment is aligned with in-plane direction. 

 
Fig. 3.13 Schematic of the proposed MRNG which is made of 11 transistors, a reference resistor, and an 
MTJ device. To achieve simple controllability, two control signals CLK and CLKb(𝐶𝐿𝐾തതതതതത), which is a 
delayed complementary signal of CLK, are used. If CLK is low, M2 raises the potential of the SEN node up 
to VDD, which causes the precession of the MTJ. When CLK becomes high after a certain period, the MTJ 
state is randomly selected from the metastable state, and the SEN node starts to discharge. Since the potential 
of the node SEN is determined by the MTJ state, the random data from the DOUT node is generated by 
comparing the potentials between the SEN node and the REF node.  
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At this moment, the magnitude of the MTJ resistance is observed between the P and the AP states. 

Once M2 and M3 are turned off, the MTJ state is randomly selected via thermal fluctuations. Before 

the circuit goes into the sense operation, a few nanoseconds are necessary to stabilize its state.  

 For the sense operation, the previously applied write voltage VDD at the SEN node is reused as a 

pre-charge voltage to save operation time and energy since the discharge of the SEN node depends on 

the RC delay caused by the resistance of MTJs and the capacitance of the SEN node. As CLK turns 

M1 on, the random bit is generated depending on the potential difference between the SEN node and 

the REF node. As a result, the AP state and P state are converted to digital signal ‘1’ and ‘0’ at the 

DOUT node, respectively. If the resistance and capacitance of the SEN node are 50 kΩ and 10 fF, 

respectively, the RC time constant is around 0.5 ns, theoretically allowing a GHz level sense operation. 

 To realize a few Gbps throughput, we also proposed the multi-bit MRNG, which can generate 

random bits in a parallel manner, where m×n is the array size with access transistors as shown in Fig. 

 
Fig. 3.14 Simulation result of the MRNG for a random bit operation which consists of two phases, the write 
and sense modes. During the write mode, the VDD potential at the node SEN causes the oscillatory behavior 
of the magnetic moment in z direction (precession), which eventually converges to zero value (being 
metastable) via damping factor. Then, the randomly selected MTJ state is sensed by the comparator 
(M1~M11) and is presented at the OUT node during the sense mode. 

 



75 
 

3.15. Figure 3.16 shows the generation of a random bit sequence by using the proposed MRNG. The 

random bit, which corresponds to the MTJ state, is consecutively generated at the falling edge of CLK.  

The energy requirement of the MRNG for a random bit generation is as follows: the 24 μA write 

current with ~10 ns duration is necessary to place a 50 kΩ based MTJ device into a metastable state 

when VDD is 1.2V. The energy consumption of the MTJ for a single bit is 288 fJ. However, this energy 

 
Fig. 3.15 Schematic of the m×n MTJs array based multi-bit MRNG. All m×n MTJs devices can have new 
random states during the single write operation, and n bit random data are sensed for each sense operation 
(~1 ns), achieving ~n Gbps random bit generation. 

 

Fig. 3.16 Simulation results of consecutive random bit generations by using the MRNG. The random bit is 
generated at the falling edge of CLK, which is associated with the MTJ state. The random states of AP and 
P are converted to digital signal ‘1’ and ‘0’ at the DOUT node.  
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can be reduced further by increasing the resistance of MTJs. Also, the comparator consumes an average 

of 13 μA of dynamic current for 1.5 ns to sense an MTJ state. Therefore, the total energy consumption 

per random bit is 311.4 fJ/bit. Considering the non-volatile nature of MTJs, the MRNG achieves zero 

leakage current (zero static power) during the standby mode.  

 Since an external magnetic field can manipulate the randomness of the MRNG, it is necessary to 

evaluate the switching probability as a function of external magnetic field magnitude. Figure 3.17 

shows the switching probability of an MTJ after applying a write pulse in the presence of an out of 

plane direction magnetic external field 𝐻௭. As 𝐻௭ increases, the MTJ is more likely to switch to the 

AP state, deteriorating the quality of randomness. In the region A ( 𝐻௭  < 6 Oe), the switching 

probability distributes between 48% and 52%, which is a suitable number for practical applications. 

The performance is summarized in Table 3.5. 

 

Performance Value 
Area 139.96 𝜇𝑚ଶ 

Throughput 29.6 Gbps 
Energy 311 fJ/bit 

Table 3.5 Area and performance of 64×64 MTJs array based multi-bit-MRNG (45 nm technology node). 

 
Fig. 3.17 Switching probability of MTJ after applying a write pulse in the presence of z-direction external 
field. The existence of external field 𝐻௓ changes the switching behavior. In the region A where it has a 
weaker field < 6 Oe, the distribution of the switching probability is around 48% ~ 52 %, satisfying one of 
the conditions for the randomness. However, in the region B where the external field is larger than 6 Oe, the 
switching probability start to deviate from 50%. 
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3.5 Spintronic Programmable Logic (SPL) using Voltage-gated Spin Hall Effect     

 3.5.1 Overview of Programmable Logic  

 Conventional static random-access memory (SRAM) technology has been widely used as cache 

memory in modern microprocessors, and as the memory element in look-up tables (LUT) in 

programmable logic circuits. SRAM has a number of advantages such as fast access time (< 1 ns) and 

unlimited endurance (>10ଵହ) [123]. However, at present nanometer-scaled CMOS technology based 

SRAM cells have become a power hungry component in embedded systems, especially in terms of 

static power dissipation, due to the fact that the leakage current has exponentially increased by a 

continued shrinking of transistors. To alleviate this issue, the implementation of non-volatile memories 

into systems has been proposed by many researchers, completely eliminating standby power 

consumption [124]–[127].   

 An STT-MTJ based 6-input non-volatile lookup table (NV-LUT) has been proposed by [125]. The 

LUT circuit is implemented compactly by replacing SRAM cells with STT-MTJs. In this LUT, the 

circuit utilizes a shared write transistor especially for switching the STT-MTJ from P to AP to provide 

a sufficient write current since the switching from P to AP has a higher critical current than that of the 

opposite switching. Although the shared transistor can reduce the area overhead to some extent, the 

current-driven STT-MTJ requires high current (> 100 μA) compared to a voltage-controlled MTJ, 

which in turn limits the scaling down of the access transistor. 

  A VCMA based MTJ, on the other hand, exploits magnetoelectric effects, significantly reducing 

the need for currents to switch the device. In addition to reduced switching energy, the use of an electric 

field for writing provides an advantage in terms of enhanced bit density and fast switching (< 1 ns) via 

precessional (i.e. resonant) switching. This type of switching, however, has a non-deterministic feature, 

where the state of the bit is always reversed regardless of its initial state for a given pulse duration. 

Therefore, the state of the MTJ needs to be read before writing [128].  
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 3.5.2 Advantages of using three terminal MTJ for the SPL  

 We propose a spintronic programmable logic (SPL) concept, based on a 3-terminal MTJ device that 

combines both SHE (from spin polarized electrons due to a current) and the VCMA effect (i.e. voltage 

control), which we refer to as gate-voltage-modulated SHE switching (V-SHE). The SPL can be 

configured to perform not only any arbitrary combinational logic function but also any sequential logic 

function. Due to the V-SHE switching, which is deterministic, the SPL is able to configure its MTJ 

devices in a parallel manner, achieving 1 ns configuration time and low switching energy (28 fJ/bit). 

Compared to the conventional 6-input STT-MTJ based LUT, which writes in a serial manner, the 

configuration time of the SPL is significantly reduced up to 100x. In terms of area, the proposed SPL 

achieves 61% and 32% area reductions compared to SRAM and an STT-MTJ based LUTs, 

respectively, when used in the form of a 6-input LUT structure. 

 

 3.5.3 Configuration and Logic Operations of the SPL  

 We employed 65 nm CMOS technology with a 3-terminal MTJ compact model to design and 

evaluate the SPL in the Cadence circuit design environment. Figure 3.18 shows the proposed 2-input 

SPL, which consists of three major parts: a write circuit, a selection tree, and a current conveyor.  The 

write circuit is used to configure the data MTJs (MTJ1~MTJ4). For instance, to configure the XOR 

logic function a 58 μA charge current (𝐼௠), provided by the write circuit (M1, M2), flows through the 

heavy metal with spin Hall angle (HMS) to generate the SHE, and ~0.5 V pulses are simultaneously 

applied to the BL2 and the BL3. This results in changing MTJ2 and MTJ3 from AP to P via the gate-

voltage-modulated SHE switching, hence realizing a parallel write configuration. The write 

(configuration) operation is followed by two logic operations separated by the standby mode (power 

off) as shown in Fig. 3.19. 

 The selection tree is used for the logic operation to choose one of the current paths, selecting an 

MTJ associated with the digital input of A and B. The current conveyor, composed of two transistors 
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(M4, M5) and two AP state MTJs (MTJ5, MTJ6), increase the sensing margin by using the feedback 

loop. The detail operation is described in the next section.  

 Based on the configuration of MTJ1~MTJ4, the SPL can perform any types of combinational and 

sequential logic functions by combining a flip- flop. One can increase the number of inputs of the SPL 

by adding more MTJs, realizing more sophisticated logic functions. It is noteworthy that the same 

logic operation can be resumed after returning from the standby mode (power off) due to non-volatile 

MTJs, thus achieving zero standby power and instant-on recovery without necessitating a data fetch 

from external memory. 

 

 3.5.4 Performance Evaluation: Sensing Margin, Power Consumption, and Area  

 The sensing margin is limited by intrinsic characteristics of the MTJs (in particular the tunnel 

magnetoresistance, TMR), as well as circuit design parameters and the sensing scheme used. Previous 

 
Fig. 3.18 Schematic of the proposed 2-input spintronic programmable logic (SPL). The truth table of a 2-
input function is stored into 4 Data MTJs (MTJ1~MTJ4). In the write operation, M1 and M2 turn on to 
generate current 𝐼௠  for SHE and 𝑉ெ்௃  is applied for the VCMA effect through the BLs. In the logic 
operation, one of the Data MTJs is selected based on the input signal A and B. The state of the selected MTJ 
is detected by a current conveyor, generating a stable logic value ‘high’ (AP) or ‘low’ (P). 
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works have shown that 0.18 V sensing margin can be achieved based on 1T-1MTJ topology with 200% 

TMR and a 65 nm technology [129]. In the proposed circuit as shown in Fig. 3.18, the sensing margin 

is defined by the voltage difference between the REF node and the SENS node. To maximize the 

sensing margin, a modified version of the current conveyor circuit is implemented into the SPL [130].  

Based on a TMR of 100%, the SPL achieves a 0.8 V sensing margin in this work. 

  The logic operation based on the current conveyor circuit is as follows: the R_Enable rises up to 

1.0 V and pre-charges the REF node and the SENS node at a certain voltage level, which slightly turns 

M4 and M5 on. Simultaneously, both REF and SENS nodes become virtually-shorted by turning M3 

on, as shown in Fig. 6. Once M3 is turned off, the potential of the REF node and SENS node are 

determined by the strength of the pull-up and pull-down paths. If the selected MTJ has AP, which is 

 
Fig. 3.19 Write and logic operation of the proposed 2-input SPL. The MTJ2 and MTJ3 are switched from 
AP to P by using the 2 ns duration of the charge current 𝐼௠ ≈ 58𝜇𝐴 with the 0.44 V pulse on the BL2 and 
BL3. During the logic operation, MTJs are consecutively selected based on two inputs A and B, and an 
OUT, which corresponds with the stored data in MTJs, is available at the rising edge of the CLK. After 
power off and on, the same logic function can be realized due to the non-volatile nature of MTJs.   
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higher than 𝑅௥௘௙, the SENS node is discharged much faster than the REF node. The reduced potential 

of the SENS node leads M5 to the subthreshold region, discharging the REF node slowly. These events 

are continuously repeated through the feedback loop until the circuit clearly distinguishes the state of 

MTJs; AP and P cause ‘high’ and ‘low’ on the PREOUT, respectively, as shown in Fig. 3.20. 

 The configuration energy depends on various factors: the PMA  (𝐾௜ = 1.005 × 10ିଷ 𝐽/𝑚ଶ) , 

VCMA coefficient (𝜉 = 37 fJ/Vm) , saturation magnetization ( 𝑀ௌ = 1.2 × 10଺ 𝐴/𝑚) , spin Hall 

angle (𝜃ௌுா = 0.3), and parasitic loading of the circuit. Based on the above assumptions with the 

compact model simulation, the switching energy of an MTJ via gate-voltage-modulated SHE switching 

was extracted as 28.7 fJ/bit as shown in Fig. 3.21.  

 For dynamic logic operation, the circuit consumes below 20 𝜇𝑊 with 1GHz speed, which is similar 

to that of the conventional SRAM based LUT. However, it can achieve zero power consumption during 

sleep mode due to the non-volatility of MTJs. The total power dissipation is thus determined by the 

duty cycle, i.e. ratio of sleep mode to active mode. 

 
Fig. 3.20 Simulation of the sensing margin during the logic operation. Because of the current conveyor (M4, 
M5), a 0.81V sensing margin is achieved. To execute a logic operation, M3 is turned on by INITIAL for 0.5 
ns, causing the equipotential between REF and SENS node. After turning M3 off, the potential of the SENS 
node is determined by the state of the selected MTJ; AP makes SENS node ‘low’, and P makes it ‘high’. 
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Fig. 3.21 An applied voltage 𝑉ெ்௃ induces the VCMA effect, causing a modulation of the critical current for 
spin Hall effect switching. In this structure, write energy and time require 28.7 fJ/bit and 2ns, respectively. 
The amount of dynamic power for the logic operation is below 20 μW. The SPL consumes zero power during 
sleep mode (power off mode). 

 
Fig. 3.22 Area comparison of different types of LUT. The proposed SPL is the most area-efficient structure 
compared to both SRAM and STT-RAM based LUTs. As the number of inputs increases, the area-efficiency 
of the proposed SPL also improves.    
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The 2-input SPL can achieve 35% and 28% area reduction compared to SRAM and STT-RAM based 

2-input programmable logic, respectively. This is obtained by replacing a 6 transistor SRAM cell with 

an MTJ and using the minimum size of transistors for the write circuit. For these reasons, as the number 

of inputs increase, the proposed SPL can have more of an advantage in terms of area as shown in Fig. 

3.22.   

 

3.6 Analog to Stochastic Bit Stream Converter 

 3.6.1 Overview of Analog to Stochastic Bit Stream Converter  

 Stochastic computing (SC) processes information in the form of digitized probabilities such that the 

hardware does not produce the same outputs even if it is given the same input, unlike deterministic 

computing. The digitized probabilities are typically represented by randomly distributed binary 

numbers in the temporal domain, known as stochastic bit streams (SBS). Although the basic concept 

of SC was proposed in the 1960s as an area-efficient and low-power alternative to traditional binary 

computing [131]–[133], SC has been considered impractical as most previous applications have 

required fast and accurate computation.  

 Recently, however, SC has attracted increasing attention since the error resilience originating from 

its probabilistic feature may enhance the performance of applications such as artificial intelligence 

(learning and recognition) and informatics (sensor and social networks) [134]–[139]. In conventional 

computing, in terms of error-tolerance, a single error in the most-significant-bit (MSB) would result 

in an enormous impact on the entire computational error.  

 On the contrary, an error bit in stochastic computation induces only a small amount of error because 

each bit in an SBS equally contributes to the accuracy of the information. Moreover, since SC 

processes a stochastic bit stream in a serial manner, theoretically, the size of hardware and its power 
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consumption can be significantly reduced. This meets the requirements of a high area efficiency and 

ultra-low power electronic system for IoT, wearable devices, and implantable medical devices. 

 To utilize the promising features of stochastic computing in these applications, electrical analog 

signals coming from sensors need to be converted to SBS via an ASC [138]. However, in conventional 

circuit implementation, a pure CMOS based ASC requires a relatively large number of transistors due 

to the absence of a quantized noise source in CMOS. Thus, the linear feedback shift registers (LFSR) 

require random number generators whose designs are typically complicated and intricate and require 

multiple stages [137]. Also, the analog input needs to be quantized by an analog to digital converter  

(ADC), then stored in input registers. The bits of data stored in input registers are compared with 

random bits from the LFSR in a serial manner to generate an SBS [140]. The structure of a CMOS-

based ASC is shown in Fig. 3.23 (a). This signal conversion process is energetically inefficient due to 

the large dynamic power consumed by the ADC, comparator, and LFSR as well as leakage current 

from the many registers during the process [120], [141].  

 
Fig. 3.23 (a) Conventional CMOS based analog to stochastic bit stream converter (b) Proposed three terminal 
MTJ based ASC utilizing the voltage assisted spin Hall effect for alleviating area overhead and reducing 
power. 
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 To reduce the area overhead for signal conversion, the probabilistic switching behavior of a 

magnetic tunnel junction (MTJ) has been exploited in designing ASCs [142]–[144]. Although an MTJ 

based ASC improves the area efficiency by an order of magnitude, spin-transfer torque (STT)-driven 

MTJ switching results in a significant ohmic dissipation (>100 fJ/bit) and limited bandwidth due to its 

relatively long switching time ( > 5 ns) [48], [145].  We introduce a new spintronic ASC that utilizes 

an emerging MTJ switching mechanism, voltage-assisted spin Hall effect, to achieve high area 

efficiency, ultra-low power (20 fJ/bit), and fast switching (< 2 ns) in an SC system.  

 

 3.6.2 Switching Probability of Voltage-Assisted spin Hall effect 

 A three terminal MTJ consists o f two ferromagnetic layers separated by a tunnel barrier, and those 

layers are fabricated on top of a heavy metal layer which has a spin Hall angle (𝜃ௌு) as shown in Fig. 

3.23(b). In the three terminal MTJ, a charge current flowing through the heavy metal layer delivers a 

spin torque by injecting a spin current to the free layer due to the SHE effect [86], [89], [146], [147]. 

If the charge current is larger than the critical current, reorientation of the free layer’s magnetization 

can occur in the presence of the external magnetic field.   

 
Fig. 3.24 Critical current 𝐼஼_ௌுா of the SHE effect as a function of the voltage across the MTJ. Reduced 
energy barrier leads to lowering the critical current. 



86 
 

 The VCMA effect assists energetically efficient SHE-driven switching and provides controllability 

of switching probability by modulating the critical current as shown in Fig. 3.24, which is expressed 

by the equation (2.21). Given a charge current (or write current) 𝐼ௐ flowing in the heavy metal layer, 

we can divide into two switching regimes depending on the magnitude of the applied voltage across 

the MTJ (𝑉ெ்௃). If the charge current 𝐼ௐ is smaller than the critical current 𝐼஼_ௌுா for the SHE effect, 

the switching probability increases exponentially as a function of 𝑉ெ்௃. This is because the applied 

voltage effectively reduces the energy barrier between two states, facilitating the spin torque to 

overcome the barrier, as shown in Fig. 3.25(a). If 𝐼ௐ  is equal or larger than 𝐼஼_ௌுா , the switching 

probability increases linearly as a function of 𝑉ெ்௃ , as shown in Fig. 3.25(b). This is because  𝐼ௐ 

provides sufficient spin torque to the free layer to overcome the energy barrier. However, finalization 

of the magnetization is completed by the MTJ’s own effective anisotropy. Figure 3.26 shows the 

magnetization trajectory of the voltage assisted SHE-driven switching with different bias conditions 

where Fig. 3. 26(a) and (b) includes the thermal noise, and Fig. 3.26(c) and (d) do not. A higher 𝑉ெ்௃  

causes a more stable magnetization trajectory during the finalization, making it less susceptible to 

 
Fig. 3.25 Switching probability as a function of the applied voltage 𝑉ெ்௃  across the MTJ with different write 
current 𝐼ௐ flowing in the heavy metal. The switching probability approximately linearly increases as a 
function of 𝑉ெ்௃ within a certain range if 𝐼ௐ ≥ 𝐼஼_ௌுா . (a) Log plot (b) Linear plot.  

 



87 
 

thermal noise, which in turn increases switching probability. By providing a suitable write current, we 

can take advantage of the linear switching probability regime. 

 

 3.6.3 Design and Performance Evaluation  

 In the proposed spintronic ASC, the top electrode of the three terminal MTJ device is connected to 

the sensing circuit and the input transmission gate as shown in Fig. 3.27. Two write drivers (M2~M5) 

are connected to the edges of the heavy metal layer. Considering the resistance of the heavy metal 

(~330 Ω/cell) and the supply voltage (~1.2 V), the write drivers on a single heavy metal layer can be 

shared by sixteen MTJs and can provide a sufficient write current. Sharing the write driver can improve 

 
Fig. 3.26 Trajectory of the free layer’s magnetization during the voltage assisted SHE switching with 𝐼ௐ = 
120 μA. (a) 𝑉ெ்௃ = 0.5 𝑉 and (b) 𝑉ெ்௃ = 0.8 𝑉 include the thermal noise. (c) 𝑉ெ்௃ = 0.5 𝑉 and (d) 𝑉ெ்௃ =

0.8 𝑉 exclude the thermal noise. 
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the area, energy efficiency, and bandwidth via parallel conversion. 

 To generate each bit of an SBS, three operation modes are required: reset, write, and sensing. During 

the reset mode, all of the MTJs are reset to 𝑅௉ by applying a relatively large charge current (220 μA ≫

 𝐼஼_ௌுா) with a sufficient duration 3~4 ns to achieve high switching probability. For the write mode, 

the transmission gates are turned on, allowing the analog input signal to propagate from the Din[n] 

node to the Ch[n] node, which applies voltages across the MTJs (𝑉ெ்௃). A moderate write current 

(𝐼ௐ = 120 μA) then flows in the heavy metal layer. Depending on the amplitude of an analog input 

signal, the MTJs switch to 𝑅஺௉ with a certain switching probability. During the sensing mode, the M1 

transistor provides a proper sensing current flowing through the MTJ. Then, the MTJs states are 

converted to digitized signals via the sensing circuit.  

 The resolution of an SBS is determined by the number of iterations of these three modes described 

above. Figure 3.28 shows transient simulations of the proposed ASC with ten resolutions based on a 

macrospin three terminal MTJ compact model and 45 nm CMOS technology. As the amplitude of the 

 
Fig. 3.27 Schematic of the proposed spintronic ASC consisting of sixteen MTJs on the heavy metal, shared 
write drivers, transmission gates, and sensing circuits. Multiple stochastic bit streams can be simultaneously 
generated. 
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analog input signal rises, the number of ‘1’s on the SBS also increases, corresponding to the data of 

Fig. 3.25 (𝐼ௐ = 120 μA).  

 The energy consumption of the CMOS component is only 10% of the entire conversion operation, 

which is 14 fJ per bit, including the ohmic loss in the write driver and the energy for sensing. The 

consumed energy of the SHE components for the reset and write operation are 88 fJ and 36 fJ per bit, 

respectively. Therefore, the total energy consumption for generating a stochastic bit is 138 fJ. We can 

 
Fig. 3.28 Transient circuit simulation of the spintronic ASC with the three terminal MTJ compact model, 
generating a ten-bit resolution SBS. As the amplitude of analog input 𝑉ெ்௃ increases, the circuit generates 
more ‘1’ on its SBS. (a) 𝑉ெ்௃ = 0.2  V, SBS=2/10 (b) 𝑉ெ்௃ = 0.4  V, SBS=5/10 (c) 𝑉ெ்௃ = 0.6  V, 
SBS=8/10. 

 

ASC Node Device Power (𝛍𝐖) Area (𝛍𝒎𝟐)  
This work 45 𝑛𝑚 MTJ < 13.8 0.41 

[142] 90 𝑛𝑚 MTJ 95.2 1.62 
[158] 65 𝑛𝑚 Memristor 370 1.80 
[137] 45 𝑛𝑚 Pure CMOS 1383.5 79.3 

Table 3.6 Performance comparison with previous works. Operation clock speed is 100 MHz. 
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estimate that if the circuit operates at 100 MHz clock cycle, the total power consumption is 13.8 μW. 

Table 3.6  summarizes the performance of the proposed work and provides a comparison with previous 

works utilizing other memory technologies.  

 

3.7 Spin and CMOS based Neural Network 

 3.7.1 Motivation  

 Neuromorphic computing systems, which can mimic natural neuro-biological methods of 

information processing, are among the possible candidates for highly reconfigurable, intelligent system 

architectures. Artificial neural systems have been shown to have outstanding computational 

performance in many real-world applications, including pattern recognition, artificial vision, and 

robotics, compared to the Von Neumann system [148]. However, a purely CMOS-based neuromorphic 

processor is very inefficient in terms of both power and area since each neuron may require over 400 

transistors [149]. Also, the volatility of CMOS memories is systematically unfavorable in a 

neuromorphic system, resulting in large static power dissipation.  

 To overcome the above-mentioned challenges, researchers have begun to develop artificial neurons 

using emerging, nonvolatile devices like the MTJ: a device whose magnetization can be manipulated 

by spin-polarized currents via STT [18], [111], [150]. This has led to a large reduction in the size of 

the artificial neuron, and a significant reduction in leakage current. Furthermore, the giant SHE has 

been shown to reduce the switching current of MTJs by at least 10x [21], [87]. In SHE, the charge 

current flowing in a metallic material with a large spin-orbit coupling (e.g. Ta, W, etc.) is converted 

into a spin current, which can exert spin torque and induce switching in an adjacent ferromagnetic 

material [22]. The SHE provides several potential advantages in the design of a practical neuromorphic 

system: (i) the symmetric generation of spin torques through SHE, unlike the asymmetric nature of 

STT, is analogous to the excitatory and inhibitory dendrites of neurons; (ii) the stochastic firing system 

is well emulated by the SHE-induced switching behavior in an MTJ, which can also be designed to be 
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stochastic by utilizing thermal activation in the switching process; and (iii) the SHE-based MTJ is a 

multi-terminal device with separated read and write current paths, allowing each to be independently 

optimized.  

 

 3.7.2 Design and Performance Evaluation  

 We propose a non-volatile, ultra-low-power, high speed, spin-based neural network (SNN), which 

outperforms the power, area, and speed of a pure CMOS neuromorphic system. The basic building 

block of the proposed neural network, the spiking core with weight systems, is shown in Fig. 3.29 

where an MTJ (core MTJ) is located on top of a heavy metal with spin Hall angle (HMS). An STT-

MTJ (synapse MTJ) based weight system is connected to each excitatory and inhibitory dendrite. The 

electromagnetic dynamics of the spiking core and weight system are captured by Verilog-A compact 

models based on the macrospin behavior for HMS and MTJ. The core MTJ with HMS mimics the 

 
Fig. 3.29 Spin-based artificial neuron consisting of excitatory and inhibitory dendrites with MTJ based 
synaptic weight, an HMS with the core MTJ (spiking core), and an axon. An HMS can extract a net spin 
current by integrating all spiking current, switching the core MTJ. Once the free layer of the core MTJ is 
switched to the parallel (P) state, the CMOS based axon recognizes the state as the excitatory state.  
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functionality of the cell body in a biological neuron. In a network of biological neurons, information 

is passed between neurons via electrical impulses called “spikes”. Specifically, the spikes from 

excitatory neurons raise the membrane potential, while the spikes from inhibitory neurons reduce it. 

Spin-polarized current pulses function in the same manner in our proposed spin-based artificial neuron: 

current from an excitatory dendrite delivers a spin current to the free layer of the core MTJ via the 

SHE, contributing to a parallel (P) state (excitatory state), while current from an inhibitory dendrite 

transfers a spin current with the opposite polarization to the free layer, contributing to an anti-parallel 

(AP) state (inhibitory state). The HMS effectively integrates all these excitatory and inhibitory signals 

to generate a net spin-polarized current, removing the need for dedicated summation circuitry. 

Additionally, since the switching behavior of the MTJ is probabilistic, the proposed artificial neuron 

can emulate the stochastic resonance of a biological spiking system. Another significant component of 

the proposed artificial neuron is the STT-MTJ based synaptic weight, consisting of two MTJs and one 

NMOS where the states of the synapse MTJs depend on the strength of the spike. A strong enough 

 
Fig. 3.30 (a) Schematic of CMOS and MTJ based artificial dendrite and synapse. Since the 
resistance of the synapse MTJs can be modulated depending on the strength of the spike, its state 
dramatically changes the conductance of the dendrite NMOS (b) Synaptic weight operation.  Spikes 
above the threshold with sufficient frequency enable switching the state of the synapse MTJs, 
causing a critical learning. Then, a dendrite conductance exponentially increases. 

 



93 
 

spike or high-frequency spike causes a critical learning, changing the conductance of synapse MTJs 

via the STT effect. After the critical learning, the dendrite current associated with the spike 

exponentially increases due to the raised gate voltage of the NMOS as shown in Fig. 3.30. The 

resolution of the weight can be increased further by connecting additional STT-MTJs in a serial manner.  

 A connection between the hybrid spin and CMOS based pre-synapse and the post-synapse is shown 

in Fig. 3.31. Each neuron can increase the number of connections with other neurons through synapses, 

creating a more complicated SNN. The output of the spiking core in the pre-synapse is connected to 

the CMOS based Axon input (axon_in). Its output (axon_out) derives the post-synapse dendrites as 

 
Fig. 3.31 Structure of the spin-based neural network in (a) analogous to that of biological neurons 
shown in (b). Each spin-neuron produces a binary spike, which is modulated by the synaptic weight 
(and the excitatory/inhibitory dendrites) to produce complex spiking behavior. 
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well as the pre-synapse inhibitory dendrite to provide a feedback spike for reset, which reverses the 

core MTJ state to the inhibitory state (initial state) after the MTJ changes to the excitatory state.  

 Figure 3.32 shows the Axon circuit, consisting of the sense amplifier, latch, delay buffer, and spike 

generator. An event-driven asynchronous operation of the proposed SNN further reduces power 

consumption. Specifically, the sense amplifier and the spike generator are triggered by spikes and the 

change of the core MTJ state, respectively. For example, when a spike comes in, the sense node 

changes its potential from ‘0’ to ‘1’, which in turn charges up both the axon_in node and the ref node. 

If the core MTJ state switches to the excitatory state due to the spike from excitatory dendrite, the 

sense amplifier detects the resistance difference by comparing the potential between the axon_in node 

and the ref node and updates its state as a digital signal ‘1’ in the latch. The state ‘1’ in the latch triggers 

the spike generator to fire a spike. Figure 3.33 shows the simulation result of event-driven CMOS 

based Axon operations with the spiking core. In addition to removing the dedicated summation 

 
Fig. 3.32 Circuit components of a CMOS based Axon: (a) sense amplifier, latch, delay buffer. 
Whenever a spike or a reset signal comes in, the circuit evaluates the resistance of the core MTJ by 
comparing the potential of the axon_in node to that of the ref node. The comparison result is 
transferred to the spike_on as a digital signal. (b) Spike generator circuit in a CMOS based Axon. 
If the potential of spike_on changes from low to high, a spike (action potential) with 2 ns duration 
is generated at the axon_out node. 
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circuitry, the sense amplifier and latch can be combined into a single circuit, allowing us to reduce the 

size of an artificial neuron by more than 25x. The area and performance comparisons are summarized 

in Table 3.7.  

 

 

 

Fig. 3.33 Simulation result of CMOS based Axon operation (i) Excitatory only: a spike into an excitatory 
dendrite switches the core MTJ to P state, which triggers the action potential at the axon_out node. (ii) Reset: 
the action potential is propagated with a 6 ns delay and reset the state to AP state (iii) Excitatory + Inhibitory: 
spikes from both excitatory and inhibitory dendrites at the same time cannot switch the core MTJ state. 

 

Symbol Proposed SNN SNN from Reference [148] 

Energy <100 fJ 1.95 pJ 

Speed < 6.5 ns 1,000 ns 

Area 504 𝐹ଶ 12,300 𝐹ଶ 

 Table 3.7 Area and performance of the proposed spin and CMOS based hybrid neuron, including sixteen 
dendrites for synaptic weight. F is a minimum feature size. 
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CHAPTER 4 

DESIGN TECHNIQUES ENHANCING MeRAM PERFORMANCE      

 

4.1 Motivation 

 An individual memory element has physical limits (i.e. speed, energy, endurance, and size) due to 

its intrinsic characteristics at the device level, however, the performance of a memory macro at the 

system level can be improved by using circuit design techniques in terms of access time, write error 

rate, and read disturbance.  Likewise, the performance enhancement of MeRAM can be achieved by 

either fully utilizing unique features of a voltage-controlled MTJ via circuit design schemes or 

modifying a memory macro circuit. In this chapter, several circuit design techniques are introduced to 

enhance the performance of MeRAM, especially, for reducing read disturbance and write error rate, 

and enhancing sensing margin and cell area efficiency. 

 

4.2 Source Line Sensing (SLS) Scheme to Improve Read Performance 

 4.2.1 Use of VCMA with reverse voltage  

 There are some challenges that currently prevent MeRAM from being implemented in embedded 

system memory applications. One problem is read failure, which occurs when a sensing circuit cannot 

distinguish between two states of the memory cell due to the small sensing margin. This is caused by 

the low tunneling magnetoresistance (TMR) ratio in typically used material systems in STT-RAM and 

MeRAM. As the sensing margin decreases, the memory becomes more susceptible to noise, increasing 

the read failure and requiring a dedicated circuit to amplify signals. The other issue is the read 

disturbance, a chance of flipping the MTJ state after applying an electric read pulse (i.e. the probability 

of a destructive read), which is not affected by TMR but by the thermal stability. The read disturbance 
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happens when a read operation occurs by charging up the bit lines to a certain voltage level (sensing 

voltage). To be specific, this bit line voltage reduces the energy barrier 𝐸௕ between the two stable states 

of an MTJ via the voltage-controlled magnetic anisotropy (VCMA) effect. The possibility of the 

destructive read, therefore, increases exponentially as the sensing voltage of the bit lines increases 

since the applied voltage lowers the thermal stability (Δ = 𝐸௕/𝑘஻𝑇) of the MTJ where 𝑘஻ is the 

Boltzmann constant and 𝑇  is temperature. To increase the sensing margin and reduce the read 

disturbance, we propose a source line sensing (SLS) scheme for MeRAM, which reversely exploits 

the VCMA effect to stabilize the bit during sensing. The basic concept of the reverse use of VCMA 

effect was introduced in our previous work, MeRAM based ternary content addressable memory 

(MeTCAM) application. However, we did not provide quantitative assessments based on experimental 

data and simulation data from a large number of trials. 

 In this section, besides providing a corresponding memory core circuit architecture for the SLS, we 

measured the retention time from nanoscale (60 nm) MTJs by changing the sensing voltage across the 

MTJ and extracted read disturbance via executing 10ଵ଴ attempts based on the MTJ compact model 

simulation. The experiment data shows that the SLS (applying −0.6 V) lengthens the retention time 

by up to a million times (10଺x) compared to the bit line sensing (applying 0.6 V). Also, the simulation 

 
Fig. 4.1 One transistor and one MTJ of MeRAM cell structure with a transistor as the access device. The 
bit line (BL) and the source line (SL) are connected to the pinned layer of the MTJ and the source of the 
access transistor, respectively. Note that the orientation of the MTJ layers may be reversed depending on 
the sign of the VCMA coefficient. A word line (WL) controls the gate of the access transistor.  
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results show that the SLS can significantly reduce read disturbance up to 10ଽx and improves its sensing 

margin by 3x. 

  

 4.2.2 Circuit Architecture of the SLS 

 There are two basic modes which need to be considered in memory operations: write and read 

(sense) operations. For the write operation, in the case of MeRAM, a pulse generator circuit applies a 

write pulse of suitable duration to the bit line (see Fig. 4.1) to switch the MTJ state. The basic modes 

are illustrated in Fig. 4.2, showing simulation results from a macrospin MTJ compact model 

incorporating the VCMA effect. In this simulation, a write pulse (1 ns, 1.2 V)  can switch the MTJ 

state from P to AP or from AP to P. This demonstrates the resonant but non-deterministic feature of 

precessional switching, where the state of the bit is always reversed regardless of its initial state for a 

given pulse duration. If the control circuit uses the conventional BL sensing (BLS) scheme, a moderate 

 
Fig. 4.2 Conventional write and read operations of MeRAM. For the write operation, a 1V write pulse 
with 1 ns duration is applied to the bit line to switch the MTJ state. A sensing voltage (0.6 V) is applied 
to the device during the read operation, which might cause unwanted switching due to the reduced energy 
barrier of the free layer. 
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sensing voltage (e.g. ~0.6 V) is applied to the bit lines for the read operation. Then, the sense amplifiers 

detect the voltage or current level of the bit line to sense the MTJ state.  

 Reading of a voltage-controlled MTJ, unlike typical STT devices, is strongly affected by the choice 

of voltage polarity during the read operation since the VCMA effect results in a change of PMA in the 

free layer under voltage application, which in turn leads to a coercivity change. This is illustrated in 

Fig. 3.6(a) for the case of MgO|CoFeB|Ta based MTJs, where a negative (positive) voltage across the 

perpendicularly magnetized MTJ increases (decreases) the coercivity of the bottom free layer. Figure 

3.6(b) shows the measured corresponding coercivity change of an MTJ (RA product 650 Ω∙μm2, 

diameter 60 nm, 1.1 nm thick CoFeB free layer, 1.4 nm thick MgO barrier layer) as a function of 

voltages across the device.  In this case, the MTJ has its free layer at the bottom, and the coercivity is 

enhanced as the amplitude of negative voltage increases. The change of coercivity, in turn, varies the 

thermal stability of the free layer. Although the non-vanishing STT effect shifts the offset field due to 

the electric DC bias (a few second), the effect is negligible in an actual read operation (5 ns ~50 ns).  

 As a result of the coercivity modulation, the BLS scheme has a possibility of causing read 

disturbances in MeRAM cell arrays. This is especially severe for embedded system memory 

applications that may require a relatively short retention time (< 1 ms) since they have a relatively low 

thermal stability (Δ ~ 20-30) compared to storage applications (typically Δ > 40). To reduce the read 

disturbance during the BLS scheme, the sensing voltage (pre-charge voltage) on the bit line should be 

limited. However, too low sensing voltage reduces the sensing margin. 

  The VCMA effect can be used to enable the SLS scheme, resulting in the reduction of the read 

disturbance and the improvement of sensing margin. A sensing margin can be defined by the potential 

difference between 𝑉௦௘௡ (the SL node) and 𝑉௥௘௙  (the REF node) as shown in Fig. 4.3. The key idea of 

the SLS is to apply a sensing voltage to the source line, hence increasing the coercivity of the MTJs 

during the read operation, taking advantage of the odd dependence of PMA on voltage in voltage-

controlled material systems. Although applying a negative read voltage to the BL has the same effect 
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as the SLS does, generating a negative bias requires more resources (e.g. charge pump circuit) in the 

chip where it has a positive power supply and a common ground. Figure 4.3 shows the proposed MTJ 

cell array and core architecture for realizing the SLS. In this architecture, both sense amplifier (sense 

amp) and current source are connected to the SL, and a number of MTJ cells are attached to between 

the BL and the SL. The pulse generator is connected to the BL. To select an MTJ, VDD should be 

applied to one of word lines (WLs) during the each operation.  

  For the write operation, the pulse generator provides a write pulse to the BL while the potential of 

the SL discharges to the ground level by applying VDD to the Write_G node. On the other hand, during 

the read operation, the BL is grounded by applying VDD to the Sense_G node. Then, the current source 

supplies a certain amount of current to the SL and the REF node, which generates electric potentials 

𝑉௦௘௡ and 𝑉௥௘௙  at each node, respectively. The potential difference between 𝑉௦௘௡  and 𝑉௥௘௙ is amplified 

by the sense amp, generating a digital output ‘0’ (P) or ‘1’ (AP) at the OUT node. 

 
Fig. 4.3 Proposed core circuit architecture for implementing the SLS. The pulse generator is connected to 
the BL and provides a write pulse to switch a selected MTJ. The sense amplifier and the current source 
circuit are connected to the SL so that they generate a sensing voltage in an opposite polarity of the write 
pulse, reducing the possibility of the read disturbance.  
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  Figure 4.4 shows a comparison between the BLS and the SLS schemes based on the compact model 

transient simulation. In the case of the BLS, the MTJ resistance fluctuates up to 13%, resulting in an 

unstable sensing current which may cause the failure of the sensing operation. In addition, as it is being 

read, the MTJ state can be switched to the opposite state since the VCMA effect lowers the energy 

barrier, causing read disturbance. Therefore, the sensing voltage of the BLS needs to be carefully 

determined within a range where it avoids read disturbance while taking into account the energy barrier 

lowering. However, if the sensing voltage is too low, it limits sensing margins. During the SLS, in 

contrast, the resistance of the MTJ becomes more stable compared to the BLS case, which allows the 

sense amp to have more reliable sensing results. Furthermore, as the amplitude of the sensing voltage 

on the SL increases, the MTJ enhances its thermal stability. This implies that the sensing margin is not 

 
Fig. 4.4 Simulation results of the BLS and the SLS based on the MTJ compact model. A positive voltage 
across the MTJ causes resistance fluctuations up to 13% due to the reduced PMA. On the contrary, the 
resistance of MTJ is stable when a negative voltage is applied, achieving reliable sensing operation and 
reducing the read disturbance. 

 



102 
 

limited by the sensing voltage, but rather by the voltage dependence of the TMR, hence obtaining a 

larger sensing margin compared to the BLS.  

 

 4.2.3 Evaluation  

 For quantitative assessment of the SLS, we measured the thermal stability and extracted the 

retention time as a function of the amplitude of an applied voltage to the MTJ where the device has a 

60 nm diameter, and its thermal stability (Δ) is equal to 18 (retention time ~ 10 ms) at zero bias 

condition. The thermal stability is modulated at a rate of -16 V-1 as shown in Fig. 4.5(a). In the case of 

the BLS (0.6 V), the thermal stability is below 12 when the sensing voltage is applied. On the other 

hand, it reaches 25 in the case of the SLS (−0.6 V). These values, in turn, can be converted to the 

retention time as shown in Fig. 4.5(b) [151]. The retention times of the BLS and the SLS are 100 µs 

and 100 s, respectively.  

 The increase in the retention time of the SLS significantly improves the reliability of MeRAM for 

system memory applications. Although the MTJ compact model has different parameters (𝐾௜ = 1 ×

 
Fig. 4.5 (a) Measured thermal stability of an MTJ device with respect to voltage across the device. Due to 
the VCMA effect, the thermal stability is a function of the applied voltage, which has -16 V-1 slope. (b) 
Retention time is calculated based on the amplitude of the thermal stability at room temperature. At zero 
bias condition, retention time is 10 ms. During the BLS, the retention time is reduced down to 0.1 ms, 
increasing the possibility of the read disturbance while the retention time increases up to 100 s by using the 
SLS. 
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10ିଷ 𝑗/𝑚ଶ , ∆= 29.2 at zero bias, ξ = 100 ~200 fJ/V ∙ m, 𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟 = 60 𝑛𝑚) compared to the 

measured data, it is possible to quantitatively evaluate the read disturbances in terms of switching 

probability. In this simulation, we assume the MTJ has a relatively large VCMA coefficient. Figure 

4.6(a) shows the read disturbance as a function of the sensing voltage whose duration is 50 ns. There 

is a significant read disturbance under the positive sensing voltage (BLS), resulting in the reliability 

issue. However, the SLS achieve the read disturbance below 10ିଵଶ, which is a fairly acceptable value 

in practical applications, and it decreases further by increasing the sensing voltage on the SL. 

 The sensing margin relies on the applied sensing voltage and TMR [152]. If TMR is a constant 

value, the sensing margin can be improved as the applied sensing voltage increases. However, actual 

TMR is reduced as the sensing voltage rises. Thus, there is an optimal sensing voltage that gives rise 

to the maximum sensing margin with an acceptable read disturbance. In this simulation (relatively high 

VCMA coefficients), we compare 𝑉௦௘௡ (the SL node) and 𝑉௥௘௙  (the REF node) and assume that TMR 

(at zero bias 52%) is a function of the applied sensing voltage. As shown in Fig. 4.6(b), in the BLS 

approach, the sensing margin is limited by the sensing voltage at 0.4V in which a significant read 

disturbance (> 10ି଺) occurs, obtaining the maximum sensing margin of 50 mV. However, in the case 

 
Fig. 4.6 (a) Read disturbance (in terms of switching probability) as a function of sensing voltage via the MTJ 
compact model simulations. If the sensing voltage exceeds 0.6 V (BLS), the read disturbance rapidly rises 
and converges to 50%. However, in the negative bias region (SLS), it achieves the read disturbance below 
10ିଵଶ. (b) Maximum sensing margin as a function of sensing voltage. In the case of SLS, the sensing margin 
increases as the absolute value of sensing voltage increases, until it is governed by the voltage dependence 
of TMR. 
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of the SLS, the sensing margin can be achieved 150 mV at the sensing voltage -1.2V without causing 

any read disturbance. Above this sensing voltage (>|-1.2 V|), the sensing margin starts to diminish 

since the reduced TMR cancels them out. In short, the sensing margin of the SLS is limited not by the 

voltage which causes read disturbance but by the voltage that limits TMR, achieving 3x higher sensing 

margin compared to that of the BLS.  

 

4.3 Word Line Pulse (WLP) based Write Operation for Reduced Write Error Rate  

 4.3.1 Pulse Shape Dependence of Magnetization Dynamics  

 To enable MeRAM to be realized in practical embedded system memory applications, low write 

error rate (WER) needs to be achieved. Write error in MeRAM is mainly caused by a degraded write 

pulse (e.g. slew rate and duration) and can limit its applications in high-speed memories. As an 

example, if WER is relatively high  (e.g. ~10ିଷ), multiple write operations are required to achieve an 

acceptable bit error rate (BER) (i.e. < 10ିଽ) [128], hence, the total write access time could become 

too long to meet the speed requirement of embedded system memory. Although the WERs based on 

the VCMA effect assisting STT or spin Hall effect (SHE) switching methods are less sensitive to the 

write pulse shape and duration, they require additional time and energy compared to pure VCMA-

driven precessional switching [153]–[155]. The main contribution of this work is to address the WER 

related challenge as described above by using a new scheme to improve the write pulse-shape for a 

significant reduction of WER based on 4x smaller word line (WL) and bit line (BL) drivers compared 

to a conventional method. 

 We already described that the duration and amplitude of the write pulse are important to control the 

WER. In addition to these factors, the dynamics of the magnetic moment is largely affected by the 

slew rate, rising and falling time of the pulse. During the write operation, 𝐻ሬሬ⃗ ௘௙௙ needs to be a constant 

field aligned with in-plane direction to maintain a stable precessional motion. Otherwise, the trajectory 

of the magnetic moment deviates from the precessional route. In chapter 2, Fig 2.7 compares the 
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magnetization dynamics between two extreme cases: applying a square pulse and a triangular pulse. 

In the case of applying a square pulse as shown in Fig 2.7(a) and (c), the initial state of the free layer 

is the P state (𝑚௭ = −1) and it starts to precess around the 𝑥ො axis at t=𝑡௜_(௔). Since the PMA is abruptly 

reduced by the VCMA effect, which gives rise to a relatively constant in-plane component of 𝐻ሬሬ⃗ ௘௙௙, 

the magnetic moment of the free layer can have a stable precessional trajectory and switch to the AP 

state (𝑚௭ ≈ 1) at t=𝑡௙_(௔). However, in the case of applying a triangular pulse as shown in Fig 2.7(b) 

and (d), the direction of 𝐻ሬሬ⃗ ௘௙௙ is no longer in-plane. Instead, 𝐻ሬሬ⃗ ௘௙௙ gradually changes its direction from 

out-of-plane to in-plane as a function of time, which in turn causes an unstable precessional motion. 

At the end point of the triangular pulse t=𝑡௙_(௕), the magnetic moment cannot reach 180௢  reorientation 

(𝑚௭ ≈ 0.72). After removing the pulse, hence, the magnetic moment converges to the AP state via the 

damping and precessional motion driven by its intrinsic anisotropies. During this process, the device 

becomes susceptible to thermal noise, which can produce a switching fail and increase the WER.  

 

 4.3.2 Timing of the WLP  

 Instead of applying the write pulse to the bit line (BL), called BLP, we propose a method of applying 

the write pulse to the word line (WL), which is referred to as WLP. The WLP can create a better square 

shaped write pulse across the MTJ, which in turn improves switching probability, and minimize the 

area overhead (e.g. driver size). There are three reasons why the WLP can have a better pulse shape 

compared to the conventional BLP scheme [128]: (i) eliminating discharge path during applying a 

pulse on the WL; (ii) using the gain of the access transistor in a selected cell; (iii) reducing the 

capacitive loading which needs to be driven. Further explanation of the reasons will be discussed below. 

Figure 4.7 shows a schematic design where MeRAM cells are connected to the BL and WL drivers. 

To achieve a fair performance comparison between the WLP and the BLP, we intentionally designed 

both drivers based on the same size transistors. We assume that the bit line capacitance 𝐶஻௅ is equal to 
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the word line capacitance 𝐶ௐ௅. Note that there are n-channel transistors (N3 and N6) in the pull-up 

path of each driver. These n-channel transistors can supply a large amount of charge at the beginning 

of the charge up for writing, compared to that of the same sized p-channel transistors, due to higher 

mobility, resulting in a better square pulse shape. But they gradually turn off as the potential of the 

target node (WL or BL) increases.  

 The control signals of the conventional BLP are shown in Fig. 4.8(a) where the DWL  and the DBL 

enable the WL driver and the BL driver, respectively. The DWLതതതതതതത and DBLതതതതതത are their complementary 

signals. We assume that the rising and falling times of the control signals are 100 ps. For the BLP, the 

WL driver is enabled first at t=𝑡ௐ௅_௔, which charges up the selected WL to VDD, turning on the access 

transistor (N7). Then, the DBL triggers the BL driver that starts to charge up the BL at t=𝑡஻௅_௔ . 

However, this scheme deforms the write pulse shape because the BL driver directly drives the entire 

BL capacitive loading 𝐶஻௅ , and some portion of the electric charge leaks through the unselected 

 
Fig. 4.7 Schematic of cell array architecture, including the BL driver and WL driver. The number of access 
transistors connecting the WL and the WL length determines its capacitive loading 𝐶ௐ௅. The number of 
MTJs connecting the BL and the BL length decide its capacitive loading 𝐶஻௅. The size of the drivers is 
carefully chosen based on the magnitude of the capacitance of each line to generate a suitable pulse shape. 
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MeRAM cells, which prohibits the BL from reaching VDD within a 1 ns period and increases the 

rising time of the write pulse.    

By contrast, in the case of the WLP, the waveform of the control signals (DWL and DBL) are shown 

in Fig. 4.8(b). The BL is charged first up to VDD, and the drain (DR) of the access transistor (N7) is 

also charged up to VDD since the N7 turns off at t=𝑡஻௅_௕. Then, the WL driver is enabled and starts to 

increase the WL potential at t=𝑡ௐ௅_௕. The slew rate of the WL is improved by 20% compared to that 

of the BLP since the gate of the access transistor (N7) provides a high input resistance, eliminating a 

discharge path. Furthermore, the WLP can efficiently utilize the current gain of the access transistor 

N7 through a common-source stage. Even below the threshold of the N7, the current flowing through 

N7 exponentially increases as a function the WL voltage. Above the threshold, the provided current 

increases quadratically as the WL voltage increases further.  

 

Fig. 4.8 (a) Conventional BLP scheme. After the WL driver completes charging the WL up to VDD, the BL 
driver applies a write pulse to the BL. (b) Proposed WLP scheme. The BL and DR are pre-charged to VDD, 
then a write pulse is applied to the WL via the WL driver. The WLP can make a better square shape write 
pulse based on the same size driver compared to the write pulse from the BLP. 
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 Last but foremost, the WL voltage rapidly discharges the DR node to ground via the N7 transistor, 

since the capacitance on the DR node consists only of the MTJ and the access transistor (N7) itself, 

which is significantly smaller than the 𝐶஻௅. Thus, these effects result in a better square shape pulse 

across the MTJ, allowing the circuit to achieve more reliable write operation. 

 The resistance and capacitance of the BL and the WL in an array level can be calculated by using 

the cell dimension, the sheet resistance, and the capacitance per unit length. We assume that the sheet 

resistances of the metal layer for the BL and WL are 0.14 Ω/□, and the capacitance per unit length is 

0.2 fF/µm when the metal width is equal to 0.1 µm. Based on CMOS 28 nm technology node with 

25𝐹ଶcell size (𝐹 is the minimum feature size), the dimension of the unit cell is 0.14 μm× 0.14 μm. If 

the width and length of the access transistor (a standard logic transistor) are 100 nm / 30 nm, its gate 

and junction capacitances are 57 aF and 48 aF, respectively. Table 4.1 shows the estimated values of 

RC loading on the WL and the BL in the array.  

 The voltage across the MTJ is the potential difference between the BL and the DR nodes (𝑉஻௅ −

𝑉஽ோ).  Figure 4.9 shows 𝑉ெ்௃ with a corresponding MTJ resistance change based on the BLP (black) 

and the WLP (red) as a function of the capacitive loading on the BL and the WL. As the capacitive 

loadings increase, the write pulse is severely degraded especially in the BLP case. Eventually, it fails 

to switch the MTJ with 𝐶஻௅=30 fF, which is approximately equivalent to the number of 512 memory 

cells on the BL since the pulse becomes a triangular shape and its amplitude also diminishes. In contrast, 

the WLP generates a square shape pulse regardless of the amount of the capacitive loading (within the 

capacitance range for the simulation), successfully switching the MTJ state, although the slew rate is 

 

 BL WL 
# of cells C [fF] R [Ω] RC [ps] C [fF] R [Ω] RC [ps] 

128 8 45 0.4 9 45 0.4 
256 17 90 1.5 19 90 1.7 
512 33 179 5.9 38 179 6.8 
1024 66 358 23.6 75 358 26.9 

Table 4.1 Resistive and capacitive loads on the BL and the WL. Assuming 28 nm node, 25𝐹ଶ unit cell size.  
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slightly increased. A quantitative evaluation of switching probability (or WER) will be discussed in 

the next section. 

 

 4.3.3 Performance Evaluation: Write Error Rate and Cell Area Efficiency  

 The WER, defined as the number of switching failures divided by a total number of write trials, is 

an important indicator to evaluate the performance of a write operation. Specifically, the WER 

influence the total access time of a memory system [128]. Because if a memory cell has a high WER 

at given write pulse, multiple write operations are necessary to achieve an acceptable BER, which is 

 
Fig. 4.9 Circuit simulation results of the BLP (black line) and the WLP (red line) based on the same size 
driver (the minimum size driver W/L=160 nm/120 nm). The write pulse from the BLP become degraded as 
the capacitance increases, and fail to switch the device beyond 30 fF. The WLP generates a square shape 
write pulse even under the largest loading of 40 fF and succeeds in switching the device.  
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the maximum WER that can be successfully managed by an error correction code (ECC) algorithm 

built in the memory system [156]. 

 In order to understand which component is a dominant factor on the WER between the slew rate 

and the amplitude of the write pulse, we independently executed the WER via the macrospin compact 

model simulations with an ideal voltage source based on two conditions as shown in Fig. 2.8 (a) and 

(b), respectively. Figure 2.8 shows that the both components influence on the WER in an exponential 

manner since the energy barrier between the two states linearly decreases as a function of the amplitude 

of the applied voltage, and the slew rate decides the trajectory of the magnetic moment and the effective 

pulse width.  

 To quantitatively evaluate the performance of the BLP and the WLP, the WER of both cases are 

extracted via 10ଵ଴ trials under the condition where both BL and WL drivers use the minimum size 

transistors for the fair comparison [48]. However, in the case of actual memory design, the size of 

drivers should be adjusted with respect to the capacitive loading to achieve an acceptable BER. Figure 

4.10 shows the WER comparison result between the BLP and the WLP. Since the BLP fails to generate 

 
Fig. 4.10 Write error rates of the BLP and the WLP with respect to the capacitive loading via 10ଵ଴ transient 
simulation trials with the minimum size driver. The WLP achieves on average seven orders of magnitude 
lower WER as compared to that of the BLP under the same condition (e.g. driver size, loading). 
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a proper write pulse in terms of slew rate and amplitude, the WER of the WLP is on average seven 

orders of magnitude lower than that of the BLP through the given capacitive loading (10 fF ~ 40 fF) 

based on the minimum size driver.   

 Note that the WER of the BLP with low capacitive loading (10 fF) is mainly due to the slew rate 

(rising time > 0.3 ns) compared to that of the WLP because both schemes reach the same amplitude 

(~1.1 V) as shown in Fig. 4.9(a). However, as the capacitive loading increases, the amplitude of the 

write pulse becomes the main reason for such high WER of the BLP. Because the amplitude decreases 

with a faster rate compared to that of the slew rate (see Fig. 4.9), which exponentially increases the 

WER. 

 A simple way to improve the write pulse shape is to increase the size of the transistor in the drivers 

associated with the loadings on the BL or the WL. However, the increase in the driver size might limit 

the memory capacity in a given die area, resulting in low cell area efficiency. The cell area efficiency 

is typically used as a target parameter to compare the compactness of memory designs, which is 

defined as follows:  

𝐶𝑒𝑙𝑙 𝐴𝑟𝑒𝑎 𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 =
 𝐴𝑟𝑒𝑎(௖௘௟௟ ௔௥௥௔௬)

𝑇𝑜𝑡𝑎𝑙 𝐷𝑖𝑒 𝑆𝑖𝑧𝑒
=

 𝐴𝑟𝑒𝑎(௖௘௟௟ ௔௥௥௔௬)

 𝐴𝑟𝑒𝑎(௖௘௟௟ ௔௥௥௔௬) + 𝐴𝑟𝑒𝑎(௟௢௚௜௖ ௔௡ௗ ௔௡௔௟௢௚ ௖௜௥௖௨௜௧)
   (4.1) 

 To achieve a high cell area efficiency the logic and analog circuits should be minimized while 

fulfilling the required performances such as access time and power. In a typical MeRAM macro design, 

the BL drivers and WL drivers occupy 14% and 4% in the total die area, respectively. Because the BL 

drivers must drive a significant amount of capacitive loading in the range of 10 - 500 fF within a 

nanosecond, depending on memory array size and technology node [157]. If we put the areas of the 

logic and analog circuits and the cell array into the equation (4.1), the cell area efficiency is 67.8% for 

a conventional BLP based MeRAM design.  

A reduction in the driver size may improve the cell area efficiency. The proposed WLP allows 

reducing the driver size while generating a good square shape pulse. Figure 4.11(a) shows a required 
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write pulse shape that provides an acceptable BER (< 10ିଽ). Figure 4.11(b) presents a normalized 

driver size, which can generate the required write pulse shape, in a given capacitive loading.  Compared 

to the driver size of the BLP, the WLP can produce the required write pulse with a suitable slew rate 

by using a 4x smaller driver. Therefore, the WLP has the potential to reduce the occupancy rate of the 

drivers in the total die size, resulting in 76.8% cell area efficiency.  

 

4.4 Write Pulse Termination (WPT) Circuit Technique  

 4.4.1 Motivation  

 It has been experimentally observed that the switching probability of voltage-controlled MTJ has 

an oscillatory behavior as a function of the applied write pulse width due to the nature of precessional 

switching as shown in Fig. 4.12 [68], [69]. Therefore, generating an optimum write pulse width to 

achieve the lowest WER is one of the most significant challenges that we need to solve for realizing 

MeRAM implementation. However, in an array level, it would be difficult to choose the optimum 

write pulse since an individual cell has a different switching behavior due to the process variations. 

There are several approaches that can deal with this challenge. 

 
Fig. 4.11 (a) Required pulse shape that achieves an acceptable BER (< 10ିଽ). (b) Normalized driver size 
associated with a given capacitive loading to generate the required pulse shape. Note that the WLP allows 
a chip to have 4x the area-efficiency of drivers as compared to the BLP.  
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  The first method is an incremental pulse width scheme via multiple write-verification operations. 

If a memory cell fails to switch its state, the peripheral circuit increases the pulse width and applies 

only to the failed cells at the next write operation. Based on a CMOS technology (< 130 nm node), it 

is possible to control the pulse width with a 50 ps time resolution. However, this method causes a 

relatively long latency due to the multiple operations. 

 The other approach is to develop a write pulse termination (WPT) scheme that reduces the WER 

by applying write pulses to selected cells together via the word line (WL) and individually removing 

the write pulse via each bit line (BL) once the individual cell is switched to the desired state. As shown 

in Fig. 4.12, there is a time window (300 ps ~ 500 ps) where it has the relatively high switching 

probability. To realize the WPT scheme in MeRAM application, the feedback circuit needs to have a 

short response time to enable the pull-down transistor of the BL driver for removing the write pulse 

right after detecting the state change. Although it would be challenging to design a circuit for the WPT,  

especially in a large size cell array due to the inherent long RC delay of the array, in this section, we 

introduce a basic concept of the WPT technique.  

 
Fig. 4.12 Experimentally observed an oscillatory behavior of the switching probability of the voltage-
controlled MTJ as a function of the applied pulse width and amplitude. Presented data from (a) reference 
[68] (b) reference [69]. 
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 4.4.2 Schematic of the WPT  

 A write pulse termination (WPT) scheme is proposed, along with a corresponding memory core 

circuit architecture, for the read and write operation of MeRAM. The WPT is aiming for reducing the 

WER and the latency by individually adjusting its write pulse width on each bit line (BL) and removing 

the pre-reading, respectively. The voltage divider allows the BL to vary its potential associated with 

the MTJ resistance changes when the write pulse is applied. The WPT circuit consists of an amplifier, 

a comparator, a multiplexer, and a termination digital controller. The WPT circuit amplifies a 

fluctuated small signals on the BL and enables the pull-down transistor of the BL driver, terminating 

the write pulse when the state of the MTJ device is converted to the desired state. If the MTJ initially 

has the desired bit, the WPT circuit cuts off the write pulse within a short period (e.g. 300 ps), which 

has an extremely low possibility to switch the MTJ. This quick feedback may remove the pre-read 

sequence in MeRAM, reducing the latency.  

 Figure 4.13 presents a block diagram of the WPT circuit where the BL driver, voltage divider, and 

amplifier are connected to the BL. A number of cells are attached to between the BL and the SL. The 

WL driver, which is controlled by the WLC, is connected to the WL. Multiple cells are connected to 

 
Fig. 4.13 Block diagram of the WPT circuit. The circuit modulates the write pulse width depending on 
individual MTJ’s switching behavior by monitoring the resistance change. 
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the WL. The amplifier output, the AO, is connected to the input of the comparator. The multiplexer 

selects between two detection signals, the detection of parallel state (DP) and the detection of anti-

parallel state (DAP), depending on the desired data on the DIN.  The termination (TEM) is connected 

to the input of the termination digital controller that enables or disables the pull-down transistors of 

the BL driver.  

 The first idea of the proposed WPT scheme is related to the sequence of generating a write pulse. i) 

The WL initiates write pulses to the all selected MTJ devices. To be specific, the BLU enables the 

pull-up transistors of the BL driver, which makes the potential of the BL and the DR to be a write 

voltage simultaneously. Then, the WLC enables the pull-up transistors of the WL Driver, turning the 

 
Fig. 4.14 Voltage divider converts the MTJ resistance fluctuations to the potential changes on the BL. These 
variations are enhanced by using the amplifier, generating a signal with the sufficient magnitude on the AO. 
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access transistor on, which create the potential difference across the MTJ. ii) The write pulse on each 

BL is individually removed once the MTJ switch to the desired state. If the TEM becomes ‘1’, the 

BLD enables the pull-down transistors of the BL driver, discharging the BL potential to ground level. 

 Another idea is related to a function of the voltage divider, which allows the potential of the BL 

fluctuating correspondingly with the MTJ resistance changes under the write bias condition. If we 

continuously enable the BL driver, it maintains the stable BL potential regardless of the MTJ resistance 

fluctuation. This is because the BL driver typically has strong pull-up transistors. By contrast, the 

voltage divider has weak pull-up transistors, which causes the BL to respond to the MTJ resistance 

fluctuations. The operation sequence is as follows. Once the BL potential reaches the write voltage 

level, the BL driver is turned off while the voltage divider is turned on. Figure 4.14 shows the BL 

potential fluctuations with 100 mV amplitude corresponding to the MTJ resistance changes. The BL 

potential fluctuations are amplified to 800 mV peak-to-peak value via the amplifier. Since we disable 

the termination digital controller (TDC), the magnetization of the MTJ keeps precession, causing an 

oscillation. However, if the capacitive loading of the BL is larger than 50 fF, the signal delay between 

the BL and the AO might fail the WPT scheme. 

 

 4.4.3 Simulation and Analysis 

 The transistor-level schematic of the WPT circuit is shown in Fig. 4.15. The following steps are the 

detailed description of the write pulse termination (WPT) circuit operation for terminating a write pulse 

based on the condition that the initial state of the MTJ is P, and the desired state is AP as shown in Fig. 

4.16(a). i) Pre-charge the BL to a write voltage level: the BLU and DIV enable the pull-up transistors 

of the BL driver and the voltage divider, respectively, increasing the potentials of both the BL and the 

DR up to the write voltage level. The BL driver is disabled before the WL becomes VDD. ii) Applying 

a write pulse across the MTJ: the WLC enables the pull-up transistors of the WL driver, allowing the 

WL potential to be VDD. When the access transistor is turned on, the DR becomes grounded (the SL 
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is initially grounded), generating a write pulse across the MTJ. iii) Amplification of the BL potential: 

the amplifier generates the AO by amplifying the small signal on the BL associated with MTJ 

resistance changes. iv) Detection of the MTJ states: the comparator simultaneously compares the 

potential of the AO with the two reference voltages, VRP and VRAP. If the potential of the AO is smaller 

than that of the VRP, the DP maintains ‘1’, indicating that the MTJ is P. On the other hand, if the 

potential of the AO is larger than that of the VRAP, the DAP becomes ‘1’ in which the MTJ completes 

to switch from P to AP. v) Selection of the write termination signal (TEM): Depending on the desired 

bit which is applied to the DIN, the multiplexer selects a signal between the DP and the DAP. In the 

case of the DIN is equal to ‘1’ (desired bit is AP) as shown in Fig. 4.16(a), the multiplexer chooses the 

DAP as the TEM. vi) Termination of the write pulse: If the TEM become ‘1’, and the WLC is equal 

to ‘0’, the termination digital controller (TDC) makes the BLD to ‘1’ for enabling the pull-down 

transistor of the BL driver, removing the write pulse across the MTJ.  

 
Fig. 4.15 Transistor-level schematic of the write pulse termination (WPT) circuit which generates a self-
adjusted write pulse by monitoring the resistance change of the MTJ.  
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 Fig. 4.16(b) assumes that the initial state of the MTJ is P, and the desired state is also P. In this case, 

the switching should be prohibited. The circuit operation from step i) to iii) of Fig. 4.16(b) are the same 

as those of Fig. 4.16(a). However, at step iv) the comparator maintains the DP to ‘1’ (the initial state 

is P) right after the write pulse is given to the MTJ because the AO is smaller than the VRP. Since the 

desired bit is P, ‘0’ is applied to the DIN, allowing the multiplexer selecting the DP as the TEM. 

Therefore, the write pulse can be terminated within 300 ps without destructing the stored data in the 

MTJ, allowing the MeRAM to eliminate the pre-reading sequence.  

 

 
Fig. 4.16 Circuit simulations of the write pulse termination (WPT) scheme where the initial MTJ state is P, 
and desired state is (a) AP and (b) P.  
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 Fig. 4.17(a) assumes that the initial state of the MTJ is AP, and the desired state is P. On the contrary, 

Fig. 4.17(b) assumes that the initial state of the MTJ is AP, and the desired state is AP. The description 

is similar to that of Fig. 4.16.  

 

4.5 Circuit for Controlling Non-deterministic Switching 

 4.5.1 Motivation 

 The VCMA-induced precessional switching is non-deterministic in which the state of the bit is 

always reversed regardless of its initial state for a given pulse duration. In the absence of the optimized 

 
Fig. 4.17 Circuit simulations of the write pulse termination (WPT) scheme where the initial MTJ state is AP, 
and desired state is (a) P and (b) AP.  
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write termination circuit (WTC) that we described in the previous section, the core circuit needs to 

recognize the state of the selected cell before executing write operation in order to deal with the non-

deterministic switching behavior. In this section, we introduce one of the core circuits, pre-read and 

write sense amplifier (PWSA). 

 

 4.5.2 Schematic and Simulation of the pre-read and write sense amplifier (PWSA) 

 Figure 4.18 shows a block diagram of the proposed PWSA. It is composed of the sense latch (S 

Latch), data latch (D Latch), XNOR logic gate, differential amplifier (Diff-amp), and write and pre-

charge circuit. The circuit is designed to perform a read operation and to compare the current MTJ 

state to the incoming data, leading to a decision on whether a write pulse should be applied.  

 Figure 4.19 shows the data program flow, including the pre-read, comparison, write, read, and 

pass/fail check steps. The PWSA reads out the initial MTJ state and stores it in the S Latch during the 

 
Fig. 4.18 Concept diagram of the proposed sense amplifier. The S Latch stores the MTJ state based on the 
voltage difference between the Ref node and the CE node, which is amplified by the Diff Amp. The D Latch 
stores external data which is transferred to the MTJ during the write operation if S Latch and D Latch data 
mismatch (XNOR=0). The write and pre-charge circuit provides write and pre-charge pulses to the BL 
during the write and read operations, respectively. When the circuit successfully completes a full sequence 
(data program), the control circuit generates a pass signal ‘1’ to the external circuit.  
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pre-read step and determines whether applying a write pulse to the MTJ based on the comparison result 

between the initial MTJ data and the external data. Therefore, redundant writes can be eliminated, 

leading to significant reduction of the total power consumption. Then, the MTJ state is compared again 

with the external data on the D Latch after applying the write pulse. If the MTJ is switched to the 

desired bit, the operation finishes, and a pass signal becomes ‘high’ which is transferred to the external 

circuit. Otherwise, the circuit iterates until the MTJ is switching to the desired state, or the number of 

iterations n reaches to the maximum value.  

 The schematic of the PWSA is shown in Fig. 4.20. The data program operation consists of five 

consecutive steps: pre-read, comparison, write, read, and pass/fail check steps. We assume that the AP 

represents logic value ‘1’, and P represents logic value ‘0’. We employed a 65 nm technology for 

circuit simulations with the MTJ compact model. The MTJ is assumed to have 100 kΩ resistance in 

 
 

Fig. 4.19 Proposed data program (full sequence) flow of the PWSA. During the pre-read and comparison 
step, the circuit compares the initial MTJ state and external input data. A write pulse is generated based on 
the comparison result. At the Pass/Fail (PF) step, the PWSA creates a Pass signal ‘1’ when the newly 
programmed MTJ data is the same as the external data. 
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the parallel state and 200 kΩ in the anti-parallel state, corresponding to the Tunneling 

Magnetoresistance (TMR) of 100%. The write pulse with a 1.2 V amplitude and a 1.2 ns width is 

applied to allow precessional switching. In this section, two simulation cases are discussed.  

 Figure 4.21 shows a simulation result in which the initial MTJ state is AP, and the external data is 

P. During the pre-read step, the S Latch stores ‘1’ due to the AP state of the initial MTJ. For the 

comparison step, the D Latch becomes ‘0’ as it receives the external data P. Mismatching between the 

S Latch data and the D Latch data generates a ‘0’ on the XNOR node, turning the M6 off, which 

maintains the CE node in high potential. Since the potential of the CE node is higher than the Ref node, 

the output of the differential amplifier, Diff _Out, drops to ‘0’, turning the M7 off. Thus, the S Latch 

remains in the ‘1’ state due to the absence of a ground path, even though the M8 is turned on. Under 

 
Fig. 4.20 Schematic of the proposed sense amplifier and write circuit (PWSA). The S Latch and D Latch 
store the initial MTJ state and the external data, respectively. During the read step, the differential amplifier 
amplifies the voltage difference between the Ref node and the CE node and creates a reliable logic value to 
the Diff_out node. The XNOR node holds the comparison value after evaluating the initial MTJ state versus 
the external data, determining whether a write pulse is generated during the write step. A current feedback 
circuit is used to increase the sensing margin. 
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this condition, the circuit can provide a 1.2V write pulse to the MTJ by using the transistors M4 and 

M5, and the MTJ state switches from AP to P during the Write step, which can be monitored by the 

resistance change. Next, the PWSA reads the MTJ state, and the S Latch changes to ‘0’, because the 

MTJ has switched from AP to P. At the final pass/fail check step, the ‘1’ pass signal is transferred to 

the external circuit because the MTJ is correctly programmed.  

 As the second scenario, we consider the case where switching does not require. Specifically, the 

initial MTJ state is P, and the external data is also P, causing the S Latch to be ‘0’ at the end of the 

comparison step, as shown in Fig. 4.22. If S Latch holds data ‘0’ (turning off M4), the circuit does not 

apply a write pulse to the MTJ, hence it remains in its initial P state. Next, the PWSA reads out the 

MTJ resistance again, and the pass signal becomes ‘1’ due to the matched data between the S Latch 

and the D Latch during the final pass/fail check step. 

 
Fig. 4.21 Simulation of the PWSA operation in the case of an initial AP state for the MTJ, with P being the 
new external (input) data. Since the initial MTJ state (AP) is different from the external data (P), the output 
of the XNOR gate goes to ‘0’, which keeps the S Latch in a ‘1’ state. Hence, the PWSA provides the MTJ 
with a write pulse, then the MTJ state switches from AP to P during the write step. After the read step, the 
circuit compares the S Latch and the D Latch again for verification. In this case, the pass signal becomes ‘1’ 
since the MTJ is switched to the desired state. 
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 4.5.3 Performance Evaluation 

 The sensing margin is affected not only by MTJ characteristics such as the TMR ratio but also by 

circuit design parameters such as the size and the bias conditions of the sense amplifier circuit. 

Previous works have reported sensing circuits with a 1T-1MTJ topology using MTJs with 200% TMR 

and 65nm technology, achieving 0.18V sensing margin [129]. Here we target to increase the sensing 

margin to ensure that the differential amplifier can generate a reliable output signal to control logics. 

 In the memory architecture, sensing margin and read disturbance are sensitive to the bias voltage 

applied to the bit line (BL). Applying higher voltage to the BL during the read operation generates 

larger read disturbance, causing reliability issues. On the other hand, applying a low voltage to the BL 

results in a decreased sensing margin. The sensing margin in the circuit of Fig. 4.20 is determined by 

the voltage difference between the Ref node and the CE node. To maximize the sensing margin and 

 
Fig. 4.22 Simulation of the PWSA operation in the case of an initial P state for the MTJ, with P being the 
external (input) data. Since the initial MTJ state (P) is the same as the external data (P), the output of the 
XNOR goes to ‘1’, which switches the S Latch to ‘0’. Because of having a ‘0’ state in the S Latch, the 
PWSA does not apply a write pulse to the MTJ. 
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minimize the read disturbance, we propose a current feedback circuit which consists of transistors M1, 

M2 and M3 as shown in Fig. 4.20, which is based on a current conveyor circuit [130].  

 The reference resistor 𝑅௥௘௙  is connected to M1, and its resistance is (𝑅௉+𝑅஺௉)/2 for a centered 

sensing margin of AP and P. Such reference resistor could be implemented, for example, via a serial 

and parallel combination of MTJs [𝑅௉ + (𝑅௉ ∥ 𝑅௉)] or a digitally tunable CMOS based resistor circuit. 

 The operation of the current feedback circuit is as follows: a read operation is made up of the pre-

charge stage, BL discharge stage through an MTJ, and latch stage. During the pre-charge stage, the 

sense amplifier charges up both 𝐵𝐿௥௘௙  and 𝐵𝐿௖௘௟௟  to the same potential level because M3 is fully 

turned on. Once M3 is turned off, the BL discharge stage begins. If the MTJ has a P state, 𝐼௖௘௟௟ would 

be larger than 𝐼௥௘௙ , causing 𝐵𝐿௖௘௟௟  to have a lower potential than that of 𝐵𝐿௥௘௙. The decreased potential 

of 𝐵𝐿௖௘௟௟  slightly turns off M1, which reduces 𝐼௥௘௙  further and leads 𝐵𝐿௥௘௙  to discharge slowly. Thus, 

the circuit is able to have a much larger potential difference between the Ref node and the CE node. 

Through circuit simulations, the average sensing margin 360 mV with 100% TMR was achieved, 

which is 2x larger compared to that of conventional sense amplifiers using 200% TMR. As a result, 

the improved sensing margin through the proposed current feedback circuit guarantees a stable logic 

swing as observed in Fig. 4.23.  

 To evaluate the speed of the proposed circuit, we constructed the RC model on the BL based on the 

value of sheet resistance and metal capacitance of the considered 65nm technology. The circuit 

achieved 2 ns read operation time as shown in Fig. 4.23. However, the write time is determined by the 

switching characteristics of the MTJ. If the intrinsic precessional switching time of MTJs is around 1 

ns, it is possible to achieve 1.8 ns write time, accounting for both the peripheral circuit delay as well 

as the RC delay of the BL. Since the pass/fail check step is based on digital circuit operation, it takes 

only 0.5 ns to generate a Pass/Fail signal and does not cause a major penalty in terms of speed. 

 The large resistance of the MTJ devices assures small write and read current, reducing dissipated 

power without impact on data programming speed, as shown previously. The average power 
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consumption of the PWSA is 18 μW (excluding a write power to BL), which is 13% higher than the 

power required to write a single VCMA-driven MTJ. However, if the PWSA controls a cell array, the 

write power is dramatically increased due to RC loading of the BL and a large number of unselected 

MTJs. Therefore, the total power consumption of the PWSA is significantly reduced by eliminating 

the redundant write pulses (and its required sequence), if there is a match between old and new data in 

the MTJs. The most frequently occurring matching probability is 50% as expected, translating into an 

additional 50% saving in write power consumption under random data pattern conditions.  

  

 
Fig. 4.23 (a) Simulations for the sensing margin of the P and reference resistance. Sensing margin is defined 
as the voltage difference between the CE node and the Ref node in which the sensing margin is 0.28 V. (b) 
Sensing margin of the AP and reference resistance where the sensing margin is 0.44 V. (c) The average 
sensing margin of 0.36 V is sufficient to generate ‘0’ or ‘1’ logic states at the output of the differential 
amplifier, while the overall read time is estimated to be ~2 ns at a given capacitive loading.  
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CHAPTER 5 

4KBIT MeRAM MACRO DESIGN 

 

5.1 Specification 

 A synchronous 4 Kbit magnetoelectric random-access memory (MeRAM) macro has been designed 

based on IBM 130 nm RF-DM technology. The macro is divided into three major parts: core circuit, 

peripheral circuit, and IO circuit as shown in Fig. 5.1. The core circuit consists of the 1T-1MTJ and 

 
Fig. 5.1 MeRAM macro architecture consisting of three major parts: core, peripheral, and IO circuits. The 
core circuit selects eight memory cells at a given address by using the row decoder and the column mux. 
Selected memory cells are sensed by the sense amplifiers. The peripheral circuit generates signals to control 
the core circuit and temporarily stores the commands, input and output data, address in internal registers. The 
IO circuits is an interface between the external chips and the internal MeRAM circuitry. 
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1T-1R cell arrays, row decoder, column mux, pulse generators, and sense amplifiers. The 1T-1MTJ 

cell array is composed of 64 word lines (WLs) and 64 bit lines (BLs), and there is a cell at each cross 

point of the BLs and WLs. The WLs and BLs are selected by the row decoder and the column mux, 

respectively. To be specific, if a 10-bit address (6 bit for the row, 4 bit for the column) is given during 

the read or program operation, the row decoder selects one of the WLs, and the column mux selects 

eight of the BLs. The sense amplifiers electrically sense these selected memory cells, and their states 

are converted to digital logic signals ‘0’ or ‘1’ depending on the MTJs state (𝑅௉ , 𝑅஺௉). The pulse 

generators apply write pulses to the BLs if the stored data mismatch the desired data. The amplitude 

and duration of the write pulse can be externally modulated via the test mode operations, which allows 

the macro to find an optimum write pulse for achieving the low WER. The peripheral circuit is a digital 

circuit that generates signals to control the core circuit associated with the applied clock and 

temporarily holds external signals (i.e. command, address, data, and analog setting code) in the 

dedicated internal registers. The IO circuit is the interface between an external controller and the 

MeRAM macro. To protect internal circuits of the macro, the IO circuit involves an electrostatic 

discharge (ESD) protection circuitry.  

 The macro is equipped with the chip enable (Eഥ), read enable (Rഥ), write enable (Wഥ ), and test mode 

enable (Tഥ), allowing the macro to perform in two normal operations: read and program; and two test 

mode operations: register configuration and register readout. Especially, the program operation 

includes the pre-read stage followed by the writing stage to manage the non-deterministic switching 

Parameters Value 
Process Design Kit (PDK) 130 nm IBM RF-DM 

Macro Size 1.25 mm × 1.25 mm 
1T-1MTJ Cell Array Capacity  4 Kbit = 64 WLs × 64 BLs 

1T-1R Cell Array Capacity  512 bit = 64 WLs × 8 BLs 
Clock Speed < 100 MHz 

Supply Power 1.2 V for Core, 2.5 V for IOs 
Supply Current Typical = 14 mA, Max = 20 mA 

Table 5.1 Specification of 4Kbit MeRAM Macro. 
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behavior of the voltage-controlled MTJ. If the test mode is enabled, a user can access the internal 

registers and modulate analog settings (i.e. reference current level, pulse width, etc.) by changing the 

state of the registers. Since all these operations are based on 8-bit data, the macro has the bidirectional 

8-bit data IO pins (DATA [7:0]). In terms of speed, the MeRAM macro can be operated up to 100 

MHz clock, and each operation requires the different number of cycles. The specification summary 

and the IO pin list of the macro are shown in Table 5.1 and Table 5.2, respectively. 

 

5.2 Cell and Array Design 

 A memory cell consists of one transistor and one MTJ (1T-1MTJ) structure where the free layer 

(bottom layer) of the MTJ is connected to the drain of the access transistor, and the pinned layer (top 

layer) is connected to the BL as shown in Fig. 5.2(a). The resistance of the MTJ should be at least 10x 

larger than that of the access transistor (on state) so that the state of MTJs mainly governs the sensing 

current during the read operation. Also, a relatively higher resistance of MTJ causes a significant 

portion of the voltage drop across the MTJ compared to that of the access transistor, effectively 

enhancing the amplitude of the applied voltage across the devices and reducing the WER further.  

 The IBM 130 nm RF-DM process has the eight metal layers. Hence the top metal layer (i.e. MA 

layer) was used for the bottom electrode of MTJs as shown in Fig. 5.2(b). As shown in Fig. 5.2(c), the 

IO Pins Description 
Eഥ Chip enable 
Tഥ Test mode enable 
Rഥ Read opration enable 
Wഥ  Program opration enable 

CLK Clock 
ADD [4:0] Address (two cycles are required for 10-bit address) 

DATA [7:0] Data in and out 
PLS_VDD Analog input for the amplitude of write pulse 

FLG Operation completion flag signal 
VDD (Core) Power supply for the core and pheripheral circuits 
VSS (Core) Power ground for the core and pheripheral circuits 
VDD (IO) Power supply for the IO 
VSS (IO) Power ground for the IO 

Table 5.2 IO pin list and descriptions of the MeRAM macro. 
 



130 
 

size of the unit cell is relatively large (12.48 μm × 9.24 μm) due to the design rule of the top three 

metal layers which are originally aiming for RF circuit designs. 

 The macro was designed to control the four different diameters of MTJs on the same cell array: 100 

nm, 400 nm, 1 μm, and 2 μm. To achieve this, the main cell array is divided into four zones: Zone0 

(WL0~15), Zone1 (WL16~31), Zone2 (WL32~47), and Zone3 (WL48~63). Although this type of cell 

array provides the ability to analyze the characteristics of MTJ as a function of its dimension, it requires 

more circuit design effort.  

 In addition to the implementation of the 1T-1MTJ cell array, the macro has another cell array whose 

unit cell is made of one transistor and one polysilicon based resistor (1T-1R). The resistor is fabricated 

through front-end-of-line (FEOL) so that the implemented circuits are tested without MTJs fabrication. 

Especially, we predefined the value of resistors based on the row address and implemented them as 

the hard coded 1T-1R cell array in advance of FEOL fabrication, allowing us to verify the MeRAM 

macro by simply monitoring the readout data from the hard coded 1T-1R cell array. 

 Fig. 5.3 shows the layout of the 64 WLs × 64 BLs 1T-1MTJ cell array and the 64 WLs × 8 BLs 1T-

1R cell array. In the 1T-1MTJ cell array, there is a reference BL at an interval of eight BLs to generate 

 
Fig. 5.2 (a) One transistor and one MTJ (1T-1MTJ) structure based unit cell for MeRAM. (b) Cross section 
view of the unit cell. (c) Layout design of the unit cell. Due to the design rule of the top metal (minimum 
space between two the metal is 5 μm), the unit cell dimension is 12.48 μm × 9.24μm. 
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a reference voltage for the sense amplifier. For the same purpose, there are also eight reference BLs in 

the 1T-1R cell array. The reference resistors are also designed based on the polysilicon by taking into 

account of the resistance of the MTJs in each zone. 

  

5.3 Core Circuit Design 

 The core circuit plays a significant role in selecting memory cells and providing proper bias 

conditions to the WLs, BLs, and SLs to achieve sensing and writing. Figures 5.4 shows a schematic of 

the core circuit where the pulse generator is directly connected to the BL, and the sense amplifier is 

connected the BL via the column mux. The input and output ports of the core circuit are listed in Table 

5.3. 

 Since the WER is sensitive to the applied write pulse shape (duration, amplitude, and slew rate), we 

designed the dedicated pulse generators which can modulate the pulse duration and amplitude by using 

 

Fig. 5.3 Layout design of the 64 WLs × 64 BLs 1T-MTJ cell array and the 64 WLs × 8 BLs 1T-1R cell 
array. The unit cell of the 1T-1R array has a poly-silicon based resistor, and its BL is designed by using the 
metal layer 2 (M2). The cells in the 1T-1R array can be completely fabricated via the front-end-of-line 
process (FEOL). Then, the macro can be verified without MTJs fabrication. 
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a digital code and external analog input, respectively. Specifically, the pulse duration is adjusted 

ranging from 0.5 ns to 1.5 ns with 100 ps resolution depending on the configuration of the 11-bit digital 

code, and the pulse amplitude is adjusted ranging from 0.8 V to 1.5 V depending on the magnitude of 

the external voltage source.  

 Figure 5.5 shows a schematic of the pulse generator including the code-controlled delay circuit and 

its simulation result. The key idea of this circuit is that the EN decides the rising timing of a write pulse 

Type Catagory Port Name Description 
Input Address ADD_C [3:0] Column Address 

ADD_R [5:0] Row Address 
 

Pulse Generator 
Control Signals 

PLS_VDD Write pulse amplitude (0.8 V ~ 1.5V) 
PLS_CLK Clock for generating a write pulse 

PLS_Code [10:0] Pulse width control code 
PLS_Enable [63:0] Pulse generator enable signals 

 
Sense Amplifier 
Control Signals 

SA_Precharge Prechage bit lines (BLs) up to reference voltage 
SA_Current Intitiate the BL development  
SA_Enable Comparator Enable (Data latch) 

SA_Zone [3:0] Change the bias condition of the current source 
SA_Code [3:0] Modulate the current level for the reference BL 

Output Data Out DOUT_M [7:0] Output of the sense amplifier 
DOUT_B_M [7:0] Complementary output of the sense amplifier 

Table 5.3 Core circuit input and output ports and descriptions  
 

 
Fig. 5.4 Schematic of the core circuit consisting of the pulse generator, sense amplifier, column mux, and 
row decoder. To minimize the deterioration of write pulse shape, a pulse generator is directly connected to 
each BL. For the fast precharge, we designed a dedicated precharge circuit which is able to charge up 763 
fF of a BL capacitance to the reference level within 3 ns. The reference current is adjustable for better sensing 
reliability.  
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(𝑉௣௨௟௦௘), and the code-controlled delay circuit decides the falling timing. The detail description is as 

follows. Initially, the EN is grounded, which turns M1 on and M3 off, making 𝑉௣௨௟௦௘ to be grounded. 

If the EN becomes ‘1’, M1 and M3 are turned off and on, respectively. Then, 𝑉஺ is discharged via M3 

and M4, becoming  𝑉௣௨௟௦௘  ‘1’. After a certain amount of time depending on the configuration of 

PLS_Code [10:0], 𝑉ௗ௘௟௔௬ disconnects the ground path and turns on M2, becoming 𝑉௣௨௟௦௘ ‘0’.  

 The sense amplifier plays a role in converting the resistive state of MTJ into a digitized signal during 

the sensing which consists of three stages: precharge, develop, and latch. Initially, the circuit generates 

a reference voltage via the adjustable current source and the reference resistance (𝑅௥௘௙ ). We 

implemented the polysilicon based reference resistor whose magnitude is equal to the low resistance 

state of MTJ (𝑅௥௘௙ = 𝑅௉). Since the reference current (𝐼௥௘௙) can be controllable, ranging from 0.5𝐼଴ to 

2.0𝐼଴ with 0.1𝐼଴ resolution, we can determine the voltage of the reference BL (𝑉௥௘௙) without changing 

the magnitude of the reference resistor. As a default value, 𝐼௥௘௙  and 𝑅௥௘௙  are equal to 1.5𝐼଴ and 𝑅௉, 

 
Fig. 5.5 Schematic and simulation of the pulse generator including the code-controlled delay circuit. The 
pulse width is modulated by the configuration of CODE [10:0] (a) pulse generator (b) circuit simulation (c) 
code-controlled delay circuit.  
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respectively, resulting in 𝑉௥௘௙ = 1.5𝐼଴𝑅௉ , which is lower than the sensed voltage of AP state 

(𝑉஻௅ = 𝐼଴𝑅஺௉) and higher than that of P state (𝑉஻௅ = 𝐼଴𝑅௉) as long as the MTJ has a sufficient TMR. 

 During the precharge stage, the precharge circuit pulls up the BL until it reaches the reference 

voltages. The reason for implementing the dedicated precharge circuit is that the capacitive load of the 

BL is large (~763 fF) due to the big cell size originating from the design rule of the technology. For 

the develop stage, the fixed current (𝐼଴) flows into the selected MTJ, generating a certain voltage level 

(𝐼଴𝑅௉  𝑜𝑟  𝐼଴𝑅஺௉) depending on the state of the MTJ. During the latch stage, the comparator generates 

a digital signal by comparing the voltage difference between the BL and the reference BL. As a result, 

the eight sense amplifiers perform the read operation and transfer the 8-bit sensed data to 

DOUT_M[7:0] simultaneously. Figure 5.6 shows the simulation result of the 8-bit based operation 

where we obtained the expected sensing results: 𝑅௉ → ᇱ0ᇱ,  𝑅஺௉ → ′1′ .  

 
Fig. 5.6 Simulation of the sense amplifier for the sensing. The voltage of the reference BL can be adjusted 
by the digitally controlled current source. The states of the selected MTJs are converted to the digital signals 
at the DOUT_M nodes by comparing the voltages difference between the BL and the reference BL via the 
comparator. 
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5.4 Peripheral Circuit Design  

 The peripheral circuit is designed by using digital components from the standard cell libraries 

offered by ARM. We used the register transfer level (RTL) synthesis and physical synthesis via 

Cadence Encounter to reduce design time and errors. The synthesized schematic and physical layout 

of the peripheral circuit is shown in Fig. 5.7 where it consists of 315 standard cells, and the total area 

is 112ଶ 𝑢𝑚ଶ. The input and output ports are listed in Table 5.4 and Table 5.5, respectively. However, 

we skip the detail design methodologies and descriptions for the sub-blocks of the circuit.  

 The major functions of the peripheral circuit are as follows. First, the scheduler (state-machine) in 

the peripheral circuit generates different timing chains depending on the configuration of the command 

signals (i.e. Eഥ, Tഥ, Rഥ, Wഥ ). Second, the circuit provides core control signals corresponding to each stage 

associated with a clock so that the circuit components of the core circuit successfully perform pre-

defined functions. For example of the sense amplifier, it is necessary to apply control signals such as 

SA_Precharge, SA_Current, and SA_Enable at the right timing with a correct digital logic value to 

Fig. 5.7 (a) Schematic design of the peripheral circuit via RTL synthesis based on ARM’s digital standard 
cell libraries. The circuit was initially described by a high-level Verilog code, which is converted to a gate 
level Verilog code by using the Design Complier. (b) A layout design of the peripheral circuit. The gate 
level Verilog code is transferred to the physical dimension through physical synthesis.   
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complete the read operation properly. Third, the internal registers of the peripheral circuit temporarily 

store new input data, output data, address, and several digital codes for adjusting the pulse width and 

the reference current level. The internal registers related to the analog setting can be accessed via the 

test mode operations such as register configuration and register readout. 

 

Type Catagory Port Name Description 
 
 
 
 

Input 
 

 
 
 

From IO Pins 

Eഥ Chip enable 
Tഥ Test mode enable 
Rഥ Read opration enable 
Wഥ  Write opration enable 

CLKx Clock 
ADD [4:0] Address (two cycles are required for 10 bit) 

DATA [7:0] Data in and out 
From core circuit DOUT_M [7:0] Output of the sense amplifier (sensed data) 

Table 5.4 Peripheral circuit input ports and descriptions.  
 

Type Catagory Port Name Estimated fan-out 
Width 
[μm] 

Length 
[μm] 

# of 
Tr. 

# of 
unit 

Total 
Capacitance 

 
 
 
 
 
 
 
 
 
 
 

Output 
 

 
 
 
 
 
 
 
 
 
To core circuit 
 

 
 

ADD_C [3:0] 

0.32 0.12 1 8  
 

213 fF 
0.16 0.12 1 8 
1.00 0.12 1 16 
0.50 0.12 1 16 
5.00 0.12 1 24 

 
ADD_R [5:0] 

0.32 0.12 1 32  
289 fF 0.16 0.12 1 32 

1.73 0.12 1 32 
2.59 0.12 1 32 

 
PLS_CLK 

0.4 0.75 1 64  
2.25 pF 0.2 0.75 1 64 

0.4 0.12 25 64 
2 0.12 1 64 

PLS_Code [10:0] 0.4 0.12 1 64 48.2 fF 
PLS_Enable [63:0] 2 0.112 30 64 7.22 pF 

SA_Code [3:0] 2 0.12 5 8 151 fF 
SA_Current 4 0.12 5 8 301 fF 
SA_Enable 2 0.12 10 8 301 fF 

SA_Precharge 2 0.12 10 8 435 fF 
SA_Zone [3:0] 2 0.12 5 8 1.15 pF 

    
To IO pins 

IE (input enable)  
Standard IO cell 

 

30 fF 
OE (output enable) 30 fF 

DOUT [7:0] 30 fF 
FLG 30 fF 

Table 5.5 Peripheral circuit output ports and fan-out on each port. Each unit involves the number of 
transistors described on the table. 
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 For the first test mode, register readout operation, if the macro receives the command (Eഥ = 0, Tഥ =

0,  Rഥ = 0, Wഥ = 1) during the CMD stage, the TR becomes enabled as shown in Fig. 5.8(a). Once the 

address comes in during the ADD stage, the targeted registers are electrically connected to the output 

buffers. For the DOUT stage, as the output enable (OE) becomes ‘1’, the data stored in the registers 

are transmitted to the DATA [7:0] of the IO pins. Finally, the macro returns the FLG signal ‘1’, 

informing that the operation is successfully completed. During this test mode operation, the core 

control signals are not activated.  

 To execute the second test mode operation, register configuration, the combination of the command 

(Eഥ = 0, Tഥ = 0,  Rഥ = 1, Wഥ = 0) needs to be received during the CMD stage, enabling the TW as shown 

in Fig. 5.8. At the next stage, the macro receives an address of the targeted registers and an input data 

by enabling the ADD_Enable and the IE, respectively. Then, the input data is stored in the targeted 

registers during the Latch stage, and the macro returns the FLG signal ‘1’.  

Fig. 5.8 Verilog simulation of the test mode operations (register readout and register configuration) of the 
peripheral circuit via ModelSim. A user can access the internal registers and change the logic configurations 
of them during these operations. 
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 The read operation requires 10 clock cycles, which consists of five stages: CMD, ADD, Sensing, 

DOUT, and FLG as shown in Fig. 5.9. To perform the read operation, the configuration of the 

command should be Eഥ = 0, Tഥ = 1,  Rഥ = 0, Wഥ = 1, which are received at the CMD stage. Since the 

number of IO pins for the address is five, the macro needs to receive 10-bit address via two clock 

cycles and store the address in the address registers at the ADD stage. Then, the peripheral circuit 

generates the core control signals, and the sense amplifiers store the state of the selected MTJs at the 

sensing stage. In the next DOUT stage, the sensed data is transmitted from the output of the sense 

amplifier (DOUT_M [7:0]) to the output buffer (DOUT [7:0]) which are electrically connected to the 

Fig. 5.9 Verilog simulation of the peripheral circuit read operation via ModelSim. The circuit decodes the 
command and generates the core control signals so that the sense amplifiers can sense the state of selected 
MTJs. After reading out the sensed data, the circuit returns the FLG signal ‘1’ to one of the IO pins, 
indicating that the operation is completed. 
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DATA [7:0] of the IO pins if the OE is enabled. Once the data is successfully read out, the macro sends 

the FLG signal ‘1’ via the FLG of the IO pins.   

 The program operation requires 11 clock cycles, which consists of five stages: CMD, ADD & DIN, 

Sensing, Writing, and FLG as shown in Fig. 5.10. The configuration of the command for the program 

operation is Eഥ = 0, Tഥ = 1,  Rഥ = 1, Wഥ = 0, which are received at the CMD stage. The targeted address 

and new data are received at the ADD & DIN stage. Due to the non-deterministic switching of the 

voltage-controlled MTJs, the macro executes a sensing (pre-read) before applying a write pulse. When 

the sensing is completed, the peripheral circuit compares the new data and the stored data. Based on 

Fig. 5.10 Verilog simulation of the peripheral circuit program operation via ModelSim. The circuit decodes 
the command and generates the core control signals so that the sense amplifiers can sense the state of selected 
MTJs during the sensing stage, and the pulse generators can apply write pulses to the cells that need to be 
switched. After applying the write pulses, the circuit returns the FLG signal ‘1’ to one of the IO pins, 
indicating that the operation is completed. 
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the comparison result, the macro selectively enables some of the pulse generators via the PLS_Enable 

[63:0]. Once the PLS_CLK becomes ‘1’ at the Writing stage, these enabled pulse generators apply 

write pulses to the BLs simultaneously. Finally, the macro returns the FLG signal ‘1’ and complete the 

operation.  

 

5.5 Full-chip Analog and Digital Mixed Signal Verification  

 Analog-digital mixed signal (ADMS) simulator is a useful tool to verify a mixed-mode circuit. In 

our MeRAM macro, the digital based peripheral circuit and the analog based core circuit were designed 

and verified independently in different circuit design environments. Thus, they need to be simulated 

simultaneously so that we can verify that both circuits interact correctly. Figure 5.11 shows an 

architecture of ADMS simulation environment where the VHDL-based top module consists of the 

Verilog-based peripheral circuit and the SPICE netlist-based core circuit, and the both are received the 

digital stimuli and analog stimuli, respectively. At the interface between the peripheral and core circuits, 

all ports of the peripheral circuit are regarded as digital. However, all ports of the core circuit are 

 

Fig. 5.11 Architecture of ADMS simulation system. The digital peripheral circuit and the analog core circuit 
can communicate to each other through the ADMS interface.  
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regarded as analog. Hence, we must specify the low/high level and rise/fall time of the signals at the 

interface.  

 To verify the read operation via ADMS simulation, we implemented predefined data patterns at the 

first column address of WL[0], WL[16], WL[32], and WL[48] in the 1T-1MTJ cell array. If the readout  

data from the targeted address matches the predefined pattern, we can verify that the interaction 

between the peripheral circuit and the core circuit is correct. Four read operations are consecutively  

executed by increasing the row address, selecting a different zone as shown in Fig. 5.12. At each read 

operation, the peripheral circuit manipulates the core control signals (i.e. SA_Precharge, SA_Current, 

SA_Enable) corresponding to each stage as shown in Fig. 5.12(a). The ADMS converts these digital 

signals to the analog signals that can drive the sense amplifiers of the core circuit. As shown in Fig. 

5.12(b), the core circuit performs the read operation and transmits the sensed data to the peripheral 

circuit via DOUT_M [7:0]. This data is temporarily stored in the output buffer of the peripheral circuit 

 

Fig. 5.12 ADMS simulation for the read operation. Input and output signals of (a) the digital based peripheral 
circuit (b) the analog based core circuit. The potential of the reference BL is automatically adjusted 
depending on which zone is selected. 
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and sent to the IO pins via DOUT [7:0]. Noted that the potential of the reference BL is gradually 

adjusted depending on which zone is selected. We confirmed that the MeRAM macro precisely 

Operation Port [7] [6] [5] [4] [3] [2] [1] [0] 
Program 
WL[0] 

 

DIN [7:0] 0 1 0 1 0 1 0 1 
DOUT_M [7:0] 0 0 0 0 1 0 0 0 

Mismatch  Yes  Yes Yes Yes  Yes 
Program 
WL[16] 

 

DIN [7:0] 0 1 0 1 0 1 0 1 
DOUT_M [7:0] 0 0 0 1 0 0 0 0 

Mismatch  Yes    Yes  Yes 
Program 
WL[32] 

 

DIN [7:0] 0 1 0 1 0 1 0 1 
DOUT_M [7:0] 0 0 1 0 0 0 0 0 

Mismatch  Yes Yes Yes  Yes  Yes 
Program 
WL[48] 

 

DIN [7:0] 0 1 0 1 0 1 0 1 
DOUT_M [7:0] 0 1 0 0 0 0 0 0 

Mismatch    Yes  Yes  Yes 

Table 5.6 New data and sensed data from the predefined cell patterns. The former and the latter are observed 
on DIN [7:0] and DOUT_M [7:0], respectively. 
 

 
Fig. 5.13 Pulse generator enable signals corresponding to the comparison result of Table 5.6. The 
mismatched bit enables the pulse generator, applying a write pulse to the BL at the rising edge of PLS_CLK.  
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performs read operations based on the fact that all of the readout data match the predefined cell patterns.  

 For the verification of the program operation, we also utilized the same cell data patterns which are 

used for the read operation. The new data are randomly generated and applied to the DIN [7:0] of the 

peripheral circuit. Due to the non-deterministic feature of the devices, write pulses are given based on 

the comparison results between a sensed data and a new data during the program operation. The new 

data and the sensed data are presented associated with the row address as shown in Table 5.6.  Based 

on the simulation, we verified that the pulse generator enable-signals (PLS_Enable[63:0]) are 

correctlly generated from the peripheral circuit and applied to the pulse generators in the core circuit 

as shown in Fig. 5.13, which allows the macro selectively applying write pulses to the MTJ devices 

whose states are different from the new data.   

 The macrospin MTJ compact model in the ADMS simulation allows to monitor the MTJ resistance 

change along with the connected BL and reference BL as shown in Fig 5.14(a). Before applying the 

write pulse, the P state of the device is sensed and converted to digital logic value ‘0’ at DOUT_M. 

Fig. 5.14 (a) MTJ resistance change along with the connected BL and reference BL during sensing and 
writing stages. After applying the write pulse with 1.4 V amplitude and 1 ns duration, the MTJ state switches 
from P to AP. (b) Applied core control signals generated by the peripheral circuit. 
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The write pulse switches the state from P to AP, and the followed sensing readouts the state by 

converting it to logic value ‘1’. Figure 5.14(b) shows the applied core control signals for these 

operations. 

 

5.6 Full-chip Layout 

 The full-chip layout of the MeRAM macro has been completed as shown in Fig. 5.15 where the 

layout of the BL drivers and WL drivers are drawn by considering the pitches of the BLs and WLs. 

The metal 1 layer (M1) is used to draw the WLs whose pitch is 9.24 μm and the SLs which are directly 

connected to the ground. Initially, we planned to draw the BLs by using the BEOL metal layer whose 

pitch is 12.50 μm for the 1T-1MTJ cell array. The metal layer 2 (M2) is used for drawing the BLs of 

the 1T-1R cell array. Although the WL driver fits in the WL pitch, the BL driver in the pulse generator 

does not fit in the BL pitch due to the large size of the BL driver (50 μm × 24 μm). This is because 

 

Fig. 5.15 Layout of the MeRAM macro where the WL drivers and BL drivers are arranged based on the 
pitches of the WLs and BLs, respectively.  
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the BL driver needs to have a sufficient drivability for generating a write pulse with high slew rate (1 

V / 100 ps). Thus, we organized the 64 BL drivers in a way (16 horizontal × 4 vertical) at the bottom 

of the cell arrays. 

 The column mux selects 8 BLs among 72 BLs of both cell arrays based on a column address and 

connects them to sense amplifiers. Also, eight reference BLs are connected to the sense amplifiers via 

the column mux. M2 and M3 are used to routing these two circuits. The size of an individual sense 

amplifier is 47 μm × 49 μm. As we described, the layout of the peripheral circuit has been done via 

the physical synthesis. The peripheral circuit is connected to the IO pins via M5 (MG) while connected 

to rest of the macro via M1, M2, and M3.  

 The power rings were drawn on the circumference of the macro by using the five metal layers 

(M1~M5) to deliver uniform power supply. Each layer width is 40 μm and connected to VSS or VDD.  

Also, the vertical natural capacitors (vncap) were added to the residue area so that the macro avoid 

from dropping VDD during the program operation. The capacitance density of the vncap is 0.6 fF/𝜇𝑚ଶ, 

resulting in total 88 pF of the capacitance on the supply. Typically, if a chip consumes a large amount 

of current for a short period, a voltage level of power would be decreased, which might cause an 

operation failure. Similarly, the MeRAM macro requires a large current while applying write pulse to 

the BLs (each BL has 763 fF). In the worst case, the macro has to drive eight BLs simultaneously. 

Hence, the macro uses the vncap to stores enough charge to manage this case.   

 

5.7 Test and Evaluation             

 The MeRAM macro was fabricated based on IBM 130 nm RF-DM technology via a multi-project 

wafer (MPW) program in which the macro shares the die (2.5 mm × 2.5 mm) with other design projects. 

Figure 5.16 shows the fabricated 4Kbit MeRAM macro without MTJ devices. Since the layers of MTJs 

(i.e. Ta, CoFeB, MgO, etc.) are typically deposited and etched at the wafer level, we were unable to 

fabricate the MTJ array at the die level. However, it is possible to partially verify the functionality of 
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the macro by executing the test mode operations accessing to the internal registers and the read 

operation accessing to the 1T-1R cell array. 

 The die was packaged, and a type of packaged chip is 100 lead OCP-QFN 12 mm ×12 mm. Then, 

the chip was soldered on the printed circuit board (PCB) in order to connect the macro to the 

breadboard as shown in Fig. 5.17. This allows the macro to be connected to the microcontroller  

(Arduino Due), power supply (Keithley 2400A), and oscilloscope (Agilent MSO7014B). The Arduino 

Due is a microcontroller board based on the ARM Cortex-M3 CPU, which generates control 

commands, clock, input data, and address by driving the input IO pins with 3.3 V and monitors the 

readout data from the macro. By using the built- in libraries of the Arduino programming platform, the 

 

Fig. 5.16 Picture of the fabricated MeRAM macro via 130 nm IBM RF-DM technology. The magnetic layers 
were not deposited on top of the macro because the wafer was cut into dies after the CMOS fabrication. 
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microcontroller is easily programmed by using a PC to perform the desired functions. The oscilloscope 

probes some of the IO pins and displays them in real time.  

 First of all, the peripheral and IO circuits are tested by executing the register configuration and 

register readout operations, consecutively. Specifically, we store data in the targeted registers 

corresponding to the given address during the register configuration operation and read out the data by 

accessing to the same registers during the register readout operation. Figure 5.18(a) shows the 

measured signals by using the oscilloscope (top) and the part of the microcontroller program (bottom) 

for the register configuration operation where we store the data pattern 1010_1010 in the targeted 

registers. We verified that the register configuration operation is successfully completed with five 

clock cycles via monitoring the FLG becoming ‘1’. Then, we access to the same registers and read out 

the stored data via the register readout operation as shown in Fig. 5.18(b). The register readout 

operation is completed with five clock cycles and returns the readout data 1010_1010 that is identical 

 

Fig. 5.17 Test set up for the MeRAM macro where the microcontroller (Arduino Due) generates the control 
signals and receives the readout data that can be displayed on the PC. The oscilloscope (Agilent MSO7014B) 
monitors the signals in real time. 
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to the data that we used in the previous register configuration operation. Therefore, we verify that the 

both test mode operations are successful, indicating the peripheral and IO circuits are functioning 

properly. 

 Secondly, the entire circuit components (except the pulse generators) of the macro can be tested by 

reading the predefined cell patterns from the 1T-1R cell array. Figure. 5.19(a) shows the measured 

signals during the read operation where it requires 10 clock cycles to complete. Figure 5.19(b) presents 

the hard coded data associated with the WLs in the 1T-1R cell array, which were implemented at the 

circuit design stage. Figures 5.19(c) shows the readout data from the even WL of the Zone2 

 

Fig. 5.18 (a) Measured signals via the oscilloscope (top) and part of the microcontroller program which 
shows the input data to be stored in the targeted registers (bottom) during the register configuration operation 
(b) Measured signals via the oscilloscope (top) and readout data from the same registers (bottom) during the 
test register readout operation. The input data and the read out data matches. 
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(WL[32]~WL[47]), which are captured by the microcontroller. We can verify that the read operations 

are successful based on the fact that the predefined data and the readout data are identical.  

  Although we cannot fully verify the macro functions during the program operation due to the 

absence of the MTJ cell array, it is possible to test the peripheral circuit. Figure. 5.20 shows the 

measured signals during the program operation where it requires 11 clock cycles to complete, which 

coincides with the simulation result. 

 

Fig. 5.19 (a) Measured signals for the read operation via the oscilloscope. The number of the clock cycle to 
complete the operation is equal to the simulation result. (b) Hard coded data in the 1T-1R test cell array 
associated with the WLs. (c) Received readout data from the macro via consecutive read operations. The 
hard coded (predefined) data and the read out data coincide with each other. 

 

Fig. 5.20 Measured signals for the program operation via the oscilloscope. The number of the clock cycle to 
complete the operation is equal to the simulation result. 
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CHAPTER 6 

CONCLUSION 

 

 Today's buzzwords in the field of high-technology are machine learning, internet of things (IoT), 

and augmented/virtual reality, which have created unprecedented demands for the performance of 

electronic hardware in terms of computational throughput, power, and memory capacity. To meet these 

demands, semiconductor and electronics industries have not only renovated computer architectures 

(i.e. HBM, brain-inspired computer) at the system level but also continued to shrink transistors (<10 

nm) at the device level. Seemingly, these efforts have achieved balance by fulfilling the demands. 

However, the demands are still growing, not linearly but rather exponentially, and have become 

difficult to keep pace with it.  Moreover, the size of transistors has reached the physical limit of being 

a functional switch. Under these circumstances, engineers and scientists have researched beyond-

CMOS devices and innovative computing architectures in order to maintain continuous improvement 

of electronic systems. 

 In Chapter 1, we introduced a magnetic tunnel junction (MTJ), a promising spintronic device, as 

one of the alternatives for beyond-CMOS devices and described how the magnetic properties of MTJs 

can enhance the performance of electronic systems. Specifically, high endurance and CMOS 

comparability of the MTJ allows it to be used as an embedded system memory device, alleviating static 

power based on its non-volatility. Also, fabrication of MTJs on top of a CMOS wafer makes possible 

for the devices to directly communicate with the CMOS circuits via on-chip interconnections, 

increasing throughput and reducing data transfer energy. We described several types of MRAM 

families distinguished by its switching mechanism, especially, magnetoelectric random-access 

memory (MeRAM), which uses voltage-controlled magnetic anisotropy (VCMA) driven precessional 

switching and outperforms over other MRAM families such as STT-MRAM and SOT-MRAM in 
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terms of speed and energy. At the end of Chapter 1, we quantitatively compared the performance of 

MeRAM with other conventional/emerging memory technologies at the device level as well as the 

array level.  

 Chapter 2 introduces an MTJ macrospin compact model where the VCMA effect is included in the 

effective anisotropy field of its built-in Landau-Lifshitz-Gilbert (LLG) equation. The compact model 

provides the ability to understand the voltage-controlled precessional switching mechanism by 

monitoring a trajectory of the magnetization. Also, it allows extracting proper bias conditions 

(amplitude and timing) for achieving the lowest write error rate (WER) by including the thermal noise 

term in the LLG equation. The two-terminal MTJ model was expanded to a three-terminal model by 

adding the spin Hall effect (SHE). Based on the three-terminal compact model, we analyzed the 

characteristics of the voltage-gated SHE switching. In the last part of this chapter, we dealt with the 

scalability of voltage-controlled MTJ in which both the VCMA and PMA coefficients should be 

quadratically increased to maintain the same thermal stability and switching voltage in the scaled 

device. 

 The compact models were implemented into a circuit design platform where we were able to 

simulate them with conventional CMOS circuits. In Chapter 3, we introduced several emerging MTJ-

CMOS circuits where MTJs play a special role in the circuits besides performing as a memory. In the 

two-terminal MTJ device, an applied voltage across the device can modulate the energy barrier 

between the two states, which in turn changes the retention time. Based on this phenomenon, we 

proposed a voltage-controlled stochastic oscillator, which generates an event-driven stochastic signal 

for achieving energetically efficient non-uniform sampling. Also, we presented an MTJ based random 

number generator exploiting the VCMA effect where the MTJ can be in a meta-stable state under the 

sufficient bias, resulting in generation of a random bit via thermal noise. In the case of the three-

terminal MTJ, we found that the critical current of the SHE is a function of the applied voltage, and 

multiple MTJs on the heavy metal layer can be switched simultaneously. The former was used to 
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design a spintronic analog to stochastic bit stream converter, and the latter was exploited to design a 

spintronic programmable logic.  

 In Chapter 4, we presented several circuit design techniques for a MeRAM macro to enhance the 

performance. The first design technique is called the source line sensing (SLS) scheme which reversely 

uses the VCMA effect by applying a sensing voltage with the opposite polarity of the conventional bit 

line sensing (BLS). Since the SLS linearly enhances the thermal stability as a function of the amplitude 

of the sensing voltage, it dramatically reduces the read disturbances and increases the sensing margin. 

Secondly, we introduced the word line pulse (WLP) scheme that applies a write pulse to the WL rather 

than the BLs. The WLP efficiently improves the slew rate of the write pulse without increasing the 

size of the drivers, which in turn reduces the WER. Besides these techniques, we proposed the write 

pulse termination (WPT) scheme and pre-read/write sense amplifier (PWSA) circuit. The former deals 

with the switching speed distribution of the MTJ array caused by the process variation, and the latter 

manages non-deterministic switching behavior of the voltage-controlled MTJ. 

 The CMOS part of the 4Kbit MeRAM macro has been successfully designed based on IBM 130 

nm RF-DM technology, and Chapter 5 summarizes key features of the macro along with simulation 

and measurement results. In the core circuit, the pulse generators are designed to drive the BLs with 

sufficiently high slew rate and can modulate the duration of the write pulses by using an externally 

provided digital code. Also, the sense amplifiers are designed to sense MTJs with four different sizes 

by adjusting the potential of the reference BLs. The required control signals for the core circuit are 

generated by the digital peripheral circuit which is synchronized by the clock. The measured results of 

the four different operation modes are accorded with the simulation results, confirming the CMOS part 

of MeRAM macro functions properly. As an ongoing project, we have designed the CMOS part of a 

1Mbit MeRAM based on the advanced technology (55 nm) and plan to fabricate MTJ arrays via BEOL 

process. We hope to demonstrate the world first voltage-controlled MTJ based high-speed and low-

power memory in the near future. 
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