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Abstract 

Air pollution is a major global risk causing a large number of illnesses and deaths every year. 

Many literatures have shown the robust causal relations between health and outdoor exposure 

to various air pollutants. The complex urban environment causes the uneven distribution of air 

pollution concentrations, which can change sharply within a short distance. Therefore, 

understanding the within city air pollution gradients is crucial for various studies including 

exposure assessment, urban planning, air pollution monitoring, and environmental equity. 

Mobile-based air pollution monitoring has been proposed to tackle this challenge since it can 

typically achieve higher spatial resolution measurement of air pollution concentrations than 

other methods. However, the inherently different nature of measurement from mobile monitors  

makes it difficult to apply methods designed for stationary sensors. This dissertation focuses on 

developing methods that are suitable for mobile sensor data to take advantage of the high spatial 

resolution nature for exposure assessment, air pollution monitoring, and socioeconomic impact 

studies. 

For the exposure assessment study, we calculate exposure concentrations of traffic-related air 

pollutants with three different travel modes in the complex urban environment. We simulate 

bicycle, transit, and vehicle trips within Oakland CA. based on the local road network. With highly 

resolved mobile sensor data, we calculate the average concentration and the cumulative 

exposure of nitric oxide (NO), nitrogen dioxide (NO2), and black carbon (BC) for each bicycle, 

transit, and vehicle trip that we simulate. The results show that cumulative exposure may be a 

better metric than the more typical average ambient concentration when evaluating the air 
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pollution exposure with different travel modes. The average concentrations of each trip are not 

significantly different among bicycle, transit, and vehicle. However, the cumulative exposure 

varies dramatically because it takes trip duration, route variations for different travel modes, and 

inhalation rates into consideration. Vehicle passengers tend to experience the lowest cumulative 

exposure, as well as have the lowest average per meter and per minute exposure. Because of the 

increased inhalation rates for bicyclists and longer trip duration for public transit users, they tend 

to experience higher cumulative exposure. Our study also compares the importance of trip 

duration and trip distance influencing exposure, which turns out that total trip duration is more 

influential than the total trip distance in terms of cumulative exposure. Our work finds better 

metrics to assess travel air pollution exposure by using big data and modern simulation 

techniques. 

In another study, we combine the land use model with different regression methods to estimate 

black carbon (BC) concentrations in Oakland, CA. The regression methods used in this study 

include linear regression, Random Forest (RF), Support Vector Regression (SVR), and Neural 

Network (NN). The least absolute shrinkage and selection operator (LASSO), principle component 

analysis (PCA), conditional independence feature ordering (FOCI), and genetic algorithm (GA) are 

used for feature selection and dimension reduction of the SVR method to reduce overfitting and 

improve prediction accuracy. The tuning of RF and SVR are automatically conducted with the 

Bayesian Optimization method, while we manually tune the NN method. Among all these 

regression methods, RF performs the best with the highest prediction accuracy and robustness. 

Even though SVR shows much better prediction accuracy than linear and NN methods, the 

complex feature selection and dimension reduction processes make it less efficient than RF. NN 
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has the highest prediction accuracy on the train set, but the lowest accuracy on the independent 

validation set, which suggests an overfitting issue. With the one-factor-at-a-time (OAT) sensitivity 

analysis and localized hotspots identifications, our study shows that the LURs with a common 

approach are not efficient at identifying localized hotspots. However, LUR coupling RF can 

achieve higher air pollution prediction accuracy and robustness using mobile sensor 

measurements. This approach can be used in air pollution exposure assessment to more 

accurately identify vulnerable population groups or communities and better highlight 

environmental justice issues. 

For the socioeconomic impacts of air pollution, we study the effects of air pollution on housing 

price in Oakland CA. We evaluate the ambient air quality on a parcel by parcel basis with the high-

resolution mobile-based air pollution measurements of NO, NO2 and BC. In this study, a hedonic 

price model is constructed with a spatial lag model and instrumental variable method to cover 

both spatial autocorrelation and endogeneity effects between air pollution concentrations and 

housing price. The results indicate the air pollution influences housing price positively, which is 

surprising. The results could be explained in two ways: people are not sensitive to air pollution 

when the overall ambient air quality is good; the low variability of air pollution concentrations  

leads to false positive results. The explanations could be verified with the high-resolution mobile-

based air pollution measurements covering more diversified regions.  
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Chapter 1. Introduction 

There is little question that air pollution is a major global risk resulting in high incidences of illness 

and deaths.1,2 A large number of epidemiological studies have established robust causal relations 

between health and outdoor exposure to ultrafine particulate matter (PM), black carbon (BC), 

carbon monoxide (CO), oxides of nitrogen, including nitric oxide (NO), and nitrogen dioxide 

(NO2).2–5 

Urban air pollutant concentrations are unevenly distributed and can vary dramatically even 

within short distances.6–8 The spatial variations in air pollutant concentrations can be as large as 

the contrast between cities.9 Epidemiological studies clearly show that within-city PM exposure 

is larger than the between-city effect.10 One of the critical gaps in our understanding is how to 

characterize within city air pollutant concentration gradients, which is crucial for exposure 

assessment11, urban planning12,13, air pollution monitoring14, and environmental equity15. 

Federal law authorizes the Environmental Protection Agency (EPA) to establish National Ambient 

Air Quality Standards (NAAQS) for six air pollutants, including CO, lead (Pb), NO2, sulfur dioxide 

(SO2), ozone (O3), and PM. Each state is required to develop State Implementation Plans (SIPs), 

which demonstrate how the state will meet the NAAQS by reducing mobile, industrial and area 

pollutant sources. California’s air quality standards are generally more stringent than the national 

standards and include four additional pollutants: hydrogen sulfide (H2S), sulfate, vinyl chloride, 

and visibility reducing particles.16 An area that routinely exceeds the state or federal air quality 

standards is referred as nonattainment area, and an attainment plan is required as part of the 

SIP to be reviewed and approved by California Air Resource Board (CARB) and EPA. The size of 
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the designated area is typically either at air basin or county level, both of which clearly do not 

capture air pollutants variations on the order of several hundred meters or even at the urban 

scale.  

The limitation in spatial resolution constrains within area air pollution exposure assessment. The 

most common approaches for assessing intra-city air pollution related health exposure use geo-

statistical methods, including among others inverse distance weighting (IDW) methods and 

Kriging,17–19 Land Use Regression (LUR),20–22 chemical transport models,23,24 and remote 

sensing.25 Each of these approaches has distinct advantages and limitations (Table 1).  

Geo-statistical and LUR methods require a large number of stationary monitoring sites to ensure 

model estimation or prediction accuracy. The chemical transport models require accurate 

measurement of meteorological parameters, topography information, and significant 

computational resources to achieve high spatial resolution. Dispersion models, like AERMOD, can 

achieve higher spatial resolution than the regional models, but these models can only be applied 

for near field (<50 km) assessment and they are not able to represent complex photochemical 

reactions26. It is difficult to characterize fine-scale ground level gradients, which relate closely 

with health exposure, with remote sensing data and the cloud cover issue can also reduce the 

accuracy of remote sensing techniques.  

Table 1. Typical spatial resolution of different types of techniques. 

Technique 
type 

Multiscale regional 
Models (CMAQa, 

WRFb) 

Dispersion models 
(AERMODc) 

Remote sensing 
methods 

Google car 
measurement 

Spatial 

resolution 
1km - 4 km27,28 > 30 meters29 250 meters – 1 km30 ~ 30 meters31 
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Note: aCMAQ: Community Multi-scale Air Quality model; bWRF: Weather Research and Forecasting model; 

cAERMOD: American Meteorology Society/Environmental Protection Agency Regulatory Model. 

Air pollution is monitored and regulated by the stationary monitoring sites operated by federal 

and state authorities; these fixed monitors provide high accuracy and reliable data. However, 

these stationary sites not only occupy a large area but also have high construction and 

maintenance costs,32 which limits the number of stationary sites present in urban areas. 

According to Apte et al. estimation, the mean number of monitoring stations per million people 

and 1000 km2 is between two and five stations for 60% of the U.S. census urban areas.  Hence, 

the current stationary sites are insufficient for capturing intra-urban air pollution gradients 

accurately. 

With the development of high accuracy portable pollution sensing instruments and Global 

Positioning System (GPS) technology, the use of vehicles for mobile air pollution monitoring has 

been proposed to tackle some of the challenges of stationary monitoring sites. These mobile 

sensors can typically achieve high spatial resolution air pollution measurement, but can rarely be 

deployed for extended periods of time for a variety of reasons.33,34 Limited exploration of mobile 

sensing systems has been conducted in urban areas for air pollution exposure assessment and 

health effects studies.35 There is a trade-off between the high spatial resolution that these 

devices can achieve and the cost of temporal resolution. Most researchers apply methods  

designed for stationary sensor networks to process the mobile data, even though these methods 

are not always suited because of the inherently different nature of spatiotemporal observations 

from mobile monitors.36–38 One of the critical needs is the development of methods that 

transition and harmonize stationary sensor networks with the kinds of mobile sensor data that 
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can now be collected.32,39 The transition between these two inherently different data producers 

brings up issues associated with the study of transferability between two sensor types (stationary 

and mobile) and how data from each of these sensors can and should be used for long-term 

pollutant estimation (e.g., for transportation). 
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Chapter 2. Research Objectives 

In this dissertation, we focus on the potential application of the new mobile sensor data to better 

identify health exposure assessment, spatial resolution refinement for the existing air pollution 

monitoring network, and socioeconomic impacts from air quality degradation. Specifically, we 

are interested in, 

Using big data techniques to better understand high-Resolution Cumulative Exposure 

Assessment of Traffic-Related Air Pollution (Chapter 3); 

In this chapter, we calculate the cumulative exposed mass of traffic-related air pollutants with 

three different traffic modes in the urban environment, and compare the result with the 

conventional exposure assessment method. With the vehicle equipped mobile sensors, we are 

able to obtain the high-resolution air pollution concentrations in the complex urban environment . 

With detailed information about air pollution distributions, it is possible to develop more 

generalizable methods, which can assess traffic exposure more comprehensively and accurately 

than conventional methods. This work also builds the framework to achieve real-time personal 

exposure assessment for future studies. The work of this chapter has been published in ES&T 

Engineering, volume 1, No. 3, P 436-446. 

Comparing Machine Learning, Deep Learning, and Land Use Regression Outcomes Using Google 

Street Mobile Source High-Resolution Black Carbon Concentrations in Oakland, California  

(Chapter 4); 

In this chapter, we couple land use model (LUR) with machine learning and deep learning models 

to estimate air pollution concentrations. With thorough and complicate feature selection and 
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model tuning algorithms, we build Random Forest (RF), Support Vector Regression (SVR), and 

Neural Network (NN) models to predict air pollution concentrations at unmeasured locations. 

With this work, we are able to thoroughly explore the predictive ability of the LUR model over a 

varied urban landscape. Meanwhile, the modeling performance in hyper-localized air pollution 

prediction of the advanced methods are evaluated comprehensively and systematically. The 

result of this work is suggestive and helpful for air pollution epidemiology modeling, health 

exposure assessment, and other studies that require air pollution concentration measurement 

or estimation. The work of this chapter has been submitted to Environmental Science and 

Technology. 

How Air Pollution Influences Housing Price in Bay Area? (Chapter 5); 

In this chapter, we study the effects of localized air pollution concentrations on the housing price 

market in Oakland, CA. we construct the hedonic price model, which combines the spatial lag 

model with the instrumental variable model to cover both the spatial autocorrelation and 

endogeneity effects between air pollution concentration and housing price. This work fill the gap 

in literatures that considering both spatial autocorrelation and endogeneity effects 

simultaneously in the study of relation between housing price and air pollution concentration. 

Furthermore, our work is also the first to introduce the high-resolution air pollution mapping 

information into the housing valuation studies, which uses the real measurement of air pollution 

concentrations of every parcel instead of estimations from limited number of stationary monitors .  

The work of this chapter has been submitted to International Journal of Environmental Research 

and Public Health. 
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Published in ES&T Engineering, volume 1, No. 3, P 436-446. 

Chapter 3. Using big data techniques to better understand high-Resolution 

Cumulative Exposure Assessment of Traffic-Related Air Pollution  

AUTHOR NAMES: Minmeng Tang1, Deb A. Niemeier2* 

AUTHOR ADDRESS: 1Department of Land, Air, and Water Resources, University of California, 

Davis, One Shields Ave. Davis, CA, 95616, USA 

2Department of Civil and Environmental Engineering, University of Maryland, 1173 Glenn Martin 

Hall, College Park, MD. 20742, USA 

KEYWORDS: trips, travel modes, exposure, air pollution, route selection 

Abstract  

In this paper, we calculate exposure concentrations of traffic-related air pollutants for different 

travel modes in the urban environment. Using recent high-resolution mobile sensor measured 

air pollution concentration data, we simulate bicycle, transit and vehicle trips within Oakland CA 

and calculate exposure concentrations for nitric oxide (NO), nitrogen dioxide (NO2), and black 

carbon (BC). We draw on highly resolved sensor data (on the order of seconds) collected by 

Aclima and Google, which was then aggregated to the annual median for every 30-meter road 

segment in the study area by Apte et al. (2017). For each bicycle, transit and vehicle trip that we 

simulate, we calculate the average concentration and the cumulative exposure for all three 

pollutants. The cumulative exposure is calculated as the total mass of pollutants inhaled duri ng 

a trip. Our results show that cumulative exposure, rather than the more typical average ambient 
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concentration, may be a better metric for assessing travel pollutant exposure. For all three travel 

modes, the average concentrations of each trip are not significantly different. When we account 

for trip duration and route variations for different travel modes and inhalation rates, the 

cumulative exposure varies dramatically. Cumulative exposure for vehicle passengers tends to 

be the lowest, as well as having the lowest average per meter and per minute exposure. Bicyclists 

and public transit users tend to experience higher cumulative exposure due to increased 

inhalation rates for bicyclists and longer trip duration for public transit users. Last but not least, 

our study shows that total trip duration is more influential than total trip distance when 

estimating air pollution exposure. Our use of big data and modern simulation techniques point 

toward better metrics for assessing air pollutant exposure. 

1. Introduction 

Traffic emissions are a complex mixture of particles and gaseous compounds including ultrafine 

particulate matter (PM), black carbon (BC), carbon monoxide (CO), nitric oxide (NO), and nitrogen 

dioxide (NO2). The causal relationship between health and outdoor air pollutant exposure is well 

established 2–5. Proximity to traffic emissions contributes disproportionally to overall air pollution 

exposure, and exacerbates health effects 40.  Vehicle commuters tend to experience higher levels 

of air pollutant exposure as a result of traffic proximity, while active commuters (i.e., walking or 

cycling) inhale larger doses of air pollutants due to increased inhalation rates and longer 

commuting time 41.  

Urban areas tend to experience higher traffic related air pollution 42,43 and the spatial variations 

can be very significant, even within short distances 8. The differences in air pollutant 
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concentrations within a region can be as large as the contrast between cities 9. Epidemiological 

studies also clearly show that within-city PM exposure is larger than the between-city effect 10 

and that different traffic conditions will exacerbate exposure levels 44. Using California bay area 

as an example, two monitors (Laney College, Oakland and Knox Ave, San Jose) in the Bay Area Air 

Quality Management District (BAAQMD) are used to compare NO, NO2, and BC concentration 

variations between Oakland and San Jose in year 2015. For NO and NO2, the annual averages are 

the same for monitors in Oakland and San Jose; however the monthly maximum concentrations  

differ from 841 ppb in Oakland to 219 ppb in San Jose for NO and from 72 ppb in Oakland to 61 

ppb in San Jose for NO2 45. The variations of BC concentration are even larger: the annual averages 

are 1.4 µg/m3 and 1 µg/m3 for monitors in Oakland and San Jose; while the monthly maximum 

values are 41.1 µg/m3 and 20.8 µg/m3 for the corresponding locations 45. 

The research is mixed, however, as to which travel modes and under what conditions, pollutant 

concentration exposure pathways will be elevated. During a 2013-2014 Lisbon, Portugal air 

pollution campaign, car drivers and bus passengers experienced higher pollutants concentrations  

(PM, volatile organic compound, carbon dioxide, CO, and ozone) than bicyclists 46. In contrast, a 

study in Colorado, United States found that bicyclists were exposed to higher BC and fine PM, 

but lower CO concentrations than driving 12. The other two studies, however, found there are no 

significant differences in average concentrations among different travel modes 47,48. One study 

in New Zealand compares students’ exposure while walking from home to school along two route 

options including: the shortest distance route and an alternative lowest exposure route; they 

conclude that taking the alternative lowest exposure route is important to reduce exposure, 

especially when the shortest distance route overlaps or runs parallel to an arterial road 49. 
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The literature is mixed partially because of the variations in location, route selection, and 

exposure assessment methods used in the various studies. Differences in local road systems and 

urban planning strategies between different cities can also lead to contradictory findings in daily 

travel mode exposure studies. Most studies also rely on limited number of trips with a fixed route 

to measure air pollution exposure under different travel modes.48,50,51 Measuring exposure by 

different travel modes on the same (often single) route obviously does not reflect the kind of 

exposure that might be experienced under actual daily travel activity. Finally, most studies also 

often rely on average regional or monitor level air pollution concentrations to represent traffic 

exposure when the local trip duration and breathe rate should be factored into inhalation 

concentrations 41,48.  

With vehicles equipped with mobile sensors we are now able to measure high-resolution air 

pollution concentration data. With these data, it is possible to develop more generalizable 

approaches to more comprehensively assess traffic exposure with greater accuracy. In this paper, 

we use continuous sensor data and simulated trips to assess exposure under di fferent traffic 

conditions and modes. Furthermore, we evaluate the performance of using average 

concentrations and cumulative exposed mass as an exposure assessment metric. Based on our 

work, cumulative exposed mass, rather than average concentrations, is more appropriate to 

assess exposure among different travel modes. Bicyclists and public transit users tend to 

experience higher cumulative exposures because of increased inhalation rates and the longer trip 

duration, respectively.  
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2. Materials and Methods 

2.1 Study Area 

We include three major areas within Oakland, CA: West Oakland (WO), Downtown Oakland (DO), 

and East Oakland (EO) (Figure 1). The WO area is about 10 km2 with residential and industrial 

blocks, surrounded by three major interstate highways (I-880, I-980, and I-580), and the 9th-

largest container port  in the U.S. (Port of Oakland). The DO area is a mixture of residential and 

commercial blocks that encompasses about 5 km2. The EO area is separated from WO and DO, 

and EO is connected with WO and DO by interstate highway I-880 and I-580. EO has a mix of 

industrial and residential areas of about a 15-km2 area. These three areas are transected by a 

highly concentrated system of roads, connecting San Francisco and the east bay shoreline, which 

are among the most densely populated areas in California 52. One way commutes in the Bay Area 

are approximately 32 minutes, on average; this is the 5th-longest commute time for US metro 

regions 53.  

  

West Oakland Downtown 
Oakland

East Oakland



 

12 

 

Figure 1. Study domain. 

2.2 Pollutant concentration data 

Between June 2015 and May 2016, two Google street view mapping vehicles were equipped with 

Aclima environmental intelligence sensors and a data integration platform, which provides fast-

response and laboratory-grade air pollution measurements (Aclima, Inc., San Francisco). Two 

inlets were collocated and positioned in forward-facing direction, which were used to sample 

aerosols and gases, respectively. The inlets were installed several inches above the roof line at 

the rear edge of the front window to minimize the self-emission influences. The post-installation 

tests have proven that the self-sampling did not occur in most circumstances. More details about 

the sampling instrument layout and post-installation tests design are available in Apte et al’s 

supporting information 6. The vehicles repeatedly measured weekday daytime concentrations of 

BC, NO, and NO2 in Oakland, CA. 54. Apte et al. applied a data reduction and aggregation algorithm 

to convert these data of about 3 million instantaneous observations into estimates of median 

annual weekday concentrations for about 16,500 different 30-m roadway segments within the 

study domain 6. We use the high-resolution concentration data from Apte et al’s supporting 

information without any pre-process procedures as the air pollution concentration 

measurements for our study.  

2.3 Trip and route generation 

To create trips we randomly sample two points from our 30m roadway segment data and 

designate one point an origin (O) and one point a destination (D). We connect 30m roadway 

segments between the ODs and estimate exposure using the simulated trips. We constrain the 

trip ends to be within the study areas of WO, DO, and EO. To identify the path (or route) between 
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endpoints, we calculate a great circle distance using the haversine formula 55 and the ‘geosphere’ 

package in R 56,57. The great circle distance produces the shortest path between two points. To 

be more conservative, we regard trips with great circle distance of less than 1 km as walking trips. 

Based on the 2009 National Household Travel Survey, the mean and median walking distance is 

1.1 km and 0.8 km, respectively 58. We only use those trips with great circle distance longer than 

1 km for exposure analysis under auto, bicycle, and transit modes.  

We create great circle distance simulations of 1,000 to 50,000 trips (Figure 2). We use a Chi-

square distance to compare the similarity between histograms with different numbers of 

simulated trips; the equation to calculate two normalized histograms is: 

𝜒2(𝐻1,𝐻2) =  ∑
(𝐻1𝑖 − 𝐻2𝑖)

2

𝐻1𝑖 + 𝐻2𝑖𝑖

 

where H1i and H2i are normalized density values of the pairwise bins in two histograms. The Chi-

square distance between histograms using 1,000 and 5,000 trips is 2.3 × 10−4; between 5,000 

and 10,000 trips is 1.8 × 10−5 ; and between 10,000 and 50,000 trips is 2.2 × 10−5. Based on the 

Chi-square distances, increasing our simulations from 1,000 to 5,000 leads to the largest change 

in the histogram distribution, but any further increases in simulations do not significantly improve 

the histogram representation. That is, histogram distributions with 5,000, 10,000, and 50,000 

trips are relatively stable, so we use a simulation of 5,000 trips to represent the spatial distance 

pattern within our study domain. The bimodality in the distributions arises from the spatial 

proximity of our study areas. The WO and DO areas are co-located, while EO area is separated 

from WO and DO. For our exposure estimations, we regard WO and DO together as one area, 

while considering EO as separate area. The intra-area trips contribute to the first peak (less than 
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5 km) in distance distribution, while inter-area trips contribute to the second peak (between 10 

km and 15 km). Our bimodal distance distribution is very useful for estimating cumulative 

exposure of different travel modes (e.g., short trips versus longer trips).  

 

Figure 2. Great circle distance distribution with different number of trips generated. 

We use the Google map API to calculate the route between trip ends 59,60. We specify three 

different travel modes for each API trip request: auto, bike, and transit, where transit refers to 

the public transportation systems including bus and light rail. For each trip, we deploy two Google 

route options: shortest distance and shortest duration. In total, we generate 30,000 routes for 
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the 5,000 random trips for three different travel modes and two different route features. To 

assign cycling trips, we use a maximum range of 10 km, which is between an easy 5-mile bike 

commute 61 and an approximate maximum bike commute of 10 miles 62. After eliminating trips 

longer than 10 km, we have a total of 2,332 bike trips. There are 72 trips that are not available 

with public transit, which lead to a total of 4,928 transit trips. 

Figure 3 shows the distributions of different route options by travel mode. The black in Figure 3a 

reflects auto, red reflects transit, and blue reflects bicycle routes. Figure 3b and 3c show similar 

bimodal distributions as Figure 3a. Most trips have distance less than 25 km for both auto and 

transit options. Figure 3d shows the distribution of the shortest duration trips; this clearly shows 

that driving and bicycling trips generally exhibit shorter duration and transit trips are generally of 

longer duration.  
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Figure 3. Trip distance and duration distributions by different travel modes. (Note: in part a, 

transit and driving overlap since they share very similar distributions of simulated trips) 

2.4 Exposure assessment 

To calculate the cumulative exposure for each trip by different travel modes, we use,  

𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑣𝑒 𝑒𝑥𝑝𝑜𝑠𝑢𝑟𝑒 𝑜𝑓 𝑡𝑟𝑖𝑝 𝑗 𝑤𝑖𝑡ℎ 𝑡𝑟𝑎𝑓𝑓𝑖𝑐 𝑚𝑜𝑑𝑒 𝑘 =  
∑ 𝐶𝑖,𝑗,𝑘 ∙ 𝑉𝑘 ∙ 𝑇𝑗,𝑘

𝑁𝑗 ,𝑘

𝑖=1

𝑁𝑗,𝑘

 

where j represents a simulated trip and k indicates travel mode, including bicycle, auto, and 

public transit. Ci,j,k is the air pollutant concentration measurement for each 30-meter road 

bicycle
driving
transit

a b

c d
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segment within trip j by travel mode k; Vk is the ventilation rate for travel mode k; T j,k is the total 

duration of trip j for travel mode k; and Nj,k is the total number of 30-meter road segments in trip 

j with travel mode k. We employ estimated ventilation rates based on heart rates. On average, 

cyclists have a ventilation rate of 23.5 L/min, vehicle users have a rate of 11.8 L/min, and transit 

users have a rate of 12.7 L/min 63. Our cumulative exposure calculation estimates the total mass 

of air pollutants inhaled by a traveler on each route by different travel modes, and considers the 

critical factors of breathe rate variations and route length and duration.  

Finally, we note that some of our trips are inter-area trips, with routes passing through roadway 

segments linking DO and EO for which we have no concentration observations. To estimate air 

pollution concentrations on these roadway segments, we bootstrap our resampling method to 

increase estimation accuracy. We classify both measured and unmeasured roadway segments 

into four categories: highway, major arterial, residential, and residential within a 400-m distance 

from the highway. Meta-analyses have clearly shown that the spatial extent of mobile sources is 

on the order of 100-400 meters for PM and 200-500 meters for NO2 8,14; therefore, we use a 400-

m threshold to identify whether residential roadways are influenced by highway generated 

pollutants. For the unmeasured inter-area roadway segments in each travel mode category, we 

randomly assign the air pollutant concentrations from the corresponding category of measured 

road segments. We repeat this random assignment 1,000 times and use the average 

concentrations as the estimate of the unmeasured road segments.  
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3. Results and discussion 

3.1 Average exposure concentration 

We calculate the average air pollutant exposure concentrations for each route (Figure 4). The top 

three panels show the average exposure concentrations of NO, NO2, and BC for the shortest 

distance routes; the lower panels show the average exposure concentrations of NO, NO 2, and BC 

for the shortest duration routes. Since NO, NO2, and BC are all common pollutants in traffic 

related emissions, we expect them to be highly correlated, and the NO, NO2, and BC plots look 

very similar. Figure 4 indicates that the average exposure concentrations of the three different 

travel modes are within similar range and overlap with each other for route distance less than 10 

km. For mid-range distance (10 km – 35 km), transit users tend to experience higher 

concentrations than auto drivers. Using NO concentrations as an example, the mean 

concentration difference between transit and driving in mid-range distance is 6.53 ppb ± 0.17 

ppb for shortest distance routes with 90% confidence, and 6.63 ppb ± 0.17 ppb for shortest 

duration routes with 90% confidence. However, it is worth noting that the average exposure 

concentrations for transit and driving still overlap at some distances/durations.  
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Figure 4. Average exposure concentrations of NO, NO2, and BC change with route distance 

(lines and shaded areas are the mean and 90% confidence interval for every 1 km distance 

interval). 

When we look at duration (Figure 5), the longest duration routes for driving and bicycle require 

less than 30 minutes and 40 minutes, respectively. The average concentrations of the three travel 

modes clearly overlap between each other within similar duration ranges. This suggests that 

exposure does not significantly differ between travel modes. 

bicycle
driving
transit



 

20 

 

 

Figure 5. Average exposure concentrations of NO, NO2, and BC change with route duration 

(lines and shaded areas are the mean and 90% confidence interval for every 5-minute duration 

interval). 

To compare the average exposure concentrations in more detail, we look at the scatterplot of 

the average NO exposure concentrations for the three travel modes (Figure 6). There are no 

obvious differences in NO average concentrations among different travel modes. The trends are 

consistent with Figure 4 and 5, which also shed new insight on the conflict in the literature on 

travel exposure assessment that we discussed in the introduction. Since most of the literature 

uses a limited number of trips to assess exposure concentrations, it may be the specificity of 

bicycle
driving
transit
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those trips used in the literature that leads to higher exposure concentrations for one travel 

mode versus others. 

 

Figure 6. Comparison of average NO exposure concentrations among three travel modes. 

3.2 Cumulative exposure 

The cumulative exposure against route distance and duration are shown in Figures 7 and 8, 

respectively. Bicycling and driving have a not unexpected linear relationship to route distance 

and duration. Transit is clustered with respect to route distance, which is likely caused by the 

availability of bus and light rail. For example, transferring between buses will produce different 

patterns of trip duration and distance compared with direct route buses. Most buses also travel 

on arterial and residential roads (versus highways), which means the cumulative exposure of the 

transit mode tends to be within driving and bicycling exposure ranges. Driving has the lowest per 

meter or per minute cumulative exposure, while bicycling has the highest per meter or per 

minute cumulative exposure. Transit is much closer to bicycling for per meter cumulative 

exposure, both of which are much larger than driving. However, for per minute cumulative 

exposure, transit is much closer to driving, and both of them are much lower than bicycling.  

1:1 line 1:1 line 1:1 line

Shortest distance route
Shortest duration route
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Figure 7. Cumulative exposure of NO, NO2, and BC changes with route distance. 



 

23 

 

 

Figure 8. Cumulative exposure of NO, NO2, and BC changes with route duration. 

Since the high correlations among three pollutants, in Figure 9 we only show the cumulative 

exposure of NO in order to compare cumulative exposure for the same trip with different travel 

modes. Other pollutants share similar trends with NO. From Figure 9, it is very clear that driving 

has the lowest cumulative exposure among all three travel modes, and there are no clear 

differences between bicycling and transit.  Although they have different per minute and per 

meter cumulative exposure, bicycling trips tend to have shorter distance and duration than 

transit, which offset these differences and lead to similar cumulative exposure for each trip.  This 

result is consistent with the scant literature that does use cumulative exposure to compare 
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among different travel modes: active commuters inhale higher doses of pollutants due to 

increased inhalation rates and commute time 41. From our result, not only is the cumulative 

exposure of bicycling higher than driving, we have shown that per minute and per meter 

cumulative exposure of bicycling is also higher (Figure 7 and 8). The per minute cumulative 

exposure of bicycling is about 2.4 times higher than driving, while the ventilation rate of bicycling 

used in cumulative exposure calculations is only 1.99 times higher than driving. Therefore, the 

increased ventilation rate of bicycling does not by itself increase exposure, the bicycle route 

options also increase the cumulative exposure doses when compared to driving.  

 

 

Figure 9. Comparison of NO cumulative exposure among different travel modes. 

3.3 Shortest distance and shortest duration routes comparison 

Here, we compare the importance of route distance and duration in influencing the cumulative 

exposure. Figure 10 shows the scatterplot of cumulative trip exposure between the shortest 

distance routes and the shortest duration routes. For all pollutants and all travel  modes, the 

shortest duration routes tend to have lower cumulative exposure than the shortest distance 

Shortest distance route
Shortest duration route

1:1 line 1:1 line 1:1 line
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routes. This would suggest that trip duration is more important in influencing the cumulative 

exposure than distance (i.e., the shortest duration route trips will experience lower cumulative 

exposure in a majority of conditions). The variations on the shortest distance routes don’t have 

an important effect on the cumulative exposure. Alternatively, when the inhalation dose is 

factored in, shorter duration routes are likely to produce lower cumulative exposure than 

shortest distance routes. 

 

Figure 10. Cumulative exposure comparison between shortest distance and shortest duration 

routes. 

4. Limitations and conclusion 

To help contextualize our study, in this section we elaborate on the possible limitations and offer 

concluding comments. First, our air pollution measurement data reflects annual average 

estimates aggregated from Google Street View vehicle measurements. Thus, our estimates of 

cycling and transit exposure may be upwardly biased. Bicycle and transit routings can also include 

residential streets, separated pathways, and a 4-km underground subway tunnel; in these 

routings, air pollution concentrations may be less than the roads where we have Google 

observations. A second limitation is related to the ventilation rates for both auto and transit. Air 

1:1 line 1:1 line 1:1 line

bicycle
driving
transit
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pollution concentrations in the micro-environment within car or on a bus may be different than 

the ambient concentrations; different vehicle characteristics, ventilation settings, driving 

conditions, and air exchange rates can all influence the in cabin air pollution concentrations. For 

cars, the traffic related air pollution concentrations tend to be lower inside than outside 64,65, 

while the particulate matter concentrations inside buses are higher than outside 66. This would 

result in an overestimation of the exposure associated with driving and an underestimation with 

transit. However, these transport micro-environment studies are of very specific design (e.g. 

vehicle types, air conditioning settings). Our study focuses on the overall exposure assessment 

with wide mixture of fleet and large number of trips, where the specific micro-environment 

settings are less important. Therefore, we don’t expect that either of these limitations would 

significantly affect our results.  

The methodology discussed in this paper can also be applied to other areas with high-resolution 

air pollution data. Until 2019, the Google street view vehicle air quality mapping campaigns have 

been deployed in London, Copenhagen, Amsterdam, and Houston; and they are expanding the 

air quality mapping in more places around the globe 67. Even for areas without high-resolution 

air pollution measurement, the use of land use regression model, geo-statistical model, chemical 

transport model, and remote sensing technology are also able to estimate the high-resolution air 

pollution distributions based on the regulatory air pollution monitors and the portable air 

pollution sensors. With the estimated air pollution mapping, these areas  are capable of applying 

the method discussed in this paper to quantify the cumulative exposure with different traffic 

modes and route options. 
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In summary, this paper uniformly simulates 5,000 trips in Oakland CA. and calculates cumulative 

exposure of NO, NO2, and BC for all trips using three different travel modes: driving, bicycling, 

and transit. In Oakland, CA. transit tends to travel the longest duration, while bicycle routes tend 

to have the shortest distance/duration among our travel modes. We show that cumulative 

exposure is more useful to assess travel exposure than average concentration, which is more 

typical in literature. For all three travel modes, the average concentrations are not significantly 

different. But due to the travel duration and distance variations of different travel modes, the 

cumulative exposure varies by mode. Traveling by auto has the lowest cumulative exposure, and 

also has the lowest average per meter and per minute exposure. Finally, we show that trip 

duration is more important than trip distance for air pollution exposure; there is less exposure 

for shortest duration trips than there is for shortest distance routes. 
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Abstract: 

In this paper, we couple land use model with linear regression and three different machine 

learning and deep learning models including Random Forest (RF), Support Vector Regression 

(SVR), and Neural Network (NN) to estimate black carbon (BC) concentrations in Oakland, CA. 

Since SVR is sensitive to input features, we apply least absolute shrinkage and selection operator 

(LASSO), principle component analysis (PCA), conditional independence feature ordering (FOCI), 

and genetic algorithm (GA) for feature selections and dimension reduction from the output of 

the land use model; while no feature selection and dimension reduction methods are used for RF 

and NN. We use Bayesian Optimization method to automatically tune RF and SVR; while NN is 
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manually tuned because of the complexity of the model’s structure. RF performs the best among 

all algorithms with regression coefficient (R2) values of 0.701 on train set with 5-fold cross-

validation and 0.694 on the independent validation set. SVR shows lower prediction accuracy 

than RF with R2 values at 0.693 and 0.667 on train and validation sets respectively. The LASSO is 

used in the LR model to select features, which results to R2 values of 0.596 and 0.594 on train 

and validation sets respectively. NN has the highest R2 value on the train set at 0.723, but the 

lowest R2 on the validation set at 0.466, which is likely due to overfitting issue. The one-factor-

at-a-time (OAT) sensitivity analysis suggests that RF is the most robust model among all four 

models. The features that are most sensitive in predicting BC concentrations are vehicle speed 

and the total length of local road systems (highways, arterials, and residential roads) within 

different buffer sizes. Highways and truck routes are both significant sources linked to local 

hotspots. The most common approach using LURs is not particularly efficient at identifying 

localized hotspots. However, higher accuracy and robustness for predicting air pollution using 

LUR can be achieved by coupling the RF model using high-resolution mobile measurements. 

Together, this modeling approach can improve air quality exposure assessment for vulnerable 

population groups or communities and help to address environmental justice iss ues. 

Synopsis:  

Our results indicate that machine learning approaches are more robust than other land-use 

regression approaches. Continued appraisal and development of these new approaches can 

significantly enhance our understanding of the spatial variation of air pollutants. 
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1. Introduction 

Urban areas are the hotspots of global air pollution problems. The surface topography, emission 

source variation, and population distribution all lend themselves to highly variable air pollutant 

concentrations in urban areas; concentrations that can vary dramatically even within short 

distances 6–8. The spatial variations in air pollutant concentrations can be as large as the contrast 

between cities 9. Epidemiological studies clearly show that within-city PM exposure is larger than 

the between-city effect 68. One of the critical gaps in our understanding is how to characterize 

within-city air pollutant concentration gradients, which is crucial for exposure assessment 11, 

urban planning 12,13, air pollution monitoring 14, and environmental equity 15. 

With the development of high accuracy portable pollution sensing instruments and Global 

Positioning System (GPS) technology, the use of vehicles for mobile air pollution monitoring is 

increasingly tackling some of the challenges of estimating pollutants based on stationary 

monitoring sites. These mobile sensors can typically achieve high spatial resolution for air 

pollutants measurement, but there is a trade-off. The high spatial resolutions come at the cost 

of low temporal resolution for any given location.  In this paper, we bridge the gap between the 

high spatial resolution-low temporal resolution offered by the mobile sensors and the low spatial 

resolution-high temporal resolution offered by the stationary source monitors to estimate 

pollutants at unmeasured locations. To do this, we take advantage of modern computing 

techniques.  

One approach frequently used to estimate localized air pollutant concentrations at unmeasured 

locations is Land Use Regression (LUR). LUR is frequently used in intra-city air pollution prediction 
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and health exposure studies due to its simplicity, and interpretability.  Traditional LUR models 

rely on stationary monitoring observations. There have been studies developed using mobile 

observations 69–81. However, to take advantage of the high spatial resolution of mobile 

measurement, the corresponding land use variables at a similar spatial scale are necessary to 

maximize model prediction accuracy.  

Hankey & Marshall (2015) constructed a LUR model using bicycle-based mobile source 

measurements; this research suggests a framework for constructing a LUR model from the 

mobile source measurements. The model R2’s vary with pollutant, with the highest adjusted R2 

(0.5) associated with particle number and an adjusted R2 for BC prediction of only 0.35. It is not 

uncommon for LUR models to produce lower prediction accuracies using  pollutant source data 

generated at the microscale 72,73,75,76,78. The few studies using the LUR approach achieving higher 

R2s (between 0.6 and 0.8) 70,71,80 are usually constructed with measurements at carefully selected 

locations for a short period of time. 75 On average, most LURs use around 40 pre-selected 

locations, which increases the modeling variability.75 For campaigns with short-term 

measurement periods and a limited number of locations, the LURs may not be the optimal 

approach for capturing the spatial variation of long term average concentrations 81. 

This study addresses two gaps in the literature. First, we explore the predictive ability of the LUR 

for longer term measurement over a varied urban landscape. We use the google street view 

mobile source measurements in West Oakland, California, which covers slightly more than one 

year and includes every street in West Oakland. Our second contribution is to couple the LUR 

with modern computational methods. We specify different regression and prediction models 

(linear regression, Random Forest (RF), Support Vector Regression (SVR), and Neural Network 
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(NN) and couple these with a land use model to predict air pollution concentrations. In this way, 

we are able to evaluate both the advanced methods and the modeling performance together.  

2. Materials and methods 

2.1. Study domain and air pollution data 

Our study domain covers the West Oakland (WO) area in Oakland, CA (Figure 11), which about  

10 km2 with a mix of residential and industrial blocks, surrounded by three major interstate 

highways (I-880, I-980, and I-580); the area also host the 9th-largest container port  in the U.S. 

(Port of Oakland). Two Google street view mapping vehicles, equipped with Aclima 

environmental intelligence sensors and a data integration platform, were deployed in the study 

area between June 2015 and May 2016. The vehicles repeatedly measured weekday daytime 

concentrations of black carbon (BC), nitric oxide (NO), and nitrogen dioxide (NO2) in every road 

in Oakland, CA. 54. Apte et al. applied a data reduction and aggregation algorithm to convert these 

data of instantaneous observations into estimates of median annual weekday concentrations for 

every 30-m road segment in the study domain 6. We use the high-resolution black carbon (BC) 

concentrations from Apte et al’s supporting information (Figure 11).  
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Figure 11. Study domain and high-resolution BC concentration map. 

2.2. Land use model specification 

As noted, our study problem is how to optimally use LUR models with large, spatially resolved 

data. In this case, we have more than 5,500 30m roadway segments, each with a BC annual 

average concentration. To take advantage of the spatial resolution offered by the concentrations, 

we also need land use variables that optimally vary at, or near the same spatial scale. To specify 

the LUR, we use the log of BC concentrations as the dependent variable. Using Messier et al. 

(2018) as a guide 82, we calculate independent variables using road length, road classifications, 

truck routes, local zoning classifications, normalized difference in vegetative index, land cover, 

population, point sources, and elevation, among others (see section S1 in supporting 

information). In total we assembled 108 number of variables for which we derived values using 
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six buffer sizes, 50 m, 100 m, 250m, 500 m, 1000 m, and 2500 m. We normalized numeric 

variables with zero-mean and unit-variance before conducting regression analysis. 

2.3. Regression model specification 

We construct four regression algorithms to couple with the land use features: 1) linear regression 

(LR); 2) random forest regression (RF); 3) support vector regression (SVR), and 4) neural network 

regression (NN). Our models are built in Python 3.7.6 83 using scikit-learn 0.22 84. For the linear 

regression, we apply the least absolute shrinkage and selection operator (LASSO) method for 

feature selection. We regularize the coefficients of the independent variables with a shrinkage 

parameter to constrain the magnitude; this helps to avoid over-fitting and to select influential 

features. Random forest is a supervised learning algorithm, which uses resampling to estimate 

large numbers of regression trees. The individual trees act as an ensemble, with the important 

features of the final model emerging in the aggregation. SVR uses kernel functions to map the 

nonlinear data into high-dimensional feature space where complicated nonlinear relationships 

become linear. By optimizing the support vectors, the dependent variable can be regressed 

against independent variables. SVR is sensitive to the input features and requires careful feature 

selection. To optimize the SVR model, we apply three different feature selection methods: 

random forest feature importance ordering, feature ordering by conditional independence 

(FOCI), and the genetic algorithm (GA) and we use principal component analysis (PCA) for a 

dimension reduction method. Further details on the approach are discussed in section 2.4, model 

tuning. Our final approach, artificial neural network (NN), originating in neuroscience, is capable 

of simulating complex, nonlinear patterns. We construct an easy-to-tune feed-forward neural 

network model which we then couple with the land use model for BC predictions. To reduce the 
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NN training time , we use a graphics processing unit (GPU) from the Google Colaboratory cloud 

platform 85.  

2.4 Model tuning 

Tuning is the process of optimizing a ML model, which is accomplished by choosing the 

appropriate hyper-parameters to govern the learning process.  

For our models, we have to specify a different means of specifying the hyper-parameters.  We 

use a grid search in the LR model to select the (constant) LASSO shrinkage parameter. In the RF 

model, there are several hyper-parameters that must be tuned, which can be computationally 

expensive. We combine a RF with the Bayesian hyper-parameter optimization algorithm, which 

is a probabilistic model based approach. In general, this method builds a probability model of the 

objective function based on the previous iterations and optimizes the hyper-parameters of the 

true objective function according to this probability model. This approach is efficient because 

iterations are informed by past results. We implement the Bayesian hyper-parameter 

optimization process using Hyperopt 86. We define the search space for the RF hyper-parameters 

(Table 2) and the optimization function in Hyperopt provides the optimized values of all hyper-

parameters (Table 3). To be consistent, we set the maximum iteration numbers as 100 for all the 

Bayesian hyper-parameter optimization processes.  

As noted earlier, to tune the SVR model, we try three different feature selection algorithms (FOCI, 

RF feature importance and GA) and one dimension reduction approach (PCA). FOCI is a forward 

stepwise feature selection algorithm, which uses the conditional dependence coefficient to select 

a subset of variables based on the predictive power 87; the algorithm has been developed as the 

FOCI package in the R environment. Within the RF method, this approach provides not only 
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predictions of the dependent variable, it also evaluates the importance of input features using 

the regression trees. Based on the RF feature importance ordering, we can select different 

features as input for the SVR model. The GA based feature selection algorithm is a particular 

designed optimization algorithm, which selects subset of features and optimizes the hyper-

parameters of the SVR model simultaneously 88. 

The FOCI method resulted in selection of 13 features out of our 108 input features (Table 4). We 

use these 13 features as independent variables for the SVR model and use the Bayesian hyper-

parameter optimization algorithm to tune the SVR model. For the RF feature importance and PCA 

methods, we select different feature groups as SVR model input, and apply Bayesian hyper-

parameter optimization algorithm to automatically tune each SVR model.  

Next, the genetic algorithm (GA) uses a fittest survives approach to produce next generation of 

offspring. In this algorithm, each solution has a “chromosome”, which represents a set of 

parameters (in our case features and hyper-parameters). Each individual has a fitness value (R2), 

which represents the quality of the solution. We first randomly initialize the algorithm by 

generating 100 individuals as the mating pool, where the two individuals with the highest fitness 

values are selected as parents. Every two parents will generate 8 offspring, and the two offspring 

with the highest fitness values are selected as the parents for the next generation. Mutation and 

crossover of the parents’ chromosomes are introduced into the mating process, which generate 

different individuals from parents. Details about this GA method can be found in D. Zhang et al. 

88 and our parameters setup is available in section S3.2 in supporting information.  

Finally, NN models are difficult to tune because of their complicated structure and the lack of a 

robust automatic tuning algorithm. For this approach, we manually tune the NN model and apply 
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our expert knowledge to select appropriate structures with good prediction performance while 

avoiding overfitting. In the tuning process, we vary the number of layers, number of neurons in 

each layer and the activation function in each layer of the NN model and select the final model 

with best prediction accuracy. 

2.5 Model validation 

For model validation, we randomly split the data into an 80% training set and 20% validation set. 

We use only the training data in the model tuning process (section 2.4); the validation data is 

used to calculate R2 for each optimized model, which is the criteria we use to evaluate each 

model’s performance. To be consistent, we use the coefficient of regression (R2) as the criteria 

to evaluate performance for all models, and 5-fold cross-validation is applied to calculate R2 to 

avoid overfitting. 

3. Results and Discussion 

3.1 Model development 

In the LASSO model, it gives 75 non-zero features and the regression coefficients are available in 

Table 7. Based on the training data, LASSO model has R2 = 0.596, while the R2 calculated based 

on the validation data equals 0.594. The very close R2s between train and validation sets suggests 

that this LASSO model is accurate and robust in predicting BC concentrations coupling with land 

use model. 

In the RF model, the optimized hyper-parameters are listed in Table 3, which provides R2 = 0.701 

based on the train data and R2 = 0.694 based on the validation data. Similar with LASSO model, 
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RF provides very close R2s between train and validation data sets, suggesting the robustness of 

this model. 

For the SVR model, the tuning process is complicated as the feature selection or the dimension 

reduction are necessary. In order to achieve the best possible predicting performance of the SVR 

model, Figure 12 shows how the train set R2 changes with different number of input features. 

The RF feature importance method provides the highest train set R2 = 0.650 with 10 features 

selected, while the PCA method provides the highest train set R2 = 0.627 with 100 features 

selected. FOCI method provides the train set R2 = 0.604, and GA method provides the highest 

train set R2 = 0.693 with 45 features. Among all these feature selection and dimension reduction 

methods, GA provides the highest possible train set R2, which provides the validation set R2 = 

0.667. Table 5 and 6 list the detailed values of hyper-parameters and the selected features of the 

SVR model coupling with GA tuning method. The difference between the train and validation R2s 

of SVR model is larger than LASSO and RF, suggesting that SVR does not generalize as well as the 

other two models. 
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Figure 12. SVR train set R2 changes with varying number of input features selected by different 

feature selection and dimension reduction methods. 

In the NN model, we construct the three-layer structure with sigmoid activation function and 50, 

25, and 10 neurons in each layer, respectively. This model has estimation accuracy R2 = 0.723 

based on the train set, but the validation set R2 is only 0.466. With better initialization of the NN 

model’s parameters, the estimation accuracy of the train set can be even improved, however, 

this would lead to even lower accuracy for the validation set. The NN model has the highest train 

set R2 but the lowest validation set R2 among all the models in this paper. The large difference of 

R2s between train and validation sets suggest that the NN model suffers severe overfitting issue.  
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3.2 Model performance evaluation 

Among all the four models in this study, RF provides the highest validation R2 with relative 

consistent prediction accuracy between train and validation sets. To better evaluate different 

models’ performance, Figure 13 shows the scatter plot between predicted values and measured 

values of the validation set. There is no significant bias between predicted and measured values 

among all models. However, the NN model results in more outliers than other models, with the 

other three models sharing very similar patterns. 
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Figure 13. Predicted against measured values on validation set for all four models. 

To better understand how the outliers spatially locate within the domain, we show the modeling 

between predicted values and true values in Figures 14, 15, and 16. The differences are 

normalized by the true (observed) values. Green dots designate points less than 10th percentiles 

1:1 1:1

1:1 1:1

LASSO R2 = 0.594 RF R2 = 0.694

SVR R2 = 0.667 NN R2 = 0.466
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(i.e., the model underestimates BC concentrations); points greater than 90th percentiles are red 

(i.e., the model overestimates the observed BC concentrations).  

In Figure 14, the normalized differences are plotted over the land use types. It’s clear that most 

of the underestimated concentrations are largely located in three clusters, while the 

overestimated concentrations are more scattered. A large portion of the underestimations are 

located in the industrial and mixture of commercial and industrial regions, while the majority of 

overestimations are within the residential and commercial regions. 

 

Figure 14. Less than 10th percentile (green dots) and greater than 90th percentile (red dots) of 

normalized differences of each model over the land use base map. 

If we look at the relationship between the normalized difference points and the local highway 

systems, we find that most of the underestimations happen within a 100 meter distance from 

major highways, and nearly all of the underestimations are within a 500 meter distance from 
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major highways. We don’t find a strong association between overestimations and local highway 

system.  

 

Figure 15. 10th percentile (green dots) and 90th percentile (red dots) of normalized differences 

of each model over the local highway system. 

The routes that are designated for trucks have been noted in prior research as a parameter in BC 

predictions 69,70,76. In Figure 16, we show the spatial relationship between designated truck routes 

and the normalized differences for each model. The majority of the underestimates generally 

locate within a 100 meter distance from truck routes and all of the underestimations are within 

a 500 meter distance from truck routes. The spatial variability of the over-estimates is much 

larger and scattered along both truck routes and truck prohibited routes.  
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Figure 16. 10th percentile (green dots) and 90th percentile (red dots) of normalized differences 

of each model over the local truck routes and truck prohibited routes. 

3.3 Sensitivity analysis 

To understand the relative importance of the input features in predicting BC concentrations, we 

perform a sensitivity analysis using the one-factor-at-a-time (OAT) approach. In this method, we 

perturb one feature at a time from 0% to 200% with a 10% increment, keeping all other features 

unchanged. We then calculate by how much the model predicted BC concentrations vary from 

the true (observed) measurements. Figure 17 shows the features most sensitive to perturbations  

for each model. We also show how the predicted BC concentrations change as the input feature 

varies. Vehicle speed is highly sensitive to perturbations in both the SVR and RF modeling 

approaches, and is ranked high for sensitivity in the NN model. The features most sensitive to 

perturbations in the NN and LASSO models are the total length of highway within the 100 m 

buffer and the total length of residential road within the 2500 m buffer, respectively. The length 

of highways, arterials, and residential roads under different buffer sizes are all in the top five 



 

45 

 

features most sensitive to perturbations for all modeling approaches. Additional details about 

the features for each model are shown in Figure 18. 

Across all four models, the RF model shows the most robustness; that is, the model performance 

in terms of the BC prediction is the least influenced by the variation of a single input feature. In 

contrast, the LASSO model is least stable and can be easily influenced by the variations of input 

features. SVR and NN show similar robustness, but both are less robust than the RF approach. 

Our sensitivity analysis suggests that vehicle speed, proximity and type of local road system are 

important in predicting BC concentrations across all approaches. This is a reasonable and 

expected finding. We also find that the RF model is the most robust and performs best among all 

four models when input features vary. 
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Figure 17. Most sensitive features for all four models and how their variations influence model 

performance in BC prediction (box shows 25th, 50th, and 75th percentiles; dot means mean 

value). 
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3.4 Discussion 

In general, we found that there are some advantages to coupling modern computational 

methods with LUR models. However, we also found consistent patterns of under- and over-

prediction that suggest these models need further development. All of the models consistently 

underestimated BC concentrations in three similar clusters, which had industrial and mixed 

commercial and industrial zoning. These clusters are also within 100 meter distance from major 

highways and truck routes. In contrast, we found that model over-prediction tended to occur 

within residential and commercial regions without any clear spatial patterns with respect to 

highways and truck routes. The locations of the normalized difference points do not show 

significant spatial patterns among the different models. Our underestimation and overestimation 

patterns suggest the LUR model, even with additional computational assistance and localized 

data, may be limited in identifying local hotspots near major highways and truck routes.  

With respect to how the various models perform, LASSO is the simplest model and requires the 

shortest training time; however, its prediction accuracy is not as good as the SVR and RF models. 

In the SVR model, the feature selection is very important in optimizing the model’s prediction 

accuracy, and the algorithm itself is computationally expensive. The GA method trains the SVR 

model more than 500 times to select 45 best feature combinations and optimize the hyper-

parameters. Even though a carefully optimized GA method may increase the converging speed, 

the GA based feature selection algorithm still requires a large number of iterations and is 

computationally expensive. The RF approach requires a shorter training time because it is 

naturally suitable for parallel computing. The RF model without any feature selection or 

dimension reduction algorithm performs better than the SVR with carefully selected input 
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features. This suggest that the land use model of mobile measured air pollution data coupled 

with the RF model may be useful in predicting localized air pollution. 

Although the NN model has the highest prediction accuracy based on the training data, it has the 

lowest accuracy on the validation data. Improving on feature selection or using a dimension 

reduction technique might improve the NN model’s overfitting issue, but the training process of 

NN is much slower than the other three models, even after introducing the GPU. Because of the 

complexity of the NN model’s structure, it is difficult to apply automated optimizing algorithms 

in the tuning process. Due to the computational resource limitations, we do not perform a 

comprehensive feature selection and dimension reduction on the NN model. We do believe that 

if a study is focused solely on achieving the highest possible prediction accuracy, it may be worth 

devoting the needed computational resources tuning the NN model with feature selection and 

dimension reduction algorithms. However, if predicting air pollution concentrations is only part 

of an analysis, the RF approach is a good first choice because of its high prediction accuracy, less 

training time, and robustness to overfitting issues. The sensitivity analysis also suggests that the 

RF model is the most robust among all four models. 

Our study provides a reasonably good prediction accuracy compared to the literature. For 

example, Hove et al. conducted their BC mobile measurement campaign in Ghent, Belgium in 

December 2015 and constructed the land use linear regression model with cross -validation R2 = 

0.520 73. Messier et al. used the same air pollution data as our study but they also included the 

air pollution measurement in Downtown Oakland and East Oakland areas and constructed the 

land use kriging regression model with cross-validation R2 = 0.43 82. These studies provide similar 

prediction accuracy as our work, but we offer a method that can be readily generalized. The 
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kriging regression tends to provide lower prediction accuracy than other models, while the linear 

model from Hove et al. shares a similar prediction accuracy as our LASSO model.  

Lim et al. conducted mobile sampling campaigns with the low-cost sensors counting PM2.5 

particle number in Seoul, South Korea 89. This study shares very similar prediction accuracy to our 

results and the stacked ensemble method provides higher prediction accuracy. The stacked 

ensemble method is an approach that combines the predictions of several other machine 

learning algorithms, which tends to achieve higher prediction accuracy compared to a single 

machine learning method. This method, although resulting in higher accuracy, is not easily 

generalizable and is computationally expensive. Our finding that the RF model is more robust is 

consistent with Ren et al. in which data from more than 1,000 stationary ozone monitors data in 

the U.S. were collected and used to populate spatial and spatiotemporal land use regression 

models with 13 linear regression and machine learning algorithms. The results find that RF and 

extreme gradient boosting are the best performing algorithms.90. We have generalized our 

results to hyper-localized pollutant data compared to Ren et al., which uses stationary monitoring 

data. 

4. Conclusion 

In this paper, we develop land use regression models based on high-resolution mobile observed 

BC concentrations in the West Oakland, CA.. Our study explores four linear regression and 

machine learning algorithms. The machine learning algorithms used in this study include RF, SVR, 

and NN. To comprehensively evaluate each model’s performance in BC prediction, we carefully 

tune each model and compare their performance based on the regression coefficient from 
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validation set, which is independent from the data used for model tuning. Although the NN shows 

the highest prediction accuracy in training set, the model suffers from overfitting, which leads to 

low prediction accuracy across the validation data. Generally, RF performs the best among the 

four regression algorithms. We find it is most suited for hyper-localized air pollution 

concentration prediction, air pollution epidemiology modeling, and health exposure assessment 

studies, because of its high prediction accuracy, less training time, and robustness to overfitti ng 

issues. 

5. Supporting Information 

 5.1 Land use variables 

The land use variables are calculated using Messier et al. (2018)82 as a guide and the detailed 

instructions are available in the Messier et al. (2018) supplementary material. In general, we 

construct 108 land use variables from the following datasets with six buffer sizes including 50 m, 

100 m, 250 m, 500 m, 1000 m, and 2500 m: 

we construct the binary road classification variable based on the OpenStreetMap dataset, which 

is an open source data that provides roads, trails, cafes, railway stations and so on all over the 

world91. In OpenStreetMap dataset, the road systems are classified into multiple categories 

based on the importance within the local road system as a whole. To simplify the road 

classification variable, we construct three categories from tens of categories in the 

OpenStreetMap dataset, which are highways, arterials, and residential roads. For the highways 

category, it contains motorway, motorway link, and trunk link; the arterials category contains 
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primary, primary link, secondary, secondary link, service, tertiary, tertiary link, and unclassified; 

the residential category contains living street and residential.  

For each category (highways, arterials, and residential roads), we calculate the total road length 

within each buffer size based on the OpenStreetMap data91. 

Two binary variables indicating whether a road segment is on a designated heavy-duty truck 

route or on a road where heavy-duty trucks is prohibited are created based on the Oakland Truck 

Routes (2017) report created by the city of Oakland which is available online at 

https://www.arcgis.com/home/item.html?id=0fe7f165a9274b1182002ff9c0f4851d92. 

Three binary variables indicating commercial, industrial, and residential zonings are created 

based on the City of Oakland zoning classifications, which is available online at 

https://oakgis.maps.arcgis.com/apps/webappviewer/index.html?id=3676148ea4924fc7b75e73

50903c722493. These three land use zonings are generalized from the complex city zoning codes 

based on the explanations in Table 3 in the supplementary material in Messier et al. (2018)82. 

We also calculate the average Normalized Difference Vegetation Index (NDVI) within each buffer 

to represent the coverage of vegetation around each road segment. The NDVI is calculated based 

on the measurement from LANDSAT 8 in Google Earth Engine94.  

To include land cover information into the LUR model, we created 6 land cover types based on 

the USGS National Land Cover Database (NLCD) 201695,96 at 30 m resolution. These 6 land use 

types are Developed Open, Developed low, Developed medium, Developed high, evergreen  

forest and mixed forest. For each land cover type, six buffer sizes are used to calculate the 

corresponding variables, except evergreen forest and mixed forest, which only has 2500 m buffer 

https://www.arcgis.com/home/item.html?id=0fe7f165a9274b1182002ff9c0f4851d
https://oakgis.maps.arcgis.com/apps/webappviewer/index.html?id=3676148ea4924fc7b75e7350903c7224
https://oakgis.maps.arcgis.com/apps/webappviewer/index.html?id=3676148ea4924fc7b75e7350903c7224
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since the rest buffer sizes lead to variables with all zeros. For the land cover variables, the 

percentage of the land cover type within the buffer area is calculated by using the number of 

pixels representing the corresponding land cover type divided by the total number of pixels 

within the buffer area. 

We use the 2010 census tract population data97 to calculate the population density within each 

buffer. By assuming the population is evenly distributed within each census tract, we can 

compute the population density of each buffer based on buffer area and population density in 

each intersected census tract. 

To calculate the mean elevation within each buffer area, we use the National Elevation Data 

(NED)98 in Google Earth Engine94, which has approximately 10 m resolution in US. 

Some other point sources may also contribute to the air pollution concentrations. To include the 

point source contributions in the LUR model, we select four point source categories, which are 

ports, airports, National Priority Listing (NPL) sites, and Toxic Release Inventory (TRI) sites, and 

calculate the exponential decayed contributions from these sources by using Equation 1 in 

supplementary from Messier et al. (2018)82. We use 8 decay distances (𝜆𝑙) including 50 m, 100 

m, 500 m, 1,000 m, 2,500 m, 5,000 m, 10,000 m, and 50,000 m for all the 4 point sources listed 

above. 

Ports data is downloaded from Bureau of Transportation Statistics (https://data-

usdot.opendata.arcgis.com/datasets/major-ports/data). Airports data is also available from 

Bureau of Transportation Statistics (http://osav-

usdot.opendata.arcgis.com/datasets/831853ab8b714a81b6a3e21d0b164a4e_0). All ports and 

https://data-usdot.opendata.arcgis.com/datasets/major-ports/data
https://data-usdot.opendata.arcgis.com/datasets/major-ports/data
http://osav-usdot.opendata.arcgis.com/datasets/831853ab8b714a81b6a3e21d0b164a4e_0
http://osav-usdot.opendata.arcgis.com/datasets/831853ab8b714a81b6a3e21d0b164a4e_0
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airports within US are used in the calculation of point source contributions. NPL data is available 

from US Environmental Protection Agency (USEPA) 

(https://epa.maps.arcgis.com/home/item.html?id=c2b7cdff579c41bbba4898400aa38815#over

view). We only use the NPL sites within Alameda County to prepare the point source contribution 

variables. TRI data is also available from USEPA (https://www.epa.gov/toxics-release-inventory-

tri-program/tri-basic-data-files-calendar-years-1987-2018). We use the TRI sites within the 

surrounding 10 counties to prepare the corresponding variables. 

Meanwhile we also calculate the inverse distance of the nearest point sources for each road 

segment with respect to all the 4 abovementioned point sources. 

5.2 RF model tuning parameters 

We are using Scikit-learn package in Python to train the Random Forest (RF) regression model84. 

Within this package, the RF regression model has multiple hyper-parameters and we are tuning 

five free parameters with the rest parameters using the default values, which are max_depth, 

max_features, n_estimators, min_samples_split, and min_samples_leaf. To apply the Hyperopt 

optimization algorithm, we need to first pre-define the search space, which limits the hyper-

parameters’ range. The pre-defined search space for the RF regression model is shown in Table 

2. 

Table 2. Search space for RF model hyper-parameters. 

Hyper-parameters Values 

max_features 'auto', 'sqrt', 'log2', 1, 0.5, 0.1, 0.05, 0.01 

 Minimum value Maximum value Increment 

max_depth 10 50 1 

https://epa.maps.arcgis.com/home/item.html?id=c2b7cdff579c41bbba4898400aa38815#overview
https://epa.maps.arcgis.com/home/item.html?id=c2b7cdff579c41bbba4898400aa38815#overview
https://www.epa.gov/toxics-release-inventory-tri-program/tri-basic-data-files-calendar-years-1987-2018
https://www.epa.gov/toxics-release-inventory-tri-program/tri-basic-data-files-calendar-years-1987-2018
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n_estimators 450 1000 1 

min_samples_split 2 10 1 

min_samples_leaf 2 10 1 

 

With the Hyperopt optimization algorithm, the optimized hyper-parameters for the RF regression 

model is listed in Table 3 below.  

Table 3. Tuned values of RF model hyper-parameters. 

Hyper-parameters Optimized value 

max_features 0.5 

max_depth 24 

n_estimators 781 

min_samples_split 5 

min_samples_leaf 2 

 

5.3 SVR model feature selection, dimension reduction, and model tuning 

5.3.1 FOCI feature selection 

FOCI method selects 13 features out of the 108 input features and the 13 selected features are 

listed in Table 4. 

Table 4. FOCI method selected 13 features for SVR model. 

NDVI_1000 port_5000 residential_2500 residential_land_type 
Developed_open_25

00 

Truck_prob port_500 population_1000 
Commercial_land_ty

pe 
Industrial_land_type 

Truck_rout

e 

airport_10

0 

Mixed_forest_250

0 
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5.3.2 Genetic Algorithm (GA) parameter setup 

In the GA model, the “chromosome” is set to have two sections. The first section contains three 

hyper-parameters of the SVR model, which are regularization parameter C, kernel coefficient 

gamma, and the loss function penalty parameter epsilon; the second section contains the 

selected features, which are the ID numbers of the corresponding features. Given the different 

nature of these two sections, the mating and mutation processes are calculated separately. The 

detailed mating and mutation processes are available in Zhang et al. (2015)99. In our GA model, 

the initial population size is set to be 100, mating cross rate 0.8, mutation rate 0.1, elite size 2, 

and offspring number 8. The GA optimized hyper-parameters of SVR model is listed in Table 5 

and the corresponding features are given in Table 6. 

Table 5. GA optimized hyper-parameters of SVR model. 

Hyper-parameter GA optimized value 

C 2.35478 

gamma 0.0831661 

epsilon 0.129904 

 

Table 6. GA selected 45 features for the SVR model. 

Index_Hwy NDVI_250 Developed_open_250 Developed_high_100 port_500 

truck_route NDVI_500 Developed_open_500 Developed_high_250 
port_100

0 

Latitude NDVI_1000 Developed_open_1000 
Developed_high_100

0 
port_500

0 

Speed_Med 
airport_100

0 
Developed_open_2500 Elevation_100 npl_50 

highway_100 npl_10000 Developed_low_250 Population_250 npl_100 
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highway_1000 tri_50 Developed_low_1000 Population_500 npl_500 

residential_50 tri_2500 Developed_low_2500 Population_1000 npl_1000 

residential_50
0 

tri_10000 Developed_medium_250 Population_2500 npl_2500 

NDVI_100 port_50000 
Developed_medium_250

0 
port_inverse_dist npl_5000 

 

5.4 LASSO model regression coefficients 

The LASSO model gives 77 non-zero features. These features and the coefficients are listed in 

Table 7. 

Table 7. LASSO selected features and the coefficients 

feature coefficient feature coefficient 

intercept -0.5849 Developed_low_50 0.0108 

Road_Type -0.0548 Developed_low_100 0.0130 

Index_Hwy 0.1299 Developed_low_500 -0.0429 

truck_route 0.1655 Developed_low_1000 -0.0067 

truck_prob -0.0281 Developed_low_2500 0.0897 

commercial 0.0177 Developed_medium_50 0.0012 

industrial 0.0659 Developed_medium_100 0.1765 

Speed_Med 0.0993 Developed_medium_250 0.0694 

highway_50 -0.0145 Developed_medium_500 0.0265 

highway_100 0.1065 Developed_medium_1000 -0.0041 

highway_250 -0.0182 Developed_high_50 0.0089 

highway_500 -0.0114 Developed_high_100 0.2376 

highway_1000 -0.0796 Developed_high_250 0.0941 

highway_2500 -0.0593 Developed_high_1000 0.0695 

arterial_50 0.0289 Developed_high_2500 -0.2894 

arterial_100 -0.0316 Mixed_forest_2500 0.0041 
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arterial_250 -0.0199 Population_100 0.0269 

arterial_500 -0.0247 Population_250 0.0356 

arterial_1000 0.0225 Population_500 -0.0537 

arterial_2500 0.0678 Population_1000 -0.0623 

residential_50 -0.0507 Population_2500 -0.1372 

residential_100 -0.0026 port_100 -0.0036 

residential_250 -0.0168 port_500 -0.0484 

residential_500 -0.0584 port_1000 0.1377 

residential_2500 0.5946 airport_50 0.0018 

NDVI_50 0.0034 airport_100 -0.0034 

NDVI_100 0.0272 airport_500 -0.1449 

NDVI_2500 0.0697 airport_1000 0.3026 

Elevation_50 -0.0978 airport_10000 -0.2506 

Elevation_100 -0.0919 npl_500 0.0004 

Elevation_250 -0.0523 npl_1000 -0.1053 

Developed_open_50 -0.0051 npl_5000 0.0220 

Developed_open_250 0.0090 npl_10000 0.2574 

Developed_open_500 0.0568 npl_50000 0.1345 

Developed_open_1000 0.0069 tri_50 0.0571 

Developed_open_2500 -0.1301 tri_100 -0.0266 

tri_inverse_dist -0.0370 tri_1000 0.0734 

npl_inverse_dist 0.0095 tri_5000 -0.0984 

tri_10000 -0.0013 tri_50000 -0.0530 

 

5.5 Sensitivity analysis with the five most sensitive features 

The top 5 most sensitive features for all four models based on the OAT sensitivity analysis are 

shown in Figure 18. For each column from top to bottom, it shows the five most sensitive features 

(most sensitive to least sensitive) for a specific model. 
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Figure 18. Top 5 most sensitive features for each model and how their variations influence 

model performance in BC prediction (box shows 25th, 50th, and 75th percentiles; dot means 

mean value). 
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Abstract 

In this paper we examine the effects of localized air pollution measurements on the housing price 

in Oakland, CA. With high-resolution air pollution measurements for NO, NO2, and BC, we can 

assess the ambient air quality on a parcel by parcel basis within the study domain. We combine 

a spatial lag model with an instrumental variable method to consider both the spatial 

autocorrelation and endogeneity effects between housing price and air pollution concentrations. 

We find a positive spatial autocorrelation with housing price using Moral’s I (value of 0.276). Our 

results indicate air pollution positively influences housing price. It is somewhat surprising to find 

a positive relationship and we speculate that homeowners are insensitive to air pollution when 

the overall ambient air quality is good, or when there is low variability in pollutant concentrations. 
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Our result could be verified with more high-resolution air pollution measurements with a 

diversity of regions. 

1. Introduction 

Air pollution is not only a major global risk resulting in high incidences of illness and deaths,1,100 

but can also produce external damages to different economic sectors, including manufacturing, 

agriculture, transportation, and utilities.101 In the U.S., air pollution costs are roughly equivalent  

to about 5% of the yearly gross domestic product (GDP) in 2014.102  One sector we might expect 

to be highly sensitive to air quality is housing and there are a number of studies both nationally 

and globally focusing on the relationship between air quality and housing prices. 

This literature mainly relies on the construction of the hedonic price models to evaluate the effect 

of air pollution on housing price. We can divide the body of research based on the approach. The 

first category uses an instrumental variable to address endogeneity effects and frequently uses 

a variable that is not related to housing price but directly related to air pollution as the 

instrumental variable to determine the exogeneous part of the variability from air pollution.103,104 

The second group uses spatial econometric models and hedonic price models to understand air 

pollution’s influence on housing price accounting for spatial autocorrelation of housing price. The 

most common spatial hedonic models are Spatial Lag Model (SLM)105,106, Spatial Error Model 

(SEM)105,106, Spatial Durbin Model (SDM)107, Geographically Weighted Regression (GWR)108,109 

and Quantile Regression Models (QRM)109. The results from this literature are inconclusive: some 

of the studies conclude that air pollution concentrations do not significantly influence housing 
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price105,106,110, while others find that air pollution concentrations negatively and significantly 

influences housing price104,111–114.  

Previous studies have produced inconclusive findings in part, because there were limitations to 

the approaches. For example, nearly all the studies consider only spatial autocorrelation or 

endogeneity effects. Most studies rely on Moran’s  I to measure spatial autocorrelation115 and 

results from cities in both China and U.S. suggests that there is positive and significant spatial 

autocorrelations in housing prices.116,117 When air pollution is added to the mix, the endogeneity 

effect on housing price results in model estimation and causal inference biases.103,109,111 We 

depart from previous studies by constructing a hedonic price model combining both spatial 

autocorrelation and endogeneity effects to examine the relationship between housing price and 

air pollution. To the best of our knowledge, this is the first study combining these two effects to 

comprehensively understand how air pollution influences housing price. We also introduce high-

resolution air pollution mapping data into housing valuation studies. Prior research relied on air 

pollutant data from a limited number of stationary monitors to underpin estimation for a large 

region or a city. Our high-resolution mobile-based air pollution mapping data covers every street 

within the study domain, which allows us to draw on much more accurate ambient air quality 

measurements for each property.  

2. Materials and Methods 

2.1 Study area 

Our study domain includes three major areas within Oakland, California: West Oakland (WO), 

Downtown Oakland (DO) and East Oakland (EO) (Figure 19). The WO and DO areas together cover 
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about 15 km2 with residential, commercial, and industrial blocks and the EO area covers about 

15 km2 with a mix of industrial and residential blocks. The WO and DO areas have a total 

population of about 25,000 and EO area has a total population of about 58,000.118  

 

Figure 19. Study domain highlight. 

2.2 Pollutant concentration and housing valuation data 

Two Google street view mapping vehicles, carrying Aclima environmental intelligence sensors, 

were deployed in the study area between June 2015 and May 2016. The dataset covers the 

measurements of weekday daytime concentrations of black carbon (BC), nitric oxide (NO), and 

nitrogen dioxide (NO2) with one second temporal resolution within the study area (Figure 19). A 

mobile-based data reduction and aggregation algorithm was developed by Apte et al. to average 

the instantaneous measurements into median annual weekday concentrations with 30-meter 

West Oakland

Downtown 
Oakland

East Oakland
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resolution.31,54 We use the high-resolution air pollution concentration product from Apte et al’s 

supporting information as ambient air pollution measurement in our study.31 Since meta-

analyses have demonstrated that the spatial extent of mobile sources is on the order of 100-400 

meters for particulate matter and 200-500 meters for NO2,8,14 we select 400 meters as the buffer 

size and calculate the mean air pollution concentrations within the buffer area of each property 

to represent the ambient air pollution concentrations. We also calculated air pollution 

concentrations with a 100-meter buffer and without any buffer. The results and conclusions were 

the same as produced with the 400-meter buffer. For the purposes of this paper, we use the 400-

meter buffer air pollution concentrations calculated to ensure that we incorporate proximate 

roadway generated air pollution.  

The housing valuation data (shown in Figure 20) is provided by Estated, Inc. (https://estated.com/) 

and includes land, improvement and total value for every property within our study domain. For 

each property, the detailed structure information includes year built, stories, room counts, 

parking type, construction type, and total area. Finally, social demographic variables at census 

tract level influencing housing price, including population density, income, and non-employment 

rate were assembled using the 2016 American Community Survey. 

https://estated.com/
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Figure 20. Housing price spatial distribution in the study domain. 

2.3 Methods 

Following Kim et al., in which the SLM model specification outperformed SEM on housing data in 

South Korea110, we construct a spatial lag model (SLM) with an additional instrumental variable 

to include both the spatial autocorrelation and endogeneity effects (eq 1), 

 𝑦 =  𝑋𝛽 +  𝜆𝑊𝑦 + 𝜀, 𝜀~𝑁(0,𝜎 2) (1) 

where y is the logarithm of housing price, X’s are independent variables including an instrumental 

variable, β are the estimated coefficients, W is the non-stochastic spatial weight matrix, Wy 

represents the spatial lag of the dependent variables, and ε is the error term. For the spatial 

weight matrix, there is no widely accepted spatial structures for housing price data, but some 
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studies use the queen contiguity weighting matrix since it is representative for contiguity-based 

weighting matrices106. We use the queen contiguity weighting matrix.  

To address the endogeneity concern between housing price and air pollution concentrations, we 

combine the instrumental variable (IV) method together the SLM. We use the mean of the 

median vehicle speed within buffer area as the instrumental variable, which is positively related 

to air pollution concentrations but is not correlated with housing price.  

The spatial lag term in equation 1 is an endogenous variable and the instrumental variable is an 

additional endogenous variable, which can result in difficulty in estimating the model coefficients 

estimation due to the extra endogenous variable. We use a two-step Generalized Moments (GM) 

and Instrumental Variable (IV) method to estimate the coefficients in equation 1.119–123 All the 

calculations are conducted in R124 and the two-step GM/IV method is available in sphet package 

with function spreg.125,126 

3. Results and discussion 

3.1 Variable distribution 

Housing price is not normally distributed (Figure 21a), so we apply the logarithm transformation 

of housing price (Figure 21b). The NO, NO2, and BC concentrations in Figure c-e are the average 

of measurements within 400 m buffer of each parcel. Most parcels have NO concentrations less 

than 40 ppb, NO2 concentrations less than 25 ppb, and BC concentrations less than 1.5 µg/m3. 
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Figure 21. Distributions of housing price and concentrations of NO, NO2, and BC. 

3.2 Spatial autocorrelation 

We use the Moran scatter plot to examine the spatial autocorrelation of housing price and three 

air pollutants within the study domain (Figure 22). For Moran’s I test, the test statistic is 

represented by the slope of the fitted line in the Moran scatter plot (Figure 22). We also use the 



 

68 

 

permutation based random Moran’s I test, which uses the Monte-Carlo simulation method to 

randomly shuffle the data and calculate Moran’s I statistic for each random shuffle and compare 

it with the actual Moran’s I statistic. The results of both Moran’s I tests for housing price and 

three pollutants are shown in Table 8. The housing price has Moran’s I value equal to 0.276, 

suggesting a positive spatial autocorrelation. All of the pollutants have Moran’s I values close to 

0.99, suggesting highly positive autocorrelation. 

Table 8. Moran’s I test results for housing price and three pollutants. 

 Housing price NO concentration NO2 concentration BC concentration 

Moran’s I test statistic 0.27643 0.98498 0.9927 0.99127 

Analytical method  

p-value 
<0.001 <0.001 <0.001 <0.001 

Monte-Carlo based p-
value 

<0.001 <0.001 <0.001 <0.001 
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Figure 22. Moran’s I scatter plots of housing price, NO, NO2, and BC concentrations (blue lines 

are the linear regression lines between variables and the lagged variables; the slopes of blue 

lines are the Moral’s I statistic). 
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3.3 Spatial lag model results  

The model results of all three pollutants are very similar (Table 9). As expected, the year the home 

was  built negatively influences housing price and garage, bath number, total area, and median 

income positively influencing housing price. Air pollution concentrations positively and 

significantly influence housing price, which we will discuss in greater detail in section 3.4.  

Table 9. Results of models with different pollutantsa. 

Variables NO concentration NO2 concentration BC concentration 

Intercept 
2.9196*** 

(0.4688) 

2.5027*** 

(0.45954) 

2.8232*** 

(0.46502) 

Year Built 
-0.0070745*** 

(0.00033103) 

-0.0068693*** 

(0.00032984) 

-0.0070433 *** 

(0.0003305) 

Effective Year Built 
0.010137*** 

(0.0003401) 

0.010268*** 

(0.00033955) 

0.010166*** 

(0.00033986) 

Construction type: concrete 
-0.014669 

(0.061875) 

-0.0076211 

(0.061662) 

-0.0041038 

(0.061783) 

Construction type: frame 
-0.3531*** 

(0.020988) 

-0.32364*** 

(0.021187) 

-0.34251*** 

(0.021) 

Construction type: masonry 
-0.36805*** 

(0.075532) 

-0.32321*** 

(0.074869) 

-0.35448*** 

(0.075232) 

Other rooms: 

gym 

-0.10416** 

(0.043856) 

-0.080572* 

(0.04356) 

-0.092731** 

(0.043693) 

Other rooms: 

office 

0.17428 

(0.40627) 

0.18374 

(0.4051) 

0. 18428 

(0.40593) 

Parking type: 

Carport 

-0.027576 

(0.029369) 

-0.016681 

(0.029342) 

-0.020942 

(0.029382) 

Parking type: 

garage 

0.051695*** 

(0.010082) 

0.061715*** 

(0.010229) 

0.055929*** 

(0.010152) 

Parking type: 

Mixed 

-0.0064772 

(0.041319) 

0.0046338 

(0.041243) 

-0.00011624 

(0.04131) 

Stories 
0.020611*** 

(0.0021083) 

0.017629*** 

(0.0021295) 

0.020372*** 

(0.0021063) 
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Rooms 
-0.0095808** 

(0.0040749) 

-0.0096307** 

(0.0060424) 

-0.094721** 

(0.0040706) 

Beds 
-0.010024 

(0.0064244) 

-0.0092185 

(0.0064047) 

-0.010209 

(0.0064193) 

Baths 
0.084969*** 

(0.0086318) 

0.082202*** 

(0.0086111) 

0.08463*** 

(0.0086243) 

Total area 
0.00027102*** 

(0.000014127) 

0.00026972*** 

(0.000014055) 

0.0002711*** 

(0.000014107) 

Population density 
0.000014708*** 

(2.7835 × 10−6) 

0.00017308*** 

(2.8254 × 10−6) 

0.000018455*** 

(2.9621 × 10−6) 

Median income 
5.0184 × 10−6*** 

(3.0363 × 10−7) 

5.244 × 10−6*** 

(2.9925 × 10−7) 

5.3215 × 10−6*** 

(2.9968 × 10−7) 

Non-employment rate 
0.07601 

(0.050197) 

0.031651 

(0.050804) 

0.081003 

(0.04948) 

NO concentration 
0.0054361*** 

(0.00082701) 
- - 

NO2 concentration - 
0.013246*** 

(0.0016209) 
- 

BC concentration - - 
0.22871*** 

(0.03212) 

lambda 
0.21710*** 

(0.019776) 

0.18774*** 

(0.020526) 

0.20761*** 

(0.020015) 

R2 0.3183 0.3175 0.3178 

a *** significant at less than 0.1%, ** significant at less than 5%, * significant at 10%. (): standard 

error. 

3.4 Discussion 

Our models suggest that all three pollutants (NO, NO2, and BC) have a positive and significant 

effect on housing price. This is unexpected and we have a few speculations as to why this occurs. 

First, the air pollution concentrations are low throughout the area. The average concentration of 

NO is 10.29 ppb, NO2 is 12.12 ppb, and BC is 0.46 µg/m3. We also include the air pollution 



 

72 

 

concentrations of BC and PM2.5 from a stationary monitoring station (Oakland-west site) located 

in the center of West Oakland 

(https://ww3.arb.ca.gov/qaweb/iframe_site.php?s_arb_code=60349). For the stationary data, 

we calculate the mean values of the hourly measurements between June 2015 and May 2016, 

which covers the same time range (9 am to 5 pm) of the mobile air pollution measurement in our 

study. The mean concentrations of BC and PM2.5 from the stationary monitor are 0.59 µg/m3 and 

8.36 µg/m3, respectively. The BC concentrations are close between the stationary monitor 

measurement and the mobile measurement we use in this study, which gives a general estimate 

about the PM2.5 concentrations across our study domain. Compare these to the National Ambient 

Air Quality Standards (NAAQS), the annual standard of NO2 is at level of 53 ppb, and the annual 

standard of PM2.5 is 12.0 µg/m3 for primary source and 15.0 µg/m3 for secondary source.127 It is 

possible that when the ambient air quality is relatively clean, affordability dominates the need to 

pay a housing premium for even cleaner air. Of the 19 papers we found on housing and air quality, 

10 papers were relevant to our research. Among these, the findings are mixed (Table 10). Three 

show insignificant effects of air pollution on housing price. In the remaining seven papers, the air 

pollution concentrations have significant and negative effect on house prices.

https://ww3.arb.ca.gov/qaweb/iframe_site.php?s_arb_code=60349
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Table 10. Literature review summary. 

Location 

Air pollution concentrations 

Method 

air 
pollution 

impact on 

housing 
price 

CO, 
µg/m3 

NO2, 
µg/m3 

O3, 
µg/m3 

PM2.5, 
µg/m3 

PM10, 
µg/m3 

SO2, 
µg/m3 

TSP, 
µg/m3 

BC, 
µg/m3 

NO, 
µg/m3 

Seoul, South 
Korea (Kim & 
Yoon, 2019) 

    45.611     SDM insignificant 

Seoul, South 

Korea (C. W. 
Kim, Phipps, 

& Anselin, 
2003) 

 45.57 a        

SLM, SEM 

insignificant 

     82.95    negative 

18 districts in 

Warsaw, 
Poland (Ligus 

& Peternek, 
2017) 

 __   __     
Linear, 

Logarithm, 
SLM, SEM 

insignificant 
b  

Beijing, China 

(Mei, et al. 
2020) 

1399.1         

Fixed-effect 

negative 

 60.34        negative 

  53.66       positive 

   88.24      negative 

    111.27     negative 

     20.5    negative 

286 
prefectural 

cities in China 
(Chen & Jin, 

2019) 

   64.81  

 

 

 

   IV negative 
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288 Chinese 
cities (Huang 
& Lanz, 2018) 

    77.44     
IV & 

discontinuity 
regression 

negative 

3 largest 
cities in 

Mexico 
(Gonzalez, 
Leipnik, & 

Mazumder, 
2013) 

    
38.5, 

51.7, 84 
    IV negative 

Metro areas 
US (Bayer et 

al., 2009) 
    

42.21 
(1990), 
33.87 

(2000) 

    IV negative 

all  counties in 
US (Chay & 

Greenstone, 
2005) 

      

64.1 
(1970), 

56.3 
(1980) 

  

quasi-
experimental 
discontinuity 

regression 

negative 

Lebanon 

(Marrouch & 
Sayour, 2021) 

    27.67     Fixed-effect negative 

Oakland, CA. 
USA 

 22.79      0.457 12.86 IV & SLM positive 

a paper reports NOx concentration in ppb and we convert it to µg/m3 with NO2 molecular weight; 

b insignificant in most districts, some districts are positive or negative.
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All 10 papers we found use the hedonic price model to study the impact of air pollution on 

housing price. Their conclusions are derive from the model coefficients. If the regression 

coefficient of air pollution is statistically significantly less than zero, air pollution negatively 

influences housing price; if the coefficient is significantly greater than zero, air pollution positively 

influences housing price. If the coefficient is not significantly different from zero, air pollution is 

not significantly influencing housing price.  

As we noted in the introduction even though all of the papers use the hedonic price model, the 

authors rely on different methods to emphasize different effects (e.g., instrumental variable (IV), 

spatial lag model (SLM), spatial error model (SEM), fixed effect, etc.).  

In Table 10, among the three studies with insignificant results about air pollution influencing 

housing price, they all take the spatial autocorrelation effect into consideration when 

constructing the hedonic price model. In one study, the authors argue that the insignificant effect 

of NOx concentrations on housing price is due to the fact that NOx does not tend to exceed the 

standard; on the contrary, SO2 shows significantly and negatively impact on housing price in the 

same study, because SO2 has exceeded the official air quality standard over a long period of 

time .110 While the other two studies believe that the insignificant results are caused by either 

insufficient degree of efficiency105 or the change of air pollution concentration is more important 

than air pollution concentration itself106. 

In examining the literature, the results are suggestive that air pollution’s effects tend to be 

insignificant when overall ambient air pollution concentrations are relatively low. In our study, 

the average air pollution concentrations across all of our sample observations are the lowest 

among these studies. It is possible that affordability is more important than a housing premium 
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for even cleaner air when the ambient air quality is already good. Therefore, the positive and 

significant coefficients of air pollution on housing price may be reasonable in area with good air 

quality. 

A second possible reason why we find counter-intuitive results may be due to the very low 

variability in pollutants and housing prices. Within our buffer, standard deviations of NO, NO 2, 

and BC concentrations are 8.68 ppb, 5.07 ppb, and 0.23 µg/m3, respectively. We compare the 

distribution of the three pollutants in our study with the stationary monitoring measurement 

located in the center of West Oakland (WO) in Figure 23. For the stationary data, we use the 

hourly measurements of NO, NO2 and BC from the abovementioned Oakland-west site, covering 

the same date and time range of the mobile air pollution measurement in our study. Our data 

variability is close to the variation of air pollution concentrations at a single location. Low 

variability may lead to the positive and significant coefficients even if the results are not 

significant.  
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Figure 23. Pollutant distributions comparison between our work and one stationary monitor 

(NO and NO2 are in the unit of ppb, BC is in the unit of µg/m3). 

4. Limitations and Conclusion 

To the best of our knowledge, this is the first study that combines a spatial lag model with an 

instrumental variable method to capture both the spatial autocorrelation and endogeneity 
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effects of the relationship between housing price and air pollution. Our study demonstrates the 

use of high-resolution air pollution mapping data to quantify the localized ambient air quality at 

the parcel level.  

Our results are counter-intuitive, suggesting that air pollution positively influences housing price 

in Oakland, CA. We believe this counter-intuitive result arises from two possible explanations. 

First, the results suggests that people may be insensitive to air quality if the overall ambient air 

quality is good, which is consistent with other literature we reviewed. Second, our study focuses 

on a relatively small study domain, where the variability of air pollution concentrations and 

housing price is low. The low variability of variables may lead to significant result even though 

the true influence is not significant.  

Our results indicate that a larger, multi-regional study is probably the best way to determine the 

relationship between air pollution and housing price. Data from high-resolution air pollution 

measurement is expanding quickly. Google Earth Outreach team has conducted the high-

resolution air pollution measurement in Houston, London, Copenhagen, and Amsterdam. These 

data may prove useful to better understand how air pollution affects housing price.  
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