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Professor Philippe Sautet, Chair

Electrocatalysis plays a key role in sustainable energy conversion and storage. Although

tremendous efforts from the experimental side have been devoted to elucidating the reaction

mechanism, the detailed reaction pathways are still controversial due to intrinsic difficulty

of in situ spectroscopy under electrochemical conditions. Therefore, computational studies

based on density functional theory (DFT) energetics serve as an important tool to clarify

the reaction mechanism. However, several aspects such as solvation effects and the electro-

chemical potential effects are important for the electrochemical systems while such effects

are often absent in the simulations. Moreover, current DFT exchange correlation functionals

present certain qualitative and quantitative errors, while the combination of solvation treat-

ments and the more advanced computational methods are not established. To address these

concerns, this thesis work on two different levels, stressing on incorporating the necessary

effects to model the electrochemical processes. At the DFT level, we model the complicated

sulfur reduction reaction process on heteroatom doped holey graphene framework. Specifi-

cally, we elucidate the electrocatalytic origin of the improved battery performance with these

catalysts and decipher the complex 16-electron process. At the more advanced many-body

perturbation theory (MBPT) level, we focus on the random phase approximation (RPA),

as a promising approach to address certain DFT errors such as the carbon monoxide (CO)
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adsorption puzzle: the commonly used functionals give incorrect prediction of the CO adsorp-

tion site and energy on transition metal catalysts, which is key for several catalytic processes

including the industrial catalysis for methanol synthesis from synthesis gas, the water-gas

shift reaction, and the electrochemical carbon dioxide reduction reaction. Nevertheless, the

cost of RPA for surface systems is often unaffordable, and the combination of RPA with

implicit solvation and further the grand canonical treatment of electrons to describe the

electrochemical potential, is generally not established. In this thesis, to pave the way to

further electrochemical applications using RPA, we exploit a k-space extrapolation scheme

to reduce the cost for surface calculations. Then we further combine the RPA framework

for electrified interfaces, including implicit solvation described using the linearized Poisson-

Boltzmann equation and the grand canonical treatment of electrons. We show that the RPA

results are qualitatively and quantitatively different from commonly used functionals and

match better with the experimental results.
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Presented numbers are given in Å for distances and degree for angles. Cu atoms

are shown as brown, O atoms red and C atoms grey. Numerical values for tran-

sition state geometries of the other functionals are given in appendix C Table

C.13. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

xviii



4.6 Energy profiles for the CO diffusion from the top site to the hollow site along the

[110] direction using different functionals and RPA with different k-point meshes.

The distance between the C and Cu atom projected along the [110] direction,

dCCu, xy, is utilized as the reaction coordinate. The horizontal dashed black line

indicates the experimental barrier[136], 115 meV. Vertical dashed lines indicate

the position of transition states calculated with different methods. Non-italicized

values correspond to the barriers and italicized values correspond to the hollow-

top energy differences. Numerical values for transition state geometries of the

other functionals are given in appendix C Table C.13. . . . . . . . . . . . . . . . 78

4.7 Structures along the [110] diffusion pathway. (a) Top site structure. (b) Transi-

tion state structure. (c) Hollow site structure. As defined in Fig. 4.2 (d), values

are shown for rCO, the distance between the C and O atom, dCCu, z, the z co-

ordinate difference between the C atom and the Cu(001) surface plane, dCCu, xy,

the distance between the C and bulk (fixed) Cu atom projected along the [110]

direction, and θOCz, the angle spanned by the axis of the CO molecule and the

[001] direction. Similar to the color scheme used in the energy profile, values

shown in red, black, and green correspond to PBE, BEEF-vdW and RPA results.

Presented numbers are given in Å for distances and degree for angles. Cu atoms

are shown as brown, O atoms red and C atoms grey. . . . . . . . . . . . . . . . 79

4.8 Full energy profile for PBE, BEEF-vdW and RPA for diffusion from top to top

site along the [100] (a) and [110] (b) direction. PBE profile is shown as red,

BEEF-vdW is shown as grey and RPA is shown as green. . . . . . . . . . . . . . 81

5.1 (a) Energetics of CO2RR intermediates considered, *CO, *CHO, *COH, *CO+*CO,

*CO+*CHO, *CO+*COH, *OCCO, *OCCHO, and *OCCOH, using RPA and

PBE/RPBE functionals at the Cu(100)-vacuum interface. (b) Side view of the

atomic structures. For adsorbates with multiple possible sites, energetics are con-

sidered for the one with the most stable RPA energy. Cu atoms are shown as

brown, O atoms red, C atoms grey, and H atoms white. . . . . . . . . . . . . . . 91

xix



5.2 Implicitly solvated energetics of CO2RR intermediates considered, *CO, *CHO,

*COH, *CO+*CO, *CO+*CHO, *CO+*COH, *OCCO, *OCCHO, and *OC-

COH, using RPA and PBE/RPBE functionals on Cu(100). The methods are

termed as -sol to be distinguished from the vacuum energetics. . . . . . . . . . . 92

5.3 Implicitly solvated energetics of the *OCCO intermediate, considered for both

the structure proposed by Calle-Vallejo et al.[173], *OCCO(CO) (right) and the

structure proposed by Montoya et al.[174], *OCCO(CC) (left), using RPA and

PBE/RPBE functionals. Side view of the atomic structures is presented as well,

with Cu atoms shown as brown, O atoms red, C atoms grey, and H atoms white. 94

5.4 Potential dependent adsorption free energy of *OCCHO and predicted onset po-

tential of ethylene production, using RPA and RPBE energetics, at condition of

(a) pH=7 and (b) pH=13. The potential effects are treated at both the CHE

and the SC level, with RPA-SC energetics being extrapolated as described in Eq.

5.11. The crossing point with the horizontal black line indicates the onset potential. 95

6.1 (a) Fermi level EF values at the GGA level obtained using the energetic ap-

proach developed in this work compared to the ones taken directly from the SCF

electronic structure. The blue dots are the data and the black line indicates a

perfect match. The corresponding unit cell structure, a 5 layer slab exposing 1×1

Cu(100) facet with CO adsorbed on the atop site, is shown. Cu atoms are shown

as brown, O atoms red, and C atoms grey. (b) The potential dependent free

energy of the adsorbed CO system calculated using the energetic approach com-

pared to the results using the SCF approach. Dots are data points and dashed

lines are the fitted parabola. (c) The potential dependent adsorption energy of

CO in the atop site calculated using the energetic approach compared to the

results using the SCF approach. . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

xx



6.2 (a) The quadratic relationship between the GC-RPA electronic free energy and

the potential of the system of a Cu(100) facet model. (b) Comparison between

the computed RPA and the experimental potential of zero charge (PZC) values

with respect to the standard hydrogen electrode (SHE). The dashed line is a fit of

Upred
vac = U exp

SHE + ∆Upred
SHE to determine the theoretical potential of the SHE versus

vacuum, here found to be 5.31 V at the GC-RPA level. The experimental values

are taken from literature and the detailed values are listed in appendix E Table

table E.4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

6.3 Potential dependent energetics of CO adsorbed at top (blue) and hollow (orange)

site, using the grand canonical treatment with the PBE (dashed line), RPBE

functionals (dotted line), and RPA (solid line). The experimentally inferred
√

2×
√

2 structure, where half of atop sites are covered by CO, is shown. Cu atoms

are shown as brown, O atoms red, and C atoms grey. . . . . . . . . . . . . . . . 108

A.1 Simulated concentrations after applying the concentration limit of Li2S4 as 0.01 M.124

A.2 The output potential of pathway combination (1). . . . . . . . . . . . . . . . . . 128

A.3 The output potential of pathway combination (2). . . . . . . . . . . . . . . . . . 128

A.4 The output potential of pathway combination (3). . . . . . . . . . . . . . . . . . 129

A.5 The output potential of pathway combination (4). . . . . . . . . . . . . . . . . . 129

A.6 The output potential of pathway combination (5). . . . . . . . . . . . . . . . . . 130

A.7 The output potential of pathway combination (6). . . . . . . . . . . . . . . . . . 130

A.8 The output potential of pathway combination (7). . . . . . . . . . . . . . . . . . 131

A.9 The output potential of pathway combination (8). . . . . . . . . . . . . . . . . . 131

A.10 The output potential of pathway combination (9). . . . . . . . . . . . . . . . . . 132

A.11 The output potential of pathway combination (10). . . . . . . . . . . . . . . . . 132

A.12 The output potential of pathway combination (11). . . . . . . . . . . . . . . . . 133

A.13 The output potential of pathway combination (12). . . . . . . . . . . . . . . . . 133

xxi



A.14 Simulated Raman spectra using (a) the PBE+dDsC (b) the SCAN functionals.

The LiS3 spectra was only calculated using the SCAN functional. . . . . . . . . 134

B.1 chemical shift values with respect to electronic convergence criteria of graphitic

N model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

B.2 Schematic diagrams of the 2D solid-state NMR pulse sequences of (a) the dipolar-

mediated 13C-15N HQMC NMR experiment used to acquire the spectrum in Fig-

ure 2, and (b) the 15N-1H HETCOR-MAS NMR experiment used to acquire the

spectrum in Figure 6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

B.3 structures of armchair and zigzag models with different thickness . . . . . . . . 141

B.4 structures of models with adsorbed H2O. color scheme: grey: C, white: H, blue:

N, red: O. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

B.5 relationship between 1H chemical shift values and DDEC6 charge on H atom in

side pyrrolic N-H2O models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

C.1 Convergence of ERPA(150 eV, b×b×1)−ERPA(100 eV, b×b×1) andERPA(100 eV, a×

a×1)−EDFT (a×a×1) in (a) TBT and (b) THT pathway. Note that the barrier

denotes the energies correspond to the image that is the barrier image in the

extrapolated ERPA(150 eV, 15× 15× 1) profile. . . . . . . . . . . . . . . . . . . 150

C.2 The linear relationships of energy differences and barriers along (a) energy dif-

ferences between top/bridge and top/hollow sites, (b) diffusion barrier in [100]

direction and top/bridge energy difference, and (c) diffusion barrier in [110] di-

rection and top/hollow energy difference. Values are shown in the unit of meV. . 161

C.3 Fitted barriers along [100] and [110] directions following the aforementioned lin-

ear relationships with respect to energy differences between top/bridge sites. We

focus on the positive differences as top site is more stable. Top/bridge site dif-

ferences upto 150 meV are shown. . . . . . . . . . . . . . . . . . . . . . . . . . . 162

xxii



C.4 Energy profiles for the CO diffusion from the bridge site to the hollow site along

the [010] direction at PBE level. The y coordinate shift from the bridge site,

dC, y, is utilized as the reaction coordinate. . . . . . . . . . . . . . . . . . . . . . 163

C.5 RPA energy profiles for the CO diffusion along the [100] (a) and [110] (b) direction

extrapolated with PBE coverage effects. Extrapolated low coverage profiles shown

as dashed lines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

D.1 Coverage dependent CO adsorption on Cu(100) facet using the PBE functional.

Solid lines are fitted using the 0.5, 0.75 and 1 coverage data points to estimate

the threshold coverage, which is found to be larger than 0.4. . . . . . . . . . . . 175

D.2 Coverage dependent CO adsorption on Cu(100) facet using the RPBE functional.

Solid lines are fitted using the 0.5, 0.75 and 1 coverage data points to estimate

the threshold coverage, which is found to be larger than 0.4. . . . . . . . . . . . 176

D.3 (a) Energetics of *CHOH and *CH3 using RPA and PBE/RPBE functionals at

the Cu(100)-vacuum interface. (b) Implicitly solvated energetics of *CHOH and

*CH3 using RPA and PBE/RPBE functionals on the Cu(100) facet. (c) Side view

of the atomic structures. Cu atoms are shown as brown, O atoms red, C atoms

grey, and H atoms white. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

D.4 Side view of the *OCCHO model used in the SC calculation, shown for the neutral

charge one. Cu atoms are shown as brown, O atoms red, C atoms grey, and H

atoms white. The 3×2 unit cell has a size of 7.668×5.112×60 Å3. . . . . . . . . 180
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CHAPTER 1

Motivation and Challenges in Computational Modeling

of Electrochemical Systems

1.1 Climate Change and Electrocatalysis

The contemporary climate change has raised serious concerns as the environmental impacts

are broad and far-reaching[1, 2]. Related phenomena include but are not limited to global

warming, global sea level rising, and a higher frequency of extreme weather. These phenom-

ena further lead to ecological collapse such as the widespread coral bleaching of the Great

Barrier Reef and direct economic damages originating from the more frequent droughts.

To mitigate these problems, in 2016, the Paris Climate Accords[3] was signed under the

leadership of the United Nations Framework Convention on Climate Change. Three aims

were proposed[3]: (a) Holding the increase in the global average temperature to well below

2 ◦C above pre-industrial levels and to pursue efforts to limit the temperature increase to

1.5 ◦C above pre-industrial levels, recognizing that this would significantly reduce the risks

and impacts of climate change; (b) Increasing the ability to adapt to the adverse impacts of

climate change and foster climate resilience and low greenhouse gas emissions development,

in a manner that does not threaten food production; (c) Making finance flows consistent

with a pathway towards low greenhouse gas emissions and climate-resilient development. It

is clear from the accords that the greenhouse gas emission control[4] is at the heart of holding

the global warming and it is generally agreed that the carbon-dioxide (CO2) is important

among the greenhouse gases[5]. Therefore, these targets pose a pressing need of lower CO2

emission.
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Figure 1.1: Schematic representation of different strategies proposed to control the green-

house gas emission. (a) Green cycle where the CO2 can be recycled instead of accumulating

in the atmosphere. (b) The electrification strategy where the fossil fuel is not involved and

hence CO2 emission can be reduced.

Different strategies have been proposed to serve the purpose of low greenhouse gas emis-

sions development. One is to establish a green cycle where the CO2 can be recycled instead

of accumulating in the atmosphere[5], as shown in Fig. 1.1 (a). The electrification strategy[6]

as shown in Fig. 1.1 (b), which has now deeply transformed the portable electronics and

transport, is another important strategy since the CO2 emission is avoided in the process.

Electrocatalysis is at the heart of various sustainable energy conversion and storage tech-

nologies needed for both the aforementioned strategies[7]. To fulfill the green cycle, The

electrochemical CO2 reduction reaction (CO2RR) is a promising approach to convert the

CO2 into useful products[5]. To fulfill the electrification strategy, the highest energy storage

possible for current commercial Li-ion batteries is insufficient and going beyond the horizon

of Li-ion batteries is necessary.

To understand the electrocatalytic processes and design better catalysts, tremendous

efforts have been devoted from the experimental side. Nevertheless, the detailed reaction

mechanism is often unclear from the experimental side due to limited in situ spectroscopy[8].
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In this context, first principles modeling[9, 10] plays a key role, since it is a method that

can assign reaction energies and barriers to all possible reaction steps. When combining

this information with microkinetic modeling[11, 12] or kinetic Monte Carlo simulations[13],

it is then possible to predict reaction rates and selectivities for a specific catalytic system.

This enables the screening of possible catalyst candidates or eventually the rational design of

desired catalysts. However, several aspects such as solvation effects and the electrochemical

potential effects are important for the electrochemical systems while such effects are often

absent in the simulation[14].

To address these concerns, this thesis work on two different levels. At the more com-

monly used density functional theory (DFT) level, we model the complicated SRR pro-

cess on heteroatom doped holey graphene framework (HGF). The lithium-sulfur (Li-S)

battery[6] is a promising candidate for the next generation battery and it has been shown

that electrocatalysis[15] is a successful strategy to accelerate the sulfur reduction reaction

(SRR) and improve the battery performance. In combination with experiment, we show

that electrocatalysis is a successful strategy and elucidate the origin of the improved battery

performance with these catalysts and decipher the complex 16-electron process. To elucidate

the structure of this complicated heteroatom doped HGF system, we perform DFT calcu-

lations to predict and explain the chemical shifts of N, C, H atoms in N-doped graphene

system. The major difference between the chemical shifts of graphitic/pyridinic/pyrrolic

N-moieties is understood by comparing the electronegativities of the various environments.

At the more advanced many-body perturbation theory (MBPT) level, the calculations for

surface systems are often unaffordable and the electrochemical treatments are generally not

established. We focus on one specific form of the MBPT, the random phase approximation

(RPA). We exploit a k-space extrapolation scheme to reduce the cost for surface calculations

and then combine the RPA framework with electrochemical treatments, including implicit

solvation described using the linearized Poisson-Boltzmann equation and the grand canonical

treatment of electrons. We show that the RPA results are qualitatively and quantitatively

different from commonly used functionals and match better with the experimental results.
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1.2 Modeling of Electrochemical Systems with Density Functional

Theory

The surging demand for energy storage has made it more important than any time in the

past[16, 6]. After its commercialization in the 1990s[17], Li-ion batteries have reshaped

portable electronics and electric vehicles in the last ten years. Nevertheless, the continuously

increasing demand for energy storage calls for even higher energy storage density, i.e., to go

beyond the theoretical specific energy (energy per unit weight) and energy density (energy

per unit volume) of Li-ion batteries[18]. This field has attracted intense interest with Li-

S batteries[19]: the theoretical specific energy of 2567 Wh/kg and energy density of 2199

Wh/L are respectively approximately six and two times that of the values of Li-ion batteries,

387 Wh/kg and 1015 Wh/L[6]. However, despite the extensive efforts made in Li-S battery

systems since 1940s, fundamental issues remain to be addressed after seventy years[20, 21].

One major problem is the limited rate due to slow reaction processes[20, 21]. Additionally,

this problem also leads to loss of capacity, due to shuttling and eventually loss of active

materials during the reaction processes[22].

Figure 1.2: A schematic illustration of the SRR reaction network involved in the Li-S battery.

As catalysts have been utilized in other systems to accelerate the reaction process for

hundreds of years, an electrocatalytic approach[23, 24, 25, 15] to accelerate the conver-

sion seems to be a natural strategy to prevent the accumulation and shuttling of lithium

polysulfides (LiPSs). Heteroatom doped holey graphene frameworks (HGF) exhibit tunable

electrocatalytic properties[26, 15] and hence serve as a promising candidate for the electrocat-
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alyst. However, the various sites exhibited in the HGF, together with the complex reaction

network, as shown in Fig. 1.2, hinders the understanding of the system. Nevertheless, deter-

mining the nature of active sites, deciphering such reaction network, and understanding the

relevant mechanism are essential for the rational design of the electrocatalysts. Therefore,

we perform a systematic density functional theory (DFT) investigation of electrocatalytic

SRR mechanism. We firstly show that the defect engineering and heteroatom doping are

two strategies to tune the p-band center and hence the adsorption strength of intermediates.

We then combine the DFT calculations with experimental spectroscopies to understand the

complicated 16-electron process and also the catalytic effects in the overall reaction. We

show that the larger output potential in the lower potential region also accelerates the con-

version in the higher potential region and avoids unnecessary disproportionation, via the

reaction equilibria existing in the reaction network. Our results rationalize and highlight

the electrocatalytic approach as a promising strategy to tackle the fundamental challenges

in Li-S batteries.

To elucidate the structure of this complicated heteroatom doped HGF system, we per-

form DFT calculations to predict and explain the chemical shifts of N, C, H atoms in N-

doped graphene system. Comparisons of predicted chemical shifts with experimental 2D

13C-15N spectra show good agreement. The major difference between the chemical shifts of

graphitic/pyridinic/pyrrolic N-moieties is understood by comparing the electronegativities

of the various environments. Furthermore, for each type of environment, the general concept

of signal broadening is decomposed into four different factors, the influences of which are

discussed in detail. The first factor is the standalone N/C geometry, where a larger curvature

of the graphene edge is found to give a more positive chemical shift. The second factor is the

effect of a second N atom nearby: a graphitic N atom close to a pyridinic N decreases the

chemical shift, while a pyridinic N close to a graphitic N increases the chemical shift. The

third factor is that for each specific structure, the second neighbor C atom experiences a

lower chemical shift. The fourth factor is the influence of residual water, which is important

to understand the aqueous environment in oxygen reduction reaction or hydrogen evolution
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reaction. Introduction of this factor matches with the experimental 2D 15N-1H spectrum

and provides better agreement with the experimental 13C-15N spectrum. With the free en-

ergy taken into account, water adsorption on pyrrolic and pyridinic N sites is found to be

more stable and to induce a positive or negative deviation in the chemical shift, respectively.

An intuitive correlation between the charge of the probed atom and the chemical shift is

confirmed: the smaller the charge, i.e., the higher the electron density, the more shielded

the nucleus is, and hence the smaller the chemical shift. The relationship between charge

and chemical shifts is discussed, enabling a more detailed understanding of the electronic

influence of N doping.

1.3 Modeling of Electrochemical Systems with Many-Body Per-

turbation Theory

Although exchange correlation functionals[27, 28] at the generalized gradient approximation[29,

30, 31] (GGA) level are the most commonly used method to understand the reaction mech-

anisms, these functionals present qualitative and quantitative errors in the description of

molecular adsorption. One important example of this shortcoming is the CO adsorption

puzzle[32, 33, 34, 35]: predict the preference for adsorption in the face center cubic (FCC)

site on the (111) facets and the hollow site on the (100) facets instead of the experimentally

determined adsorption in the on top position and overestimate the adsorption energy. The

CO adsorption description is important for several different catalytic processes, including the

industrial catalyst for methanol synthesis from synthesis gas[36, 37, 38, 39], the water-gas

shift reaction[40, 41], and the aforementioned electrochemical CO2RR[42, 43, 44, 45]. While

the incorrect prediction of the relative stability of CO adsorption to different high-symmetry

surface sites is already concerning in its own right, it further poses the question, to what

degree the description of the adsorption of other CO related intermediates involved in these

reactions, is influenced by this shortcoming. Therefore, to better understand the mechanism

of these important reactions including CO2RR and eventually design better catalysts, a com-
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putational method, which is intrinsically free of the aforementioned CO adsorption puzzle,

is needed.

One way to solve these problems is to move to more accurate methods[46]. In particular,

the RPA[47, 48], a post-Hartree-Fock (post-HF) method that is based on MBPT[49, 50],

is a promising approach to address surface catalysis problems, since an implementation for

plane waves in periodic boundary conditions exists[51, 52]. On top of that, RPA is the on

method that correctly predicts the surface energy of Cu(111) and adsorption of CO in the

top position on Cu(111) and multiple other late transition metal surfaces[53].

Figure 1.3: Jacob’s ladder of density functional approximations. The rungs are labeled on

the left, and the added ingredients are shown on the right. The RPA is on the fifth rung.

Nevertheless, as a method on the fifth rung of the Jacob’s ladder, as shown in Fig. 1.3,

the correlation component of the RPA energy relies on both the occupied and unoccupied

orbitals[54, 49, 50, 55, 56]:

Ec =

∫ 1

0

dλ

∫ ∞
0

dω

2π
Tr{ν[χλ(iω)− χ0(iω)]} (1.1)

χ0
GG′(q, iω) =

1

V

∑
n,n′,k

2gk(fn′k+q − fnk)× 〈ψn
′k+q| ei(q+G)r |ψnk〉 〈ψnk| e−i(q+G′)r |ψn′k+q〉

εn′k+q − εnk − iω
(1.2)
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χλ(q) = χ0(q) + χ0(q)[λν(q) + fλxc(q, iω)]χλ(q) (1.3)

As a result, RPA is significantly more expensive compared to GGA and hybrid function-

als. Moreover, the reliance on unoccupied orbitals, as shown in Eq. 1.2, also introduces

extra cost for surface systems: the number of unoccupied orbitals increases proportionally

to the unit cell size. Therefore, the surface systems, with the presence of vacuum separation

and hence significantly larger volumes, requires a significantly larger amount of unoccupied

bands compared to the bulk systems, as shown in Fig. 1.4. Consequently, the practical yet

critical problem of applying the RPA method to surface systems is the cost, and an approach

to efficiently reduce the cost of RPA calculations is needed.

Figure 1.4: Schematic representation of the significantly larger amount of unoccupied bands

in the surface system, (b), compared to the bulk system, (a). The shaded part corresponds to

the occupied bands and the striped part corresponds to the unoccupied bands. The number

of occupied bands does not change significantly between the bulk and surface systems as it is

determined by the number of atoms. The number of unoccupied bands increases significantly

in the surface system as it is proportional to the volume of the cell.

Therefore, we exploit a k-space extrapolation scheme to reduce the cost for surface cal-

culations. We validate the proposed scheme and apply it to the CO diffusion on Cu(100)

facet. We show that among the GGA, metaGGA, and hybrid functionals we considered,
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RPA is the only method to give simultaneously correct description of the surface energy, CO

adsorption and CO diffusion.

Besides, the modeling of electrochemical systems also requires the description of solvation

and potential effects. Nonetheless, explicit solvation treatment, i.e., modeling the solvation

effect with explicit water molecules, further increases the cost of the RPA calculations and

the computational cost often becomes in practice not affordable; the more affordable implicit

solvation treatment, i.e., modeling the solvation effect using polarizable continuum models,

is not established for RPA calculations. Therefore, the combination of the RPA framework

and implicit solvation is a promising and affordable approach to describe the solvation effects

at the RPA level.

We explore the combination of the RPA framework and the implicit solvation described by

the lPB equation. We the apply this methods to the electrochemical CO2RR and found that

RPA results, being compatible with experimental observations, are qualitatively different

from the results of commonly used GGA functionals.

Moreover, the electrochemical systems are exposed to external applied potentials and

thence in reduced or oxidized states. Different strategies have been proposed to model this

effect. The simpler linear free energy relationship for electrode potentials was proposed first:

G(adsorption, U) = G(adsorbate∗)−G(∗)− µ(adsorbate, U) (1.4)

where G(adsorption) stands for the adsorption free energy, G(adsorbate∗) stands for the free

energy of the surface with adsorbates, G(∗) stands for the free energy of the bare surface,

and µ(adsorbate, U) is the chemical potential of the adsorbate. The U notation indicates

the potential dependence of the free energy. This treatment assumes only the free energy

of the cation-electron pair is dependent on the electrochemical potential. For example, the

computational hydrogen electrode is the case for proton-electron pair:

µ(H+) + µe− =
1

2
µ(H2)− eU − ln10kbTpH (1.5)

However, it is clearly unphysical to assume the energies of bare surface and the surface with

the adsorbate are unaffected when the potential is changed. In a nutshell, this can be viewed
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as a a posteriori correction to the neutral system. To model the effects of potential on the

surface systems, the more advanced constant potential model (CPM) was proposed later:

G(adsorption, U) = G(adsorbate∗, U)−G(∗, U)− µ(adsorbate, U) (1.6)

This requires, however, grand canonical treatment of the electrons, i.e., explicitly changing

the number of electrons in the system to adjust the potential of the system, to model the

potential dependent free energy of the surface systems, G(adsorbate∗, U) and G(∗, U). One

key difficulty to combine the RPA framework with the CPM is the lack of self-consistent

electronic structure: the Fermi level of the non-self-consistent RPA calculation is not simply

available despite it being essential to determine the potential of the system. These concerns

call for an approach to circumvent this difficulty is necessary to combine the RPA calculations

with the CPM.

Therefore, we develop an alternative approach, which is purely based on the system’s

energy and can be used to determine the Fermi level via a partial derivative of the energy

with respect to the number of electrons. We show that at the DFT level, this approach is

equivalent to using the Fermi level value obtained from self-consistent electronic structure

calculations. We furthermore demonstrate how this energy based approach can be used to

perform grand canonical RPA (GC-RPA) calculations. We then apply this method to the

potential dependent adsorption of carbon monoxide (CO) on Cu(100), and show that GC-

RPA calculations lead to a qualitatively different description of this process compared to

results obtained at the GGA level of theory.

1.4 Thesis Objectives

The objective of this thesis is to understand the electrochemical systems with DFT or RPA.

In particular, I will explore the combination of the RPA framework with implicit solvation

and grand canonical treatment of electrons to pave the way to further electrochemical ap-

plications of RPA. Chapter 2 describes the modeling of the SRR performed on different

heteroatom doped graphene with DFT. This chapter aims to understand the origin of the
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improved performance of the heteroatom doped graphene in SRR and the main branch of

the complex reaction network. Chapter 3 describes the modeling of the structure and nu-

clear magnetic resonance (NMR) spectroscopy of the N-doped carbon material with DFT.

This chapter aims to elucidate the structure-spectroscopy relationship and cast light on the

detailed structure. Chapter 4 describes the modeling of the CO diffusion on Cu(100) facet

with RPA and different functionals. This chapter aims to establish the k-space extrapolation

scheme to reduce the cost of RPA calculation of surface systems and explore the difference in

surface energy, adsorption description, and diffusion process. Chapter 5 describes the mod-

eling of the CO2 reduction reaction on Cu(100) facet with RPA and different functionals.

This chapter aims to explore the combination of the RPA framework and implicit solvation

described by the linearized Poisson-Boltzmann equation. Chapter 6 describes the effort of

combining the RPA framework with the grand canonical treatment of electrons. One key as-

pect is to explore an alternative approach to obtain the Fermi level of the non-self-consistent

RPA implementation.
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CHAPTER 2

Deciphering the Reaction Networks for the

Sixteen-Electron Sulfur Reduction Reaction

2.1 Introduction

The sulfur reduction reaction (SRR) in lithium-sulfur chemistry undergoes a complex 16-

electron conversion process, transforming S8 ring molecules into a series of soluble lithium

polysulfides (LiPSs) with variable chain lengths before fully converting them into insoluble

Li2S2/Li2S products. This 16-electron SRR process is of considerable interest for high-density

energy storage with a theoretical capacity of 1,672 mAh · g-1, but the chemistry is plagued

by sluggish sulfur reduction kinetics and the polysulfide (PS) shuttling effect. In practical

Li-S cells, these effects limit the rate capability and cycle life[20, 21]. These limitations are

fundamentally associated with the slow and complex reduction reaction involving S8 ring

molecules. In general, the insulating nature of elemental sulfur and its reduced products,

and the sluggish charge transfer kinetics lead to incomplete conversion of S8 molecules into

soluble LiPSs. These polysulfides may shuttle across the separator to react with and deposit

on the lithium anode, resulting in rapid capacity fading[22]. Considerable efforts have been

devoted to combating the PS shuttling effect, typically by employing a passive strategy

that uses various sulfur host materials to physically or electrostatically trap the LiPSs in the

cathode structure[57, 58, 59, 60, 61, 62, 63, 64, 65, 66]. These passive confinement/entrapping

strategies have partly mitigated the PS shuttling effect and led to improved performance,

but are fundamentally incapable of completely preventing the dissolution of LiPSs into the

electrolyte.
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The PS shuttling effect originates from the formation, dissolution and accumulation of

LiPS intermediates in the electrolyte. In this regard, the slow conversion kinetics of the

soluble LiPSs into the insoluble final products leads to continued accumulation of LiPSs

in electrolyte that exacerbates the PS shuttling effect[6, 67]. An electrocatalytic approach

to accelerate the conversion of soluble LiPS intermediates into insoluble Li2S2/Li2S seems

to be a natural strategy to prevent the accumulation and shuttling of LiPSs. The use of

electrocatalysis would address the PS shuttling effect while simultaneously improving the

rate capability. Although the concept of an electrocatalytic approach has been suggested

in a few recent studies[23, 24, 25], the fundamental electrocatalytic kinetics of the SRR

are largely unexplored and the underlying basis for using such an electrocatalytic effect to

address the PS shuttling issues has not been clearly addressed. Heteroatom doped holey

graphene frameworks (HGF) exhibit tunable electrocatalytic properties in SRR and hence

serve as a promising candidate for the electrocatalyst.

Moreover, deciphering such reaction network and understanding the relevant mechanism

is essential for the rational design of the electrocatalysts. Despite extensive efforts devoted to

improving the practical performance of Li-S batteries, the fundamental reaction mechanism

remains unsettled. The 16-electron conversion process involves a complex reaction with

numerous possible interwoven branches among different LiPSs. The main branch in this

potential reaction network for SRR remains a topic of considerable debate[68, 69, 70, 71,

72, 73, 74]. Electrocatalysis is proposed here to be an efficient approach to reduce the

accumulation of the soluble LiPS species and eventually mitigate the shuttling problem[23,

24, 25]. The aforementioned heteroatom doped HGF, with tunable electrocatalytic properties

in SRR[15, 75], serve as a good model system for investigating the fundamental reaction

mechanism and also the catalytic effects.

Here we perform a systematic density functional theory (DFT) investigation of electro-

catalytic SRR mechanism. We firstly investigate the catalytic activity origin of the nitrogen,

sulfur dual-doped HGF (N,S-HGF) electrocatalysts, which is experimentally found to be

an effective catalyst. We show that the defect engineering and heteroatom doping are two
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strategies to tune the p-band center and hence the adsorption strength of intermediates. The

optimal adsorption strength, neither too strong nor too weak, leads to a smaller overpotential

and further the improved battery performance. These results validate and rationalize the

catalytic approach to accelerate the LiPS conversion and mitigate the PS shuttling effect.

Moreover, we exploit the N,S-HGF and non-doped HGF as model systems to explore

the full 16-electron reaction network and the impact of different catalysts. Combining DFT

calculations with experimental spectroscopies including cyclic voltammetry (CV) and in

situ Raman spectroscopy, we elucidate the dominant reaction pathway before and after the

central Li2S4 intermediate, identify the key species as S8, Li2S8, Li2S6, LiS3·, Li2S4, and

Li2S, and determine that a non-electrochemical disproportionation reaction between Li2S8

and Li2S4 is the main path forming or removing Li2S6. Comparison between HGF and N,S-

HGF confirms the same key species in the reaction network, whilst the N,S-HGF catalyst

accelerates LiPS conversion, leading to a faster depletion of LiPS at higher potential to

mitigate polysulfide shuttling effect and produce a larger output potential. Our results

stresses the importance of the catalyst: the larger output potential in the lower potential

region, via the simultaneous reaction equilibria, also accelerates the conversion in the higher

potential region and avoids unnecessary disproportionation. The far-reaching catalytic effects

highlight the electrocatalytic approach as a promising strategy to tackle the fundamental

challenges in Li-S batteries.

2.2 Methods

2.2.1 Computational Setup

Calculations were performed with DFT using the Vienna ab initio simulation package[76].

For the section focusing on the final two electron steps, The Perdew–Burke-Ernzerhof[31]

(PBE) exchange correlation functional at the generalized gradient approximation[29, 30, 31]

(GGA) level and the density-dependent dispersion correction (dDsC)[77, 78] Van der Waals

correction were used. For latter sections considering the comprehensive 16-electron process,
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a detailed benchmark and comparison between different functionals were considered. The

strongly constrained and appropriately normed[79] (SCAN) functional at the meta-GGA

level was chosen as the energetics and geometries are found to match well with experimental

values.

The solvation effects are described using a hybrid model, as shown in Fig. 2.1 (a), which

is noted as microsolvation, to take care of the strong cation nature of Li+ like species: the

first solvation shell is described using explicit solvation molecules and the rest is described

by an implicit solvation model. DOL molecule is chosen to describe the first solvation shell

since the dielectric constant, 7.13, is close to the one of the mixtures, 7.0, and the compact

structure of the DOL molecule (compared to the DME molecule) reduces the difficulty of

force convergence. The implicit solvation is described using the VASPSol add on package[80,

81] which implements linearized Poisson-Boltzmann (lPB) model in the periodic boundary

condition. The dielectric constant is set as 7.0. We use a cutoff charge as 0.0002 to avoid

unphysical invasion of the implicit solvent invasion into the first solvation shell. The accuracy

is set to be accurate as recommend by VASPSol. The cavitation energy contribution is

neglected for numeric stability. The Debye screening length is set to give an electrolyte

concentration as 1M, which is the experimental value.
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Figure 2.1: (a) Atomic structure of a microsolvated 3DOL-LiS complex. Color scheme: grey:

C, white: H, red: O, yellow: S, purple: Li. (b) Energy of the complex as function of Li-S

distance using 0.0002/0.0025 cutoff charge, respectively. (c) Bound charge density on xy

plane cutting through Li atom of 3DOL-LiS complex using the default cutoff charge value,

0.0025. (d) Bound charge density xy plane cutting through Li atom of 3DOL-LiS complex

using the smaller cutoff charge value, 0.0002.

To achieve reasonable description of Li+ like species, tuning the cutoff charge, which

controls the boundary of the lPB equations, is essential. As shown in Fig. 2.1 (b), the default

cutoff charge gives an unphysical second minimum and this disappears with a smaller cutoff

charge. Moreover, with a default cutoff charge, as shown in Fig. 2.1 (c), there is unphysical

invasion of the bound charge into the first solvation shell, whereas in the smaller cutoff

charge case, as shown in Fig. 2.1 (d), the unphysical invasion disappears. It can be seen

that with a treatment combining both smaller cutoff charge and microsolvation provides a

decent description outside the first solvation shell. We have also tested the
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For the section focusing on the final two electron steps, the Li sv pseudopotential, as

recommended by the VASPsol package, was used. For latter section considering the com-

prehensive 16-electron process, the SCAN functional is a metaGGA functional and requires

the kinetic energy density of the core-electrons. The kinetic energy density, however, is not

provided in the Li sv pseudopotential while VASPSol generally recommends Li sv pseudopo-

tential for solvation calculations. We have tested at the PBE level and find that the energetic

difference between using Li and Li sv pseudopotential in the micro-solvation treatment to be

smaller than 5 meV. This is not surprising as the direct solvation effects are described by the

explicit first solvation shell. Hence for the SCAN calculations we use the Li pseudopotential.

All the calculations were developed on a basis set of plane waves. A Gaussian smearing

with sigma value of 0.1 eV was used through all calculations. All calculations for molecules,

surface, and surface with adsorbates were spin-polarized with a cutoff energy as 500 eV.

For models without adsorbates, forces are optimized to 0.02 eV/Å; for surface models with

adsorbates and micro-solvated lithium polysulfides, forces were optimized to 0.05 eV/Å.

3×3×1, 1×3×1, and 3×1×1 k-point meshes are used for terrace, armchair, and zigzag mod-

els, respectively. a Γ point only k-point mesh is used for molecules. The force criteria, cutoff

energy, and k-point mesh settings used for solid calculations for benchmarking purpose are

reported separately in appendix A.1.

Catalytic sites are considered based on three different sets of models: armchair edge

model, zigzag edge model, and inner defect edge model, as shown in Fig. 2.2. The armchair

edge model consists of 84 C atoms and 12 H atoms; the zigzag edge model consists of 80 C

atoms and 10 H atoms; The inner defect edge model is created by removing 10 C atoms from

a 6×6 terrace model, which consists of 72 C atoms before creating the defect and saturation

of the dangling bonds with H atoms. The vacuum in the z-axis was set to 20 Å. For the

armchair/zigzag ribbon model, the in plane vacuum between the ribbons was at least 15 Å.
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Figure 2.2: Atomic structures of nondoped graphene models used in this study. Color scheme:

grey: C, white: H, pink: C chosen to be the interacting site, blue: N, yellow: S.

The effects of doping are considered by adding different combination of N and S het-

eroatoms into these models. Single N doped, single S doped, and N,S-codoped are considered.

The N,S-codoped structures considered are shown below.

Figure 2.3: Atomic structures of N,S-codoped graphene models used in this study. Upper

column: armchair-1, armchair-2, zigzag-1. Lower column: defect-1, defect-2, defect-3. Color

scheme: grey: C, white: H, pink: C chosen to be the interacting site, blue: N, yellow: S.
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Structures of the catalytic sites with adsorbates are shown for the site with largest output

potential: N,S-codoped defect-1 model.

Figure 2.4: Atomic structures of N,S-codoped defect-1 model with adsorbate as (a) LiS, (b)

LiS2, and (c) LiS3. Color scheme: grey: C, white: H, pink: C chosen to be the interacting

site, blue: N, yellow: dopant S, green: reactant S.

2.2.2 Multistep Volcano Plot

The reduction process starting from Li2S4 involves multiple probable branches: the reaction

Li2S4 +6Li+ +6e− −−⇀↽−− 4Li2S, which involves 6 electrons, can be decomposed into different

combinations of 2 electrons (2e-) steps, 4 electron (4e-) steps, and 6 electron (6e-) steps. There

are 14 different 2e-, 4e-, and 6e- steps considering LiS, LiS2, LiS3, S, and S2 as adsorbates.

2e- steps correspond to the steps where close shell species can be formed and desorbed from

the catalytic sites after 2 electrons of reduction. Similarly, 4e- or 6e- steps indicate that

at least one species maintains as adsorbate during the 4 or 6 electrons reduction process,
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respectively.

For each specific pathway, the overall thermodynamic output potential is calculated as

the minimum output potential of the consisting single electron steps. More specifically,

regardless of the combination, 6 electrons, hence 6 single electron steps are involved, and we

denote the reaction Gibbs free energies of each single electron process as ∆Gi where i=1-6.

The overall output potential of a specific combination is calculated as:

∆Uoverall = min(∆Ui) = −max(
∆Gi

e
) (2.1)

This gives the output potential at 0 V vs Li/Li+ electrode. The combination of the reactions

can only happen at voltage lower than this value, as the reaction Gibbs free energy of the

least exergonic step becomes 0 at ∆Uoverall vs Li/Li+ electrode, and the reaction stops. This

is the Li analogy with the CHE.

The 14 different 2e-, 4e-, and 6e- steps, 12 different probable combinations, and the

volcano plots of these combinations are provided in the appendix A.4.

2.2.3 Potential Dependent Concentration

To construct the potential dependent concentrations of the different species, we consider the

simultaneous equilibrium of the following reactions:

S8 + 2Li+ + 2e− −−⇀↽−− Li2S8 (2.2)

Li2S8 + 2Li+ + 2e− −−⇀↽−− 2Li2S4 (2.3)

Li2S4 + 6Li+ + 6e− −−⇀↽−− 4Li2S ∆GLi2S4 (2.4)

Li2S8 + Li2S4 −−⇀↽−− 2Li2S6 (2.5)

Li2S6 −−⇀↽−− 2LiS3 (2.6)

The first three reactions are electrochemical reactions and the last two are chemical reactions.

Electrochemical equilibria are affected by both the potential and the concentrations while

the chemical equilibria are affected by concentrations. The DFT calculated energetics are
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∆G◦ of reactions and the ∆G which considers the potential and concentration can be linked

as (taking the second equilibrium of Li2S8 to Li2S4 as example):

∆G = ∆G◦ + 2eULi/Li+ + kbT
[Li2S4]

2

[Li2S8]
(2.7)

At each specific U, we have 6 unknown concentrations: the ones of S8, Li2S8, Li2S6, Li2S4,

Li2S2 and LiS3. The aforementioned 5 chemical equilibria provide 5 constraints and the last

constraint comes from the conservation of amount of S:

[S8] + [Li2S8] +
3

4
[Li2S6] +

1

2
[Li2S4] +

1

8
[Li2S] +

3

8
[LiS3] = [S8]initial (2.8)

We use the experimental concentration of [S8]initial as 0.054 M and this set of equilibria is

solved numerically using the fsolve function of the scipy package.

It is worth mentioning we use a ∆G
◦

Li2S4,effective
which contains the thermodynamic part

and kinetic activation barrier: ∆G
◦

Li2S4,effective
= ∆GLi2S4 + Ea, as the work of Peng et al.

shows that the barriers become larger and hence more important in the later stage in the

SRR process.

For the N,S-HGF system, the ∆G◦ of the reactions are: -2.34 eV, -2.16 eV, -2.03 eV,

-0.16 eV and 0.21 eV, respectively. ∆G
◦

Li2S4,effective
is the best calculated output poten-

tial of the N,S-codoped sites for the multistep reactions: Uoutput=2.18 V, corresponding to

∆G
◦

Li2S4,effective
=-2.18 eV. For Ea, the experimental barrier of the N,S-codoped HGF system,

0.15 eV, is taken from the work of Peng et al.

For the HGF system, the only difference is ∆G
◦

Li2S4,effective
= −1.86eV as the thermo-

dynamic part is the best calculated output potential of the nondoped sites for the multistep

reactions: Uoutput=2.11 V, corresponding to ∆G
◦

Li2S4,effective
=-2.11 eV. For Ea, the experi-

mental barrier of the nondoped HGF system, 0.25 eV, is taken from the work of Peng et

al.

2.2.4 Raman Spectra Simulation

The Raman cross section was calculated within the double harmonic approximation based

on the micro-solvated structures. For lithium polysulfides (Li2S8, Li2S6, Li2S4, and LiS3.),
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we consider the freedom on the LixSy part, i.e., we calculate the vibrational modes by a

direct diagonalization of the dynamical matrix considering the perturbation on the LixSy

atoms. Two different displacements are performed on each of the x, y, and z coordinates.

Then the derivative of the polarizability with respect to the normal mode is calculated to

get the Raman cross section:

IRaman = 45α′2 + 7β′2 (2.9)

where

α′ =
1

3
(α̃xx + α̃yy + α̃zz) (2.10)

β′ =
1

2
((α̃xx− tildeαyy)2 +(α̃yy− tildeαzz)2 +(α̃zz− tildeαxx)2 +6(α̃xy + α̃yz + α̃zx)

2) (2.11)

and the α̃ is the polarizability tensor.

2.3 Results and Discussion

2.3.1 Catalytic Activity Origin

To better understand the fundamental origins of the SRR catalytic activity of the heteroatom-

doped HGFs, we first look at how heteroatom doping affects the catalytic activity, using the

the PBE functional with the dDsC Van der Waals correction. Most of the state-of-the-art

theoretical understanding are focusing on how strong the adsorption of the LiPS intermedi-

ates is on the sulfur hosts brought by the conventional trapping strategy, but It is generally

believed that moderate adsorption (not too strong or too weak) of the adsorbate on the cat-

alytic sites is the key prerequisite for an efficient electrocatalyst. Therefore, an excessively

strong adsorption energy in the conventional trapping strategy does not explain the origin

of the improved activity.

The fundamental SRR process for the catalysts involves a series of reduction reactions

that progress from S8 ring molecules to the final product of Li2S: S8→ Li2S8→ Li2S6→ Li2S4

→ Li2S2 → Li2S. As inspired by the research on heteroatom-doped carbon materials for the

oxygen reduction reaction, the carbon atoms adjacent to the heteroatoms are the preferential
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binding sites for the sulfur intermediates rather than the heteroatoms themselves due to the

charge redistribution induced by the heteroatom doping. The carbon atoms adjacent to the

heteroatoms therefore provide the optimal adsorption sites and are the most probable active

sites for the catalytic SRR process.

As the final two-electron step of the reaction (Li2S2 + 2Li+2e− → 2Li2S) represents the

rate-determining step, we focus our calculations on the modeling of this part. We assumed

that the conversion of Li2S2 to Li2S involves the formation of a LiS radical intermediate,

which is solvated by the 1,3-dioxolane (DOL) solvent and interacts with the catalytic active

site. The microsolvated LiS intermediate interacting with the active site (*) is denoted as

3DOL-LiS*, as expressed in the following equations:

3DOL+ Li2S2 + Li+ + e− + ∗ → 3DOL− LiS ∗+Li2S (2.12)

3DOL− LiS ∗+Li+ + e− + ∗ → Li2S + ∗+ 3DOL (2.13)

According to Eq. 2.12 and 2.13 , the adsorption Gibbs free energy of LiS*, ∆G(LiS∗), on

the active sites can be expressed in Eq. 2.14 and the Gibbs free energy (∆G) of the final

two steps can be written as a function of ∆G(LiS∗):

∆G(LiS∗) = G(3DOL− LiS∗) +G(Li2S)−G(∗)− 3G(DOL)−G(Li2S2)−G(Li+ + e−)

(2.14)

∆G1 = ∆G(LiS∗) (2.15)

∆G2 = −∆G(LiS∗) + 2G(Li2S)2G(Li+ + e−)−G(Li2S2) (2.16)

The catalytic activity is closely related to the thermodynamic overpotential for the Li2S2 to

Li2S conversion reaction, which appears in a volcano plot as a function of ∆G(LiS∗) when

catalyzed at different catalytic sites, with special sites reaching the optimal value. ∆G(LiS∗)

for carbon atoms on the basal plane of graphene are in the region of weak adsorption, which is

because the distortion of C-C bonds induced by the carbon hybridization change from sp2 to
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sp3 requires too much energy that cannot be compensated by C-S bond formation during the

catalytic SRR process. The edge carbon atoms, however, provide the opportunity to show

reasonable adsorption energy as the distortion is much easier. In this regard, the carbon

atoms located at the armchair edge, zigzag edge and inner defect edge were considered as

various active sites to analyze the adsorption energy and the catalytic activity, as shown in

Fig. 2.5. We have performed test calculations on carbon atoms of the basal plane and found

the adsorption energy to be too weak.

Governed by the Sabatier principle, the relationship between the overpotential and the

adsorption energy displays a volcano shape, as shown in Fig. 2.5, where several edge carbon

sites on the N,S-HGF catalyst and on the N-HGF, S-HGF and HGF catalyst models are

compared. For the structures on the left leg of the volcano plot, step 2 is the potential

limiting step, whereas on the right side of the volcano, the potential is limited by reaction

step 1. Perfect non-doped graphene presents sites that bind LiS either too strongly (such

as on the zigzag edge, ∼3.00 eV) or too weakly (such as on the armchair edge, ∼1.73

eV) and they are therefore intrinsically bad catalytic sites. As for the inner defective non-

doped HGF, the edge carbon atoms show a hybrid geometry between armchair and zigzag

edges. This structure results in a favorable adsorption energy of ∼2.14 eV, presenting a good

compromise of LiS binding and consequently a low overpotential. Moreover, N,S dual-doping

further provides finer tuning, pushing the N,S-HGF system almost at the top of the volcano

plot and further decreasing the overpotential to a negligible value.
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Figure 2.5: The activity origin of the heteroatom-doped HGFs on SRR. (a) Atomic struc-

tures showing the interaction between three representative active sites in N,S-HGF with the

microsolvated LiS radical adsorbates. (b) A volcano plot linking the overpotential for the

final step to the adsorption energies of the LiS radical intermediate on different active sites

(triangles, squares and circles represent the active sites at different armchair, zigzag and

inner defect edges, respectively). (c) p-band center shift and modification of the pDOS of

the catalytic carbon atoms induced by nitrogen and sulfur dual-doping: non-doped HGF

(top) and N,S-HGF (bottom). EF denotes the Fermi level. (d) The relation between the

p-band center and LiS adsorption energy at different active carbons. The purple dashed line

represents the adsorption energy associated with the top of the volcano in (b). The data

points labelled A, D, Z in (b) and (d) correspond to the representative structures shown in

(a).
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To unravel the origin of the high catalytic SRR activity, we considered the doping process

as an approach to engineering the p-orbital of the catalytic sites and thereby the catalytic

performance, as shown in Fig. 2.5 (c). Inspired by d-band center theory for metallic cat-

alysts, we used the p-band center for the density of states projected on the active carbon

as a descriptor of the electronic structure of the heteroatom-doped catalysts and found a

relationship with the adsorption energy of LiS. Before adsorption, the valence p-band in the

projected density of states (pDOS) of the sulfur atom in the LiS radical shows an isolated

feature. After adsorption on the catalysts, a considerable change to the pDOS shape of the

valence p-band arises from the bonding with the p-orbital of the catalytic carbon atoms.

The bonding strength, according to classical bonding theory, is related to the energy gap

between these bonding orbitals: as the p-orbital of sulfur atom in LiS radical can be consid-

ered at constant position, tuning the position of the p-orbital of catalytic carbon atoms to

manipulate the adsorption can be achieved by heteroatom doping.

2.3.2 Reaction Network in SRR

The previous results show that heteroatom doping is an effective strategy to improve the

catalyst performance by tuning the p-band center and hence the adsorption energy of the

material. We then move to the modeling of the complete 16-electron process. The overall

energetic description becomes more important here, and the SCAN functional is used as the

benchmark calculations show that the SCAN functional provides a better overall energetic

and geometry description, as shown in appendix A.1. The SRR reaction network starts with

the conversion from the S8 molecule to the Li2S8 molecule, giving the highest calculated

output potential among all the steps, 2.34 V (Fig. 2.6 (d)). The further conversion of the

Li2S8 molecule involves multiple possible branches: in a 2 e- process, it can be converted into

(1) one Li2S molecule paired with one Li2S7 molecule, (2) one Li2S2 molecule paired with

one Li2S6 molecule, (3) one Li2S3 molecule paired with one Li2S5 molecule, or (4) two Li2S4

molecules. The calculated energetics shows that the Li2S4 pathway is the most exergonic

and hence favored one, yielding an output potential of 2.16 V.
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Figure 2.6: Charge analysis and reaction network for the sulfur reduction reaction. (a)

Experimental CV curve with the charge integration results, separated into three regions with

a ratio as 3.02:1.04:11.84 from high potential to low potential. (b) Simulated CV curve with

the charge integration results, separated into three regions with a ratio as 2.66:1.28:12.05. (c)

Simulated voltage dependent concentrations of the major species considered: S8, Li2S8, Li2S6,

Li2S4, Li2S and LiS3·. The concentrations are normalized according to the sulfur amount.

(d) The dominant reaction mechanism suggested by DFT energetics: S8→ Li2S8→ 2Li2S4→

8Li2S (Li2S8+Li2S4↔ 2Li2S6↔ 4LiS3·) where the chemical part is in parentheses. Solid green

and dotted red lines indicate major and minor electrochemical reactions, respectively. Blue

lines indicate chemical reactions. Major products are labelled with green and blue boxes,

corresponding to electrochemical and chemical origin. Thermodynamic output potentials are

denoted for major electrochemical reactions. The catalytic site dependent output potentials

for Li2S4 to Li2S are detailed in Fig. 2.9.

As the experimentally observed plateau might be originated from the delayed electro-
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chemical conversion of disproportionation or back-disproportionation products, we checked

the possibilities starting with one Li2S8 molecule and one Li2S4 molecule, or two Li2S4

molecules, and found that the reaction Li2S8+Li2S4→2Li2S6 is the only exergonic one, with

a reaction Gibbs free energy of -0.16 eV. We further checked the disproportionation reaction

with either Li2S8 and Li2S6 molecules, or Li2S4 and Li2S6 molecules, but in both cases the

reactions were found to be endergonic. These results suggest that Li2S6 formation by dispro-

portionation of Li2S4 and Li2S8 is the only chemical elementary step that competes with the

network of electrochemical reaction, and that further disproportionation is not significant.

We also considered the equilibrium between LiS3· and Li2S6, as LiS3· has been observed

previously and widely suggested as an important intermediate species in SRR13,17,39,40.

This reaction was found to be endergonic, 0.21 eV, in the direction forming LiS3·, indicating

that the concentration of LiS3· will be relatively small during the reaction process. Combin-

ing the aforementioned balances (Fig. 2.6 (d)), with the effects of voltages as described in

section 2.2.3, the potential dependent concentrations of different polysulfides were simulated,

giving a sequence of dominant LiPS species as S8, Li2S8, Li2S6(↔LiS3·), Li2S4, Li2S with

reducing potential (Fig. 2.6 (c)). The simulated CV curve was further derived from the

simulated concentrations, giving the charge ratio as 12.05:1.28:2.66, in the green, yellow and

orange zones of Fig. 2.6 (b), respectively, which matches well with the experimental ratio in

Fig. 2.6 (a), 3.02:1.04:11.84. Although Li2S6 appears right after Li2S8, it is not formed by

electrochemical reduction of Li2S8. Instead, a fraction of Li2S8 (∼1/3) is electrochemically

transformed into Li2S4, providing a fractional amount of charge in the orange region of Fig.

2.6 (a) and (b) (∼2/3 e), while the rest is involved in the disproportionation with the pro-

duced Li2S4 to yield a large concentration of Li2S6 at ∼2.25 V. Note that the exergonic nature

of the Li2S8+Li2S4→2Li2S6 disproportionation provides additional driving force to initiate

the electrochemical reduction of Li2S8 to Li2S4 at a potential higher (∼2.35 V) than its

equilibrium (2.16 V). At lower potential, in the yellow zone, where electrochemical reduction

of Li2S8 to Li2S4 becomes exergonic, the disproportionation reaction operates backwards to

produce Li2S4 and Li2S8 (2Li2S6→Li2S8+Li2S4), in which Li2S8 is electrochemically reduced
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to Li2S4 to result in the charge plateau seen in the yellow region. We have considered the

direct reduction of Li2S6 to Li2S4, Li2S3 or other lower order polysulfides, and found these

reactions cannot occur at a potential higher than 1.89 V, and therefore the back dispropor-

tionation reaction is the only viable path. At even lower potential in the green zone, Li2S4 is

eventually reduced in Li2S, involving the extra 12 electrons of the electrochemical reduction

reaction. This multi-electron step will be further discussed below.

To validate the proposed mechanism, we further compare the voltage dependent concen-

trations to the ones derived from in situ Raman spectroscopy. The in situ Raman spectra

were taken along with a discharge CV scan. The real-time CV curve, along with the voltage

dependent in situ Raman spectra are shown in Fig. 2.7 (a) and (b), respectively. In the

beginning of the SRR process, the existence of elemental sulfur is confirmed by the typical

S8 peaks at 150 cm-1, 218 cm-1 and 470 cm-1. With reducing potential, S8 signals gradually

decrease and completely disappear at ∼2.40 V, accompanied by the emergence of the Li2S8

signal at 441 cm-1. This 441 cm-1 peak then starts shifting to 452 cm-1 at 2.38 V, indicat-

ing the appearance of Li2S6. As we discussed in the computation section, this occurs by

electrochemical transformation of Li2S8 to Li2S4 and the rapid disproportionation between

the formed Li2S4 and the remaining Li2S8 to form Li2S6. Soon after the emergence of Li2S6,

the Li2S4 peak at 200 cm-1 appears at 2.36 V. The Li2S8 peak at 441 cm-1 largely disappear

at 2.24 V, while the Li2S6 peak at 452 cm-1 reaches its maximum, marking the depletion

of Li2S8 while Li2S6 reaches its highest intensity. Subsequently, the Li2S6 peak at 452 cm-1

starts to decrease and disappears at 2.01 V. The disappearance of Li2S4 happens at a similar

voltage, ca 2.01 V, indicating the conversion from Li2S4 to Li2Sx(x=1,2,3) (see Fig. 2.9 for

more details). The peak of LiS3· radical at 533 cm-1 coexists within the voltage range of 2.42

V to 2.01 V, originating from the chain split of Li2S6. The DFT calculated frequencies match

well with the experimental observations (S8: 150 cm-1, 230 cm-1, and 490 cm-1; Li2S8: 440

cm-1; Li2S6: 471 cm-1; Li2S4: 198 cm-1; LiS3·: 541 cm-1). The detailed intensity of simulated

Raman spectroscopy can be found in the appendix A.5.

The voltage dependent concentration of each LiPS was derived from the peak intensity
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and the results are shown in Fig. 2.7 (c) (left panel), with a comparison to the computational

results shown in Fig. 2.7 (c) (right panel). The concentration is normalized with respect

to the highest concentration of each species. The experimental and computational results

give the same apparent polysulfide concentration evolution sequence Li2S8, Li2S6(↔LiS3·),

Li2S4 with decreasing potential with comparable peak positions. It is interesting to note that

Li2S6(↔LiS3·) and Li2S4 are roughly depleted at a rather similar potential, suggesting the

dynamic balance between these two species through the back-and-forth disproportionation

reactions discussed above.

We also note that experimental peak for Li2S4 appeared at a slightly higher potential

value (by 0.12 V) than the theory prediction. Two factors may contribute to such difference

between experiments and theory: (1) Only thermodynamics was considered in the simulated

voltage dependent equilibrium concentration, while the formation of Li2S6 could be slow due

to kinetics and diffusion barriers, and thus Li2S4 accumulation may start at a slightly higher

voltage. The earlier accumulation of Li2S4 compared to purely thermodynamically predicted

value further validates the Li2S6 is originated from the disproportionation reaction; (2) due to

limited solubility in the DOL/DME solvent, Li2S4 may get saturated during the SRR process

in the high concentration limit (as also indicated by the concentration plateau at ∼2.15-

2.25 V). Such a saturation behavior at high concentration limit could boost the apparent

signal at low concentration limit and lead to an earlier onset. As shown in appendix A.3,

a plateau beginning at ∼2.20 V is achieved for simulated concentration after applying the

solubility constraint, matching well with the experimental peak. In summary, in situ Raman

spectroscopy provides a semi quantitative polysulfide tracking, with the excellent agreement

between spectroscopic feature evolution and computed values validating the SRR molecular

pathway obtained by theory: S8→ Li2S8 → 2Li2S4 (Li2S8+Li2S4 ↔ 2Li2S6↔ 4LiS3·) →

8Li2S.
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Figure 2.7: In situ Raman results during discharge with the N,S-HGF catalytic electrode.

(a) (b) The CV profile (a) and the corresponding experimental in situ Raman spectra (b),

where the same color indicates the same voltage. Characteristic peaks used to quantify the

intermediates are marked with correspondingly colored shades. Small labels with darker

color indicate the computed frequency values. (c) The comparison between potential depen-

dent experimental concentrations (left panel) derived from In situ Raman spectra (b) and

simulated concentrations from DFT (right panel). Each species is normalized with respective

to its highest concentration.
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2.3.3 Role of Catalysis in SRR

To better understand the influence of electrocatalysts on the complex reaction network,

we also investigated the non-doped HGF, as a less active catalytic system compared to

the N,S-HGF. Similar to the N,S-HGF system, a systematic analysis of the peak intensity

of the in situ Raman spectra at different discharge potentials give the voltage dependent

concentrations for each polysulfide in HGF electrode. Overall, the HGF electrode shows a

similar polysulfide evolution sequence Li2S8 → Li2S6 → Li2S4, but with different voltage

range for each species (Fig. 2.8).

In particular, the first step of discharge at high potential are only weakly affected by two

different catalysts, the peak center for Li2S8 being almost unchanged between HGF (2.35

V) and N,S-HGF (2.33 V). Transformation of Li2S6 is delayed, with an average peak value

at 2.17 V with HGF (compared to 2.23 V in N,S-HGF) and with a disappearance at 1.80 V

with HGF (compared to 2.01 V in N,S-HGF). A similar delay is seen for Li2S8, from higher

overpotential in the later steps, with an average peak value at 2.18 V with HGF (compared

to 2.21 V in N,S-HGF) and with a disappearance at 1.94 V with HGF (compared to 2.01

V in N,S-HGF). The delayed disappearance of Li2S8 and Li2S6 until a much lower potential

with non-doped HGF electrodes implies a more sluggish conversion kinetics to lower-order

polysulfide, which could also lead to a more severe shuttling problem in the Li-S battery. The

exothermic chemical disproportionation (Li2S8+Li2S4 ↔ 2Li2S6) favors the accumulation of

Li2S6 rather than Li2S8 or Li2S8 in the electrolyte, explaining why the depletion of Li2S8

occurs earlier than that of Li2S6.
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Figure 2.8: Comparison of different catalysts in SRR reactions. (a) (d) Experimental CV

curves taken during in situ Raman spectroscopy for N,S-HGF (a) and HGF (d). (b) (e)

Voltage dependent concentration for each polysulfide species in N,S-HGF (b) and HGF (e)

derived from experimental in situ Raman spectra. (c) (f) Simulated voltage dependent

concentration for each polysulfide species in N,S-HGF (c) and HGF (f). Each species is

normalized with respect to its highest concentration.

Our calculations described above indicate that there is no favorable path for direct elec-

trochemical reduction of Li2S6 to lower order LiPSs in the potential regime above 1.89 V.
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Instead, it relies on the back disproportionation reaction to convert back to Li2S8 and Li2S4

for further reduction. However, the back disproportionation reaction (2Li2S6↔ Li2S8+Li2S4)

is thermodynamically unfavorable and relies on the rapid depletion of Li2S4 to drive this re-

action forward. In this case, a slower conversion kinetics of Li2S4 could seriously delay the

conversion and reduction of Li2S6 until a much lower potential regime (<1.89 V), where a

direct electrochemical reduction of Li2S6 may also start to occur. Overall, such slower con-

version kinetics results in an accumulation of Li2S6 in a wider potential range and leads to

a more severe PS shuttling problem.

To understand the distinct potential range of these two systems, we further investigated

the reaction pathways of the second stage, i.e., the conversion from Li2S4 to Li2S. The reaction

network is complicated when considering all the possible 2e-, 4e-, and 6e- steps starting from

Li2S2 (Fig. 2.9) and we examined a total of 12 different reaction pathways in the second

stage, in the presence of various catalyst models: armchair edge of graphene, zigzag edge and

inner defects in graphene plane with various doping situation (non-doped, S-doped, N-doped,

and N,S-doped). Two pathways were found to give the largest output potential among the

different catalytic sites: (1) one 4e- step: Li2S4 + 4Li+ + 4e− → Li2S2 + 2Li2S, followed

by one 2e- step: Li2S2 + 2Li+ + 2e− → 2Li2S (Fig. 2.9 (c)); (2) a pathway consisting of

one 6e- step, i.e., at least one radical species is adsorbed on the surface during the reduction

process: Li2S4 + 6Li+ + 6e− → 4Li2S (Fig. 2.9 (d)). We included the N and S single doped

sites as these are present in the N,S-HGF as well. The results clearly show that in both

pathways, the largest output potential obtained by N,S-codoped sites, 2.18V, is larger than

the largest output potential given by non-doped sites: 2.10 V, in line with the experimental

results showing superior performance of N,S-HGF catalyst.

Interestingly, among the models we considered, the inner defected models, shown as

filled circles in Fig. 2.9 (c) and Fig. 2.9 (d), appear closest to the top of the volcano plot.

These results confirm hetereoatom doping and defect engineering in holey graphene as two

effective approaches to improve the electrocatalysts. It is worth mentioning that conversion

from LiS to Li2S solid is the potential limiting step for most of the sites with relatively
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large output potentials (¿2.1 V), while one site has the adsorption of LiS as the potential

limiting step. This indicates that the potential limiting step is the final conversion from

Li2S2 to Li2S, in line with the experimental observation where the finals steps were found

to give the largest overpotential. As a result, the LiS adsorption energy can be used as

a descriptor to classify the output potentials of all the various sites. Moreover, a smaller

output potential in the second stage has far-reaching effects: the sluggish conversion of

Li2S4 to lower order polysulfides could considerably retard the already thermodynamically

unfavorable back disproportionation reaction (2Li2S6 ↔ Li2S8+Li2S4) that is necessary for

further reduction of Li2S6, thus leading to an undesirable accumulation of high order LiPS

species that can worsen the PS shuttling problem.

In line with the experimental results, the simulated potential dependent concentrations

for the HGF electrode show more sluggish conversion, i.e., lower disappearing potentials,

for Li2S4 and Li2S6 species, 1.85 V and 2.0 V as shown in HGF compared to 2.0 V and

2.05 V for the N,S-HGF system (Fig. 2.8). The simulation of HGF and N,S-HGF effective

output potential only differs significantly in the second stage, largely comparable to the

experimental results. Such a close correlation between the experiments and theory further

validates the electrocatalytic strategy to tackle the PS shuttling in Li-S batteries. A better

electrocatalyst that can accelerate the polysulfide cannot not only produce a larger output

potential, but also significantly reduce the potential range that the LiPSs could appear and

effectively mitigate the PS shuttling effect.
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Figure 2.9: Simulated site-specific output potential of the Li2S4 to Li2S conversion. (a)

Different possible combinations of 2e-, 4e-, and 6e- steps considered for second stage of SRR,

the conversion of Li2S4 to Li2S. Green, red, and blue lines indicate 2e-, 4e-, and 6e- steps,

respectively. (b) (c) Simulated multistep output potential from Li2S4 to Li2S for the two

pathways with largest output potentials considering different catalytic electrode models:

armchair edge (A, triangles), zigzag edge models (Z, squares), and inner defect models (D,

filled circles). Four types of dopants are considered: non-doped (black), S (green), N (blue)

and N,S (red).

2.4 Conclusion

In summary, we have conducted a systematic investigation of the SRR mechanism. We

show that the defect engineering and the heteroatom doping are two strategies to tune the

p-band center of the adsorption sites, which are the edge C atoms, and hence the adsorption

energy of the intermediates. Consequently, the optimal intermediate adsorption energy of the
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heteroatom doped HGF leads to the decrease of the overpotential and the improved battery

performance. DFT calculations were further used to explore the complex reaction network

for 16-electron SRR process, revealing two stages separated by the central Li2S4 intermediate,

in line with experimental CV observations. Moreover, Combining the DFT calculations with

in situ Raman spectroscopy, we demonstrate that Li2S4 and Li2S6 represents the dominant

intermediates, in which Li2S6 is generated by the disproportionation reaction between Li2S8

and Li2S4 and doesn’t directly participate in electrochemical reactions, but contributes to

the shuttling problem due to its high solubility and energy favoring its accumulation in the

electrolyte. It is found that the optimized N,S-HGF catalytic electrode, benefitting from

smaller overpotential, considerably accelerates the conversion of high order LiPSs, leading

to faster depletion of soluble LiPSs at higher potential regime, hence mitigating the PS

shuttling effect and boosting the output potential. Insights achieved here can be applied

to other systems beyond the heteroatom-doped HGF model system described in current

study, including other potential SRR electrocatalysts, including single transition metal atom

catalysts, metal oxides or metal sulfides. A central strategy is to search for the electrocatalyst

that reduces the overpotential, especially in the second stage.
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CHAPTER 3

Atomic Environments in N-containing Graphitic

Carbon Probed by First-principle Calculations and

Solid-State Nuclear Magnetic Resonance

3.1 Introduction

Nitrogen-doped graphenes have emerged as an important class of materials due to their at-

tractive electronic properties with applications as electrodes[82, 83], electrocatalysts[84, 85]

and catalyst supports[86]. Typical N doping of graphene, however, provides a mix of differ-

ent local N structures where the simplest species[87] are pyrrolic, pyridinic, and graphitic

nitrogen. Materials with high extents of doping are desired, and present a large range of

lateral assembly and interactions among these three basic types of N centers. In order to es-

tablish tentative perfomance-structure relations, numerous efforts have been made to detect

the local environments of N-doped graphene via tools including Raman spectroscopy[88], X-

ray photoelectron spectroscopy[82, 89] (XPS), scanning tunneling microscopy[88, 90] (STM),

and nuclear magnetic resonance[91] (NMR) spectroscopy. However, Raman spectroscopy can

provide only limited insights into the detailed local structure of N atoms since distributions

of various local moieties are present, which limit the resolution. XPS, in principle, is sensi-

tive to the local bonding near surfaces, but the slight differences in binding energies are hard

to accurately simulate and interpret, especially since the resolution is low.[82, 89]. STM

provides high resolution images of local structures, but the sampling of the various sites is

challenging. Two-dimensional (2D) solid-state NMR (ssNMR), benefitting from advances in

sensitivity and resolution in the recent years[92], is a promising tool to cast light onto the
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atomic-scale structure of these materials and is particularly amenable to combined analyses

with first-principles calculations.

Although solid-state NMR has been utilized to determine the local structures of different

periodic carbon materials[93, 91], theoretical predictions of NMR spectral features from ab

initio calculations are generally scarce, limiting the accuracy in the interpretation of the

spectra in terms of local structures. Such predictions had been limited to finite systems

until Mauri et al. extended the theory to periodic systems[94]. Mauri et al. later made

improvements to account for the translational invariance when the projector augmented

wave (PAW) method is used; this is known as the gauge including projector augmented

wave (GIPAW) approach[95, 96]. The GIPAW method has been utilized in various systems

to represent the influences of structural variations on NMR signals[97, 98, 99, 100].

Periodic models are important to representing the variations in NMR chemical shifts,

especially for systems with delocalized wavefunctions. Thonhauser et al. investigated both

finite and periodic carbon systems and showed that a relatively large finite system, coronene,

is still different from a periodic model[101]. Results of Özcan et al.[102] also showed in the

case of graphene that for cluster models, five to six concentric hexagonal shells, i.e., 150

to 216 C atoms in the model, are needed to achieve a converged 13C chemical shifts on

center C atoms at the level of 5 ppm, in line with the results of Vähäkangas et al.[103] The

results of Skachkov et al.[104] and de Souza et al. [105] are achieved using periodic graphene

models, although the reported 13C chemical shifts are different from the value reported by

Thonhasuer (roughly by 10 ppm). Instead, results of Skachkov et al.[104] and de Souza et

al. [105] match better with the value obtained by Casabianca[106] using a cluster model.

Moreover, none of these studies investigated the effect of N-heteroatoms. For the N-doped

graphene system, to the best of our knowledge, the only relevant work has been done by

Zhang et al. using cluster models[107] and there is no study done using periodic models.

In this work, density functional theory (DFT)-based first-principles calculations are per-

formed on periodic N-doped graphene models to simulate a 2D 13C-15N heteronuclear mul-

tiple quantum coherence (HMQC) spectrum, in order to understand the relation between
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local structure and 13C or 15N chemical shifts. Results are compared to a experimental 2D

NMR spectra and allow a more detailed interpretation of it. Various local structures with

a mix of multiple basic N species are modeled to provide insights into the structure-related

broadening, which can be further decomposed into (1) standalone geometry effects, and (2)

influences of additional proximate N atoms. The influence of a small amount of adsorbed wa-

ter is modeled by adding explicitly water molecules to reflect the experimental measurement

condition. In order to better understand the link between local structure and chemical shift,

the relationships between local structure, atomic charge and chemical shifts are discussed,

enabling a more detailed understanding of the influence of N doping motifs on the electronic

structure. These results open the rational design of N-doped carbon materials with desired

electronic properties to improve electrochemical performance.

3.2 Methods

3.2.1 Computational Setup

The Vienna Ab initio Simulation Package[76] (VASP) was used for calculations. The

Perdew–Burke-Ernzerhof[31] (PBE) exchange correlation functional at the generalized gra-

dient approximation (GGA) level is used. The density-dependent dispersion correction

(dDsC)[77, 78] Van der Waals correction was applied for all structures. Three different

sets of graphene structures were used: a hexagonal terrace model which consists of 72 C

atoms (6×6 supercell), an armchair edge model which consists of 66 C atoms and 12 H

atoms (before substitution with N), and a zigzag edge model consisting of 40 C atoms and 8

H atoms. The vacuum in the z-axis was set to 20 Å. For the armchair/zigzag ribbon model,

the in plane vacuum between the ribbons was at least 15 Å. For geometry optimizations, a

Monkhorst-Pack 3×3×1 k-point mesh was used for terrace model, 1×3×1 for armchair and

3×1×1 for zigzag. For NMR calculation, a 5×5×1 k-point mesh was used for terrace model,

1×7×1 for armchair and 7×1×1 for zigzag. The test for the convergence of the chemical

shifts in non-doped models with respect to the k-points mesh is shown in appendix B Table
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B.1, and convergence to the level of 1-2 ppm was achieved.

All the calculations were developed on a basis set of plane waves. A Gaussian smearing

with sigma value of 0.1 eV was used through all calculations. For energy calculations, a cutoff

energy for the plane wave basis set at 500 eV and an electronic step convergence criterion

of 10-6 eV were used. For geometry optimizations, forces were optimized to 0.02 eV/Å. For

NMR calculations, a cutoff energy for the plane wave basis set at 600 eV and an electronic

step convergence criterion of 10-10 eV were set for most cases due to the requirement of such

calculations. For some models (a full list can be found in appendix B.2) that do not converge

under this criterion, electronic step convergence criterion may be loosened to at most 10-7 eV

and it has been tested on the graphitic N system that the influence on the calculated NMR

chemical shifts is only up to 0.01 ppm, as shown in appendix B Fig. B.1. The variation

of the chemical shifts of non-doped models with respect to the cutoff energy is shown in

appendix B Table B.2, and convergence to the level of 1 ppm was achieved for a value of 600

eV. The accurate precision setting was always used. Default values are used for the order

of the stencils used to calculate the magnetic susceptibility and the step size for the finite

difference k-space derivative, corresponding to equations 38, 40, and 47 in the work of Yates

et al.[96].

VASP outputs the chemical shift tensor following the convention δ11 > δ22 > δ33 and the

isotropic shift is calculated as[108]:

δiso =
δ11 + δ22 + δ33

3
(3.1)

The output values without core contribution were used as this will only lead to negligible

difference of smaller than 0.001 ppm, as shown in appendix B Table B.3. We used the values

without the G=0 contribution since the G=0 contribution is not a bulk property and is

affected by the surface currents that appear on the surface of the sample[95]. VASP assumes

a spherical shape for the G=0 contribution[95], which may not be the case for the N-doped

graphene sample. More details can be found in appendix B.5. The conversion to a value

that is amenable to experimental measurement and comparison was done via[104, 105, 101]:

δ = δsystem,calc − δref,calc + δref,exp (3.2)
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The reference system here is chosen as α glycine for 13C, 15N and 1H. The experimental

values used are 33.4 ppm for δref,exp,N , 172.7 ppm for δref,exp,C and 3.54 ppm for δref,exp,H .

It is worth mentioning that the δref,exp,H is an average chemical shift value of three H atoms

in the NH3 group of glycine[100]. Note that the reference values for the 13C, 15N, and 1H

isotropic chemical shifts are consistent relative to commonly used standards: tetramethyl-

silane (TMS) as 0 ppm for 13C and 1H and liquid ammonia as 0 ppm[109] for 15N. The

CHARGEMOL package is used to calculate the Density Derived Electrostatic and Chemical

(DDEC6) charge[110, 111] based on VASP charge density.

For the construction of 2D 13C-15N spectra, we consider the first neighbor C-N pairs

since the experimental dipole-mediated 2D NMR spectrum depicts signal intensity that is

proportional to r-3, where r is the distance between the two nuclei[112, 113]. For pristine

graphene, the second neighbor distance in the network is 1.73 times the first neighbor dis-

tance. This ratio is maintained after geometry optimizations in graphitic N and pyridinic

N models, whereas in pyrrolic N models, the ratio is found to be 1.54. As the result, the

2D NMR signal intensity from a second neighbor will be only roughly one fifth compared to

the signal strength arising from a first neighbor in graphitic or pyridinic N models, and one

fourth in pyrrolic N models.

3.2.2 Experimental Setup

Experimentally, a mesoporous N-carbon material containing 16 atom% N was synthesized

from a 1:3 molar ratio of cyclohexanehexone octahydrate and uniformly 13C,15N-enriched

urea, with the synthesis reported by Fechler et al.[114] Nuclear enrichment made solid-state

NMR characterization of the N-carbons possible. 13C and 15N chemical shifts were referenced

to their respective values in uniformly 13C,15N-enriched glycine powder, using the same values

as mentioned in the computational settings. The carbon materials were diluted with KBr

at a sample:KBr ratio of 1:3 w/w before being loaded into the MAS rotor. The KBr served

as both an internal temperature probe[115] and to reduce undesirable sample heating that

may arise from rapid rotation of conductive samples in the high magnetic field required for
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the NMR measurements[116].

Solid-state two-dimensional (2D) 13C-15N heteronuclear multiple quantum coherence

(HMQC) experiments were used to correlate 13C and 15N isotropic chemical shifts of 13C

and 15N nuclei that are dipole-dipole-coupled through space. A schematic diagram of the 2D

NMR pulse sequence is provided as appendix B Fig. B.2 (a). Briefly, the solid-state dipolar-

mediated 13C-15N HQMC NMR spectrum was acquired using the SR41
2 sequence to filter

polarization transfer from 13C to 15N (for indirect detection) and back to the 13C (for direct

detection). These experiments were performed with 100 kHz 1H decoupling, using zirconia

rotors, Vespel caps, and under 8 kHz MAS on a Bruker AVANCE II HD 400 DNP-NMR

spectrometer with a 9.4 T superconducting magnet operating at 400.20, 100.64, and 40.56

MHz for 1H, 13C, and 15N nuclei, respectively, and equipped with a variable-temperature 3.2

mm HXY MAS probehead. SR41
2 was used as the dipolar recoupling scheme according to

Hu et al.[117] Heteronuclear 13C-15N dipole-dipole couplings scale with respect to the cube

of the distance separating two nuclear spins[112, 113], making these measurements sensitive

principally to 13C and 15N nuclei that are covalently bonded directly, or to a lesser extent,

by weak next-nearest neighbor interactions. The latter contribute negligibly to the overall

measured signal intensity as consequence of the short 13C-15N recoupling times used here

(0.6 ms, sensitive out to 2–3 bond distances),[118] but preferentially detect dipolar-coupled

nuclei over shorter (1-2 bond) distances. The 2D dipole-mediated 13C-15N HMQC NMR

spectrum[119] was acquired using 1024 transients, with 32 t1 increments in the indirect di-

mension in STATES-TPPI acquisition mode. Recycle times of 10 s (corresponding to 1.3 T1

of 15N nuclei) were used for maximum signal sensitivity. Low-temperature conditions were

used to improve NMR signal sensitivity through enhanced polarization from the Boltzmann

distribution and to mitigate the influences of rapid nuclear spin relaxation effects. The tem-

perature measured in the MAS gas stream nearest to the stator was 95 K, and the actual

sample temperature was estimated from 79Br T1 relaxation measurements to be ca. 99 K.

Similarly, 2D 15N-1H heteronuclear correlation (HETCOR)-MAS experiments were used

to correlate 1H and 15N isotropic chemical shifts of 1H and 15N nuclear spin pairs that
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are dipole-dipole-coupled through space over sub-nanometer distances and corroborate the

assignment of pyrrolic N. A schematic diagram of the 2D NMR pulse sequence is provided

as appendix B Fig. B.2 (b). Specifically, following a 90 degree pulse, 1H polarization was

allowed to evolve for incremented durations (for indirect detection), after which a shaped

pulse was used to transfer 1H polarization to dipole-dipole-coupled 15N nuclei for direct

detection. The N-doped material was exposed to atmospheric conditions for one week, and

surface adsorbed water accounted for 0.5 mass% of the sample. These experiments were

performed using zirconia rotors, Vespel caps, and under 10 kHz MAS on a 500 MHz Bruker

AVANCE NMR spectrometer with a 11.7 T superconducting magnet operating at 500.24

and 50.69 MHz for 1H and 15N nuclei, respectively, and equipped with a 4 mm HXY MAS

probehead. The spectrum was acquired at room temperature, with a contact time of 3000

µs, and 4000 scans.

3.3 Results and Discussion

DFT calculations are first performed on non-doped graphene systems to investigate 13C

chemical shifts and validate the computational parameters. The structures of the three

basic models without N doping are shown in Fig. 3.1, and some characteristic structures

with N doping are shown in Fig. 2. The numbers on the C atoms correspond to those of

Table 3.1.
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Figure 3.1: Atomic structures of the three basic unit cell models used in this study. The

terrace model is 2D, while the armchair and the zigzag ribbons are 1D. One or two long

repeat vectors are added to generate a 3D structure for the plane wave calculation. Atom

numbers correspond to the values shown in Table 3.1, with atoms depicted as follows: grey:

C, white: H. Dotted lines indicate the armchair and zigzag edges.

The graphene terrace atom is calculated to have a 13C isotropic chemical shift of 119.2

ppm, which matches the experimental range between 117 and 123 ppm in the literature[120,

121, 122, 123]. Also, compared with other computational results, our result generally matches

the 118.0 ppm value reported by Thonhauser et al.[101], but is roughly 7 ppm lower than

the values reported by Skachkov et al.[104], 127.1 ppm, and de Souza et al. [105], 127.6 ppm.

Thonhauser used Quantum Espresso with benzene as the reference molecule and Skachkov

used ADF-BAND with TMS as the reference molecule. The reference difference may lead

to this 7 ppm difference. However, the difference between Thonhauser and de Souza is

unexplained as they both use Quantum Espresso with benzene as the reference molecule.

The center C atoms in our zigzag and armchair models are calculated to have a 13C chemical

shift value of 108.6 ppm and 111.3 ppm, which is slightly smaller than the 13C chemical
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shift in the terrace model by 10 and 8 ppm, respectively. Further increasing the thickness

of the both models cannot improve the match, as shown in appendix B Table B.4, and the

thicknesses of both models are used through this work: 9 for armchair model and 5 for

zigzag model. We have checked the influence of multilayer stacking by comparing graphene

and graphite: 13C isotropic chemical shift values change from 119.2 ppm to 120.3 ppm

and 123.7 ppm for inequivalent sites in graphite. The values match well with experimental

results[124, 125] around 119 ppm and the trend matches the results of de Souza[105]. We

focus on single layer models in this study since the effects will be smaller than 5 ppm.

Model Atom 13C Chemical Shift (ppm)

Terrace 1 119.2

Zigzag 1 117.0

2 124.4

3 111.6

4 110.8

5 108.6

Armchair 1 110.0

2 116.6

3 112.5

4 110.2

5 111.3

Table 3.1: 13C isotropic chemical shifts of different C atoms in terrace, zigzag and armchair

models. Labelled atoms are shown in Fig 3.1.

Agreement of theoretically predicted chemical shifts with experimental data for the non-

doped systems validates the general modeling approach. Thus, N-doped systems are cal-

culated with the abovementioned settings. We first investigate different structure models

with one N atom: a graphitic N atom in a graphene terrace model (Fig. 3.2 structure 1),

a pyrrolic N atom at an armchair edge (Fig. 3.2 structure 4) and a pyridinic N atom at a
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zigzag edge (Fig. 3.2 structure 2) and other inner defect edges (Fig. 3.3 structure 1, 2, 3,

and 4). Subsequently, the influence of introducing a second N atom is taken into account by

considering various models with graphitic-graphitic, pyridinic-graphitic, pyrrolic-graphitic,

and pyridinic-pyridinic N pairs. Pyrrolic-pyrrolic and pyrrolic-pyridinic N pairs are not taken

into account since these pairs are separated by larger distances than the 2-3 bond distances

that are possible to probe via HMQC solid-state NMR[118]. The simulated 2D 13C-15N

results are shown in Fig. 3.2. For each inequivalent C atom as a first neighbor of N atoms,

a C-N data point is added using the simulated 13C and 15N chemical shift. Because both

the number of equivalent C atoms, and the ratio of different modeling structures are not

taken into account, the point density in a certain region cannot be quantitatively linked

with the experimental signal intensity. The symbol type indicates the presence and distance

(in the term of bonds) of other nearby N atoms. Circles stand for N atoms without other N

atoms within three bond distances. Triangles represent N atoms with a nearby N as second

neighbor and squares represent N atoms with a third neighbor N. The color indicates the

type of the local N structure: blue represents graphitic N atoms, which are bonded to three

C atoms. Orange represents pyridinic N atoms, which are bonded to 2 C atoms. White

represents pyrrolic N atoms, which are bonded to 2 C atoms and 1 H atom. For triangles

and squares, the left half indicates the type of the probed N atom and the right half indicates

the type of neighbor N atom. The match between the calculated and experimental chemical

shifts will be investigated in the next step.
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Figure 3.2: Simulated 13C-15N correlation NMR chemical shifts, together with the experi-

mental 2D 13C-15N intensity. Experimentally, a mesoporous N-carbon material containing

16 atom% N was synthesized from a 1:3 molar ratio of cyclohexanehexone octahydrate and

uniformly 13C, 15N-enriched urea, as described by Fechler et al.[114] Scatter points are sim-

ulated results and contour lines indicates experimental signal. The scatter styles indicate

other nearby N atoms. Filled circles: atoms without other N atoms nearby, triangles:atoms

with another N atom as second neighbor, squares: atoms with another N atom as third

neighbor. The color indicates the type of the local N structure: blue for graphitic N atoms,

orange for pyridinic N atoms and white for pyrrolic N atoms (with black outline when nec-

essary). For triangles and squares, the left half indicates the type for the probed N atom

and right half indicates the type for the neighbor N atom.

In general, the calculated 13C and 15N isotropic chemical shifts match well with the

experimental data (as shown in Fig. 3.2) and explain the observed signal broadening. A

perfect match is not necessary, since some local structures probed in the calculations might

not be present in large enough quantities in the experimental sample to provide a detectable
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signal. The spectrum can be separated into two general regions. The upper region containing

both pyrrolic N and graphitic N shows 15N and 13C chemical shifts in the ranges of 120-

200 ppm and 110-160 ppm, respectively. The lower region containing various pyridinic

structures shows intensity spanning the ranges of 220-280 ppm and 120-160 ppm for 15N

and 13C isotropic chemical shifts, respectively. Comparison with previous 13C and 15N NMR

chemical shift assignments of the various N-moieties in carbonaceous materials and graphitic

carbon nitrides shows agreement with our assignments[126, 127, 128, 129, 130]. 15N chemical

shifts exhibit clear trends with respect to local N environments: pyrrolic N atoms have the

lowest 15N isotropic chemical shifts, followed by graphitic, and pyridinic N with the highest

15N isotropic chemical shifts. This trend also holds for 13C isotropic chemical shifts, although

there are overlaps between different types of N environments. This can be understood by

incorporating the the influence of the bonding environment: the pyrrolic and graphitic N

atoms have 3 neighbors whereas pyridinic N has 2 neighbors, which leads to a decrease in

the electron density on pyridinic N atoms and the adjacent C atoms. The relatively smaller

difference between pyrrolic and graphitic N atoms stems from the electronegativity difference

between C (2.55) and H (2.20): pyrrolic N and C atoms have a slightly larger electron density

and hence smaller chemical shift.

A more detailed understanding can be achieved by decomposing the structure-related

broadening into two aspects: the geometric effect for the N atom itself, and the neighbor

effect influenced by the proximity of other N atoms. The neighboring effect follows a gen-

eral trend: a graphitic N neighbor decreases the 15N isotropic chemical shifts of pyridinic

N environments, and a pyridinic N neighbor increases the 15N isotropic chemical shifts of

graphitic and pyridinic N environments. This is consistent with the fact that the electron-rich

graphitic N atom transfers some electronic density to its less rich pyridinic neighbor. Al-

though graphitic N has a larger 15N chemical shift than pyrrolic N (118.4 ppm >115.3 ppm),

a graphitic N neighbor decreases the 15N isotropic chemical shift of a pyrrolic N nuclei, and

a pyrrolic N neighbor increases the 15N isotropic chemical shift of a graphitic N nuclei. The

influence of a graphitic N neighbor on an adjacent graphitic moiety is small: with a second
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or third graphitic N neighbor, the 15N chemical shift changes from 118.4 ppm to 125.6 or

117.2 ppm, respectively. The influence of a pyridinic N neighbor on a pyridinic N center is

complicated and no simple trend is found. The effect of pyridinic or pyrrolic N neighbors

on a pyrrolic moiety are not investigated since they cannot act as close neighbors within a

distance of three bonds. All the possible combinations of N moieties are explored and the

calculated 15N and 13C chemical shifts explain a large part of the observed broadening of the

spectrum in both dimensions.
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Figure 3.3: (a) Relationship between curvature and 15N isotropic chemical shift. The dotted

line indicates the 15N isotropic chemical shift at the limit of zero curvature, i.e., simple edge

pyridinic N at zigzag edge, structure 5 in (b). This is also structure 2 in Fig. 3.2. (b)

Underlying structures of the data points appearing in (a). The models are listed in an order

of decreasing curvature with atoms depicted as follows: grey: C, white: H, blue: N. Dotted

lines indicate the N atom and the two most adjacent edge C atoms used to calculate the

Menger curvature.

The influence of the morphology on the 13C and 15N isotropic chemical shifts of the

graphene edges, straight or curved at vacancy islands can be quantified by the the Menger

curvature c, which is the reciprocal of the radius of the circle that passes through three

points[131]. This descriptor captures the local curvatures of the signaling C/N atoms. The
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center N atom and two most adjacent edge C atoms give 3 2D positions, x1, x2, and x3. The

Menger curvature is defined by:

c(x1, x2, x3) =
4A

‖x1 − x2‖‖x2 − x3‖‖x3 − x1‖
(3.3)

where A denotes the area of the triangle spanned by x1, x2, and x3. The symbol ‖‖ denotes

the L2 norm in the 2D space.

Thus, the 15N isotropic chemical shifts can be correlated with the curvatures, which are

a descriptor of the local geometry. This relationship in different N-doped graphene systems

is shown in Fig. 3.3. The idea of local curvature is validated via the data point of N-doped

6C defected terrace model: Fig. 3.3 (b), structure 2, and the data point of N-doped 10C

defected terrace model: Fig. 3.3 (b), structure 3. Although globally these two structures

are very different, the local curvatures of these two N atoms are rather similar and the

15N chemical shifts are very close. The 6C and 10C defected terrace model are created by

removing 6 and 10 C atoms from the pristine terrace model, saturating dangling bonds with

H atoms and substituting one edge C-H pair with a N atom. The local geometry effect

correlates the extent of defect curvature with 15N chemical shifts. Specifically, environments

with increased local curvature are found to have increasing chemical shifts (Fig. 3.3). This

is similar to the relationship between surface curvature and 13C chemical shifts in carbon

nanotube systems[106].

NMR detects differences in electronic shielding which is manifested as differences in

isotropic chemical shifts and which can intuitively be connected to atomic charge[132]. In

Fig. 3.4, the relationship between the DDEC6 charge of the signal atom and the curvatures

is shown. The data points generally follow a trend: the smaller the charge, i.e., the higher

the electron density, the more shielded the nucleus and hence the smaller the chemical shift.

For N-doped systems, the larger the curvature, the more positive the charge, meaning the

curvature hinders N atoms taking electrons from neighbor C atoms.
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Figure 3.4: The relationship between (a) atomic charge and chemical shift and (b) charge

and curvature of the models shown in Fig. 3.3 (b). Negative values denote an accumula-

tion of electron density (negative charge), positive values indicate electron density depletion

(positive charge).

Now that the atomic charge descriptor has been established, both the 15N and 13C chem-

ical shifts of the 2D NMR spectrum (Fig. 3.2) can be analyzed and correlated using this

descriptor. Fig. 3.5 shows the relationship between atomic charges and chemical shifts for

N and C atoms, in panels (a) and (b), respectively. Once again, both 13C and 15N chem-

ical shifts follow a general trend: within each type, more negative charge (higher electron

density) corresponds to more shielding (thus, smaller chemical shifts).
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Figure 3.5: The relationship between charge and chemical shift of (a) N atoms and (b) C

atoms as first and second neighbor of N atoms from the models utilized in this study. Negative

values denote an accumulation of electron density (negative charge), positive values indicate

electron density depletion (positive charge).

Interestingly, unlike the 13C chemical shifts in Fig. 3.5(b) following a single scaling

relation, different N species give different offsets. Differences in first neighbors of the center

N atoms explain the differences in offsets: 2 C atoms for pyridinic N centers, 3 C atoms for

graphitic N centers, and 2 C atoms with 1 H atom for pyrrolic N centers. It is also worth

mentioning that the second C neighbors, although not shown in Fig. 3.2, show generally

negative charge, whereas first neighbor C atoms show generally positive charge. As N has a

greater electronegativity (3.04) than C (2.55), electron density is transferred from the first
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neighbor to N, creating a depletion zone around the N atom. The second neighbor C atom

experiences increased electron density, forming a charge ripple. This also contributes to the

broadening of 13C chemical shifts.

Experimentally, water is used to probe the presence of N species on the material surface.

Thus, modeling this effect is crucial for understanding experimental results under such op-

erating conditions. The interaction between surface adsorbed water and surface N atoms

varies strongly with respect to the type of N atom, see appendix B Fig. B.4 for structures.

For a pyrrolic N atom, the O atom from water forms a hydrogen bond with the H atom from

the pyrrolic NH group. Since O has a greater electronegativity (3.44) than N (3.04) and H

(2.20), the electron density is transferred from NH to O. Thus, the N and H nuclei are both

effectively deshielded and accordingly exhibit larger 15N and 1H isotropic chemical shifts, as

shown in Fig. 3.6. To test the convergence of this effect with the number of water molecules,

up to four water molecules are added to the pyrrolic N model, and the influence after three

molecules added is small, see Fig. 3.6.
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Figure 3.6: Simulated and experimental 2D 15N-1H NMR correlation for a 16 atom% N

graphitic N-carbon material. Scatter points are simulated results and contour lines indicate

experimental signal intensity. The data points shown are from pyrrolic N model with 0, 1, 2,

3, and 4 water molecules. Numbers next to scatters indicate the numbers of water molecules

in the models.

Residual water has an effect on the other two types of N atoms, but this is not directly

reflected in the 2D spectrum of Fig. 3.6 since there’s no first neighbor H of pyridinic N and

graphitic N. For pyridinic N, interactions with adsorbed water results in greater shielding

of the pyridinic 15N nucleus and corresponding deshielding of the 1H nucleus in water. It

is also found that the O atom, instead of the H atom, will interact with the graphitic N

atom. As a result, graphitic N is deshielded, but this is not reflected on the 2D 15N-1H

spectrum since the distance from the water H atom to graphitic N atom is large. For the

2D 13C-15N spectra, the overall result of water coordination is that the 15N chemical shift

of pyrrolic N will be shifted towards larger values with a magnitude of 15-20 ppm, graphitic

N will be shifted towards larger values with a magnitude of about 6 ppm and pyridinic N

will be shifted towards smaller values with a magnitude of about 25 ppm. Detailed values

are listed in appendix B Table B.5. If we consider the Gibbs free energy change of water on
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graphitic/pyrrolic/pyridinic moieties, as shown in appendix B Table B.6, we find that water

adsorption is favorable on pyrrolic and pyridinic N sites. This explains why in Fig. 3.2, where

water adsorption is not included, the pyrrolic structure (4) appears with an underestimated

chemical shift compared to the experimental data, and why some pyridinic group chemical

shifts are overestimated. Correction for the influence of water significantly improves the

agreement. The influence of residual water on the 15N and 1H isotropic chemical shifts can

also be reflected on the atomic charge, see appendix B Fig. B.5. This influence is relevant

for applications since it indicates that the electronic properties will be altered when the

materials are in electrocatalytic conditions.

3.4 Conclusion

DFT calculations are used in this work to predict and explain the chemical shifts of N,

C, H atoms in N-doped graphene systems. A number of different models are investi-

gated: non-doped models (terrace, zigzag edge, and armchair edge), single N-doped models

(graphitic, pyridinic, and pyrrolic N), and N pair models (graphitic-graphitic, pyridinic-

pyridinic, pyrrolic-graphitic, and pyridinic-pyridinic). Comparisons of predicted chemical

shifts with experimental 2D 13C-15N spectra show good agreement, especially when the in-

fluence of water adsorption is included. The major difference between the chemical shifts of

graphitic/pyridinic/pyrrolic N-moieties is understood by comparing the electronegativities

of the various environments.

Furthermore, for each type of environment, the general concept of signal broadening is

decomposed into four different factors, the influences of which are discussed in detail. The

first factor is the standalone N/C geometry, where a larger curvature of the graphene edge

is found to give a more positive chemical shift. The second factor is the effect of a second

N atom nearby: a graphitic N atom close to a pyridinic N decreases the chemical shift,

while a pyridinic N close to a graphitic N increases the chemical shift. The trends of other

types of moiety mixing are more complicated, but the overall signal broadening matches the

experimental spectrum well. The third factor is that for each specific structure, the second
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neighbor C atom experiences a lower chemical shift. The fourth factor is the influence

of residual water, which is important to understand the aqueous environment in oxygen

reduction reaction or hydrogen evolution reaction. Introduction of this factor matches with

the experimental 2D 15N-1H spectrum and provides better agreement with the experimental

13C-15N spectrum. With the free energy taken into account, water adsorption on pyrrolic

and pyridinic N sites is found to be more stable and to induce a positive or negative deviation

in the chemical shift, respectively.

An intuitive correlation between the charge of the probed atom and the chemical shift is

confirmed: the smaller the charge, i.e., the higher the electron density, the more shielded the

nucleus is, and hence the smaller the chemical shift. The relationship between charge and

chemical shifts is discussed, enabling a more detailed understanding of the electronic influence

of N doping. These results can be used for the rational design of N-containing carbon

materials with desirable electronic properties to improve electrochemical performance. They

can also lead to a determination of the nature of active sites in these electrocatalysts by

comparison of several N-doped carbon materials.
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CHAPTER 4

Diffusion Barriers for Carbon Monoxide on the

Cu(001) Surface Using Many-Body Perturbation

Theory and Various Density Functionals

4.1 Introduction

Transition metal catalysts are among the prime candidates in the conversion of CO to various

hydrocarbons, either through thermal catalysis in the conversion of synthesis gas[36, 37, 38,

39] and the water-gas shift reaction[40, 41], or electrocatalysis in the CO and CO2 reduction

reaction[5]. In these processes, multiple reactions take place simultaneously on the surface

and only a detailed understanding of this reaction network allows to identify predominant

reaction pathways, reaction rate, and product selectivity. In this context, first principles

modeling[9, 10] plays a key role, since it is a method that can assign reaction energies and

barriers to all possible reaction steps. When combining this information with microkinetic

modeling[11, 12] or kinetic Monte Carlo simulations[13], it is then possible to predict reaction

rates and selectivities for a specific catalytic system.

Density Functional Theory (DFT)[27, 28] in its Generalized Gradient Approximation[133]

has become the most commonly used method to model surface reactions, due to a reasonable

accuracy paired with a high computational efficiency. However, it is reported that many

DFT-based methods fail in capturing the correct adsorption site preference of CO on several

metal surfaces[32, 33, 34, 35], which is often referred to as the CO-adsorption puzzle. While

the incorrect prediction of the relative stability of CO adsorption to different high-symmetry

surface sites is already concerning in its own right, it also poses the question, to what degree
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other aspects of CO interactions with metal surfaces, such as surface reactions or molecular

diffusion, are influenced by this shortcoming.

A good example for these problems is the interactions of CO with Cu surfaces. CO

interactions with Cu surfaces are of particular interest, since Cu is the main component

of the industrial catalyst for methanol synthesis from synthesis gas[36, 37, 38, 39] and the

water-gas shift reaction[40, 41], and plays a key role for the electroreduction of CO2 into

C1[42, 43, 44] or C2[134, 45] products. A main controversy for Cu is the diffusion of CO

on the Cu(001) surface. At an experimental level, Graham and Toennies[135] report a

minimum diffusion pathway from the top over the bridge site, while Alexandrowicz et al.[136]

identify the diffusion over the fourfold coordinated hollow site as energetically more favorable.

Subsequently, this dispute has drawn significant interest from the theory community, who

have arrived at different conclusions considering the shape of the potential energy surface

for CO diffusion, a debate that has not been settled so far. However, the computational

efforts were made based on GGA DFT energetics[137, 138, 139] and suffer from the wrong

prediction of CO adsorption site preference.

One way to resolve this dispute is to move to post-Hartree-Fock methods[46]. In partic-

ular the Random Phase approximation (RPA)[47, 48], a post-HF method that is based on

many-body perturbation theory[49, 50], is a promising approach to address surface catal-

ysis problems, since an implementation for plane waves in periodic boundary conditions

exists[51, 52]. On top of that, RPA is the only method that correctly predicts the surface

energy of Cu(111) and adsorption of CO in the top position on Cu(111) and multiple other

late transition metal surfaces[53].

In this contribution, we use RPA to study the Cu(001) surface energy as well as the

adsorption and diffusion of CO on the Cu(001) surface. In a first step, we discuss the

challenges for RPA calculations on transition metal surfaces and propose a k-space embed-

ding scheme to reduce computational cost. Subsequently, we apply this methodology to

the diffusion of CO along the [110] and [100] directions of the Cu(001) surface. We com-

pare the RPA results with different DFT exchange correlation functionals including the
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Perdew-Burke-Ernzerhof (PBE) functional[31], the PBE functional with D2[140] or D3[141]

correction, the RPBE functional[142], the Bayesian error estimation functionals (BEEF-

vdW)[143], the strongly constrained and appropriately normed (SCAN) functional[79], and

the Heyd-Scuseria-Ernzerhof (HSE06) functional[144]. All these results are then compared

with experimental measurements in the literature.

4.2 Methods

4.2.1 Theory

In this contribution, we calculate total energies using the Adiabatic Connection Fluctuation

Dissipation Theorem (ACFDT)[49, 50] in its RPA, a method originating from many-body

perturbation theory that has been reformulated within the framework of density functional

theory. The total energy expression within RPA can be written as[51, 52]

ERPA = EEXX([φocc]) + ERPA
c ([φocc, φuocc]) (4.1)

where ERPA denotes the RPA total energy. This energy is composed of EEXX the exact

exchange energy, which only depends on the occupied orbitals φocc, and the RPA correlation

energy ERPA
c , which depends on all occupied and unoccupied orbitals φocc, φuocc[145, 146].

The focus on occupied and unoccupied orbitals leads to two challenges: First, the true

orbitals are unknown, and they are typically approximated by orbitals obtained from semi-

local DFT functionals[147, 148, 149, 150, 51]. Second, in principle an infinite number of

unoccupied orbitals exists, and all orbitals need to be considered to arrive at an accurate

ERPA
c . However, evaluating expressions for an infinite number of orbitals is not possible in a

realistic computational setting. In practical implementations, ERPA
c is evaluated at different

orbital cut off energies Eχ
cut, and is extrapolated to an infinite orbital cut-off energy using

ERPA
c (Eχ

cut) = ERPA
c (∞) +

A

Eχ
cut

3
2

(4.2)

Even though ERPA
c is extrapolated to infinite orbital cut-off energy, extrapolations based

on higher Eχ
cut values improve the accuracy. At the same time, a higher Eχ

cut significantly

61



increases the cost of calculations and in many cases makes the modeling of extended, periodic

systems unfeasible. One option to circumvent this problem is to only model a small part of a

periodic system at a high level and embed the small part in the fully periodic system modeled

at a lower level of theory. At the most basic level, this approach has been introduced as the

ONIOM approach[151, 152], where the energy of the total system is corrected by the energy

difference between high-level and low level methods for the cluster description[153, 154, 155].

However, the geometry of a small cluster does not correctly capture the symmetry of an

extended metallic system leading to delocalized wavefunctions. To address these issues,

a density embedding scheme was developed by Carter et al.[156, 157, 158, 159, 160, 161]

to address these shortcomings and to more accurately treat metal surfaces. However, this

approach still did not address the fundamental symmetry mismatch between the embedded

cluster and the metallic surface and required significant effort to account for the delocalized

wavefunctions. Hence, an approach that naturally matches the symmetry of the model

system would be highly desirable.

In this contribution we choose such an approach: extended metals are best modeled

using periodic boundary conditions. Here, a unit cell is used, which directly interacts with

its adjacent mirror images. If only one unit cell was present, the delocalized nature of the

wave functions, which often extend far further than the dimensions of a single unit cell,

could not be correctly captured. This shortcoming is compensated by working in reciprocal

space and treating multiple k-points. From a real space perspective, the number of k-points

indicates, how many multiples of the unit cell are considered in each direction when solving

quantum mechanical equations. At the same time, the number of k-points included in the

computational modeling is directly correlated to the computational cost and in particular

for high cut-off RPA calculations, using a dense k-point mesh is often not feasible.

To address this problem, we apply an ONIOM like embedding scheme in k-space[162], as

shown in Scheme 4.1, named after the ONIOM scheme developed for real space embedding[151,

152]. In this approach we start modeling our system using RPA with a maximum Eχ
cut value

of 150 eV and a 3×3×1 k-point mesh. Subsequently, we embed these calculations in RPA
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calculations with a maximum Eχ
cut value of 100 eV and an 8×8×1 k-point mesh, and finally,

we embed these two calculations in PBE model using a 15×15×1 k-point mesh. Using this

approach, we express the RPA energy as

ERPA(150 eV, 15× 15× 1) = ERPA(150 eV, 3× 3× 1)+

ERPA(100 eV, 8× 8× 1)− ERPA(100 eV, 3× 3× 1)+

EPBE(15× 15× 1)− EPBE(8× 8× 1)

(4.3)

In this expression, the first number in brackets refers to the maximum Eχ
cut value, while the

second set of numbers refers to the k-point mesh used. Since we are studying a metallic slab

extended in x and y direction, only one k-point is used in z direction.

Throughout this manuscript, we will also report values calculated using the different func-

tionals along with the energetics of each embedding step for all calculations. This approach

allows us to better understand the impact of using RPA and of potential compromises in

computational setup on the observed diffusion energetics. The convergence test of energetics

with respect to Eχ
cut can be found in appendix C, Table C.1, and numerical validation of k-

space ONIOM like like approach is provided in appendix C, Table C.2. Errors from applying

the k-space ONIOM like scheme are estimated to be below 15 meV.
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Figure 4.1: Schematic representation of the extrapolations applied for the RPA calculations

using different k-point meshes in this work. The applied approach shows large similarities

to the ONIOM scheme, with the embedding being performed in k-space. The text indicates

the used level of theory, and numbers in brackets indicate k-point meshes for RPA and PBE

calculations, and cutoff energy values for RPA calculations.

4.2.2 Computational Models

As mentioned above, we calculate three different properties and compare them to experi-

mental measurements, namely the surface energy of Cu(001), the adsorption strength of CO

to Cu(001), and the diffusion barriers along the [100] and [110] directions of the Cu(001)
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surface. In this section, we describe the models chosen to calculate these different properties.

4.2.2.1 Surface Energy

The surface energy is calculated as

Eσ =
Eslab − n ∗ Ebulk

σ
(4.4)

where Eslab is the energy of a symmetric slab with two equivalent surfaces, and n is the

number of atoms in this slab. Ebulk is the bulk energy per atom and σ is the surface area.

Bulk energies were calculated using a face centered cubic primitive unit cell containing

one Cu atom with a 14×14×14 k-point mesh. Careful tests reveal that further increasing

the k-point density only leads to small changes in energy (<1 meV). For this unit cell,

lattice parameters were determined for most functionals. Only for HSE06 and RPA calcula-

tions, equilibrium lattice parameters reported in the literatures were used, namely 3.626 Å

for HSE06[163] and 3.581Å for RPA[52]. For calculations with other functionals, the equi-

librium lattice parameters were determined using a seven-point fit to a Birch-Murnaghan

equation of state, where the lattice parameter in the calculations was varied by ±15%. Lat-

tice parameters for all methods are reported in the Supporting Information, Table S3. Our

PBE lattice parameter, 3.629 Å matches well with previous literatures, 3.630 Å.[163, 52]

Energies of the slab were calculated for a six layer slab exposing a 1×1 Cu(001) surface.

In this slab the two center layers were kept fixed and the outer two layers of the slab were

allowed to relax. For most functionals, we first performed the structural optimizations with

a 20×20×1 k-point mesh and reported total energies for calculations with a 30×30×1 k-

point mesh. HSE06 and RPA energies were single point energies based on PBE optimized

structures (using HSE06 and RPA lattice parameters) with a 20×20×1 k-point mesh. For

most functionals, we increased the cutoff energy of the plane wave basis to 700 eV. Only for

RPA and HSE06 calculations a cutoff energy as 550 eV was used.
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4.2.2.2 CO adsorption

We calculate interactions between CO and the Cu(001) in a 2×2 unit cell (see Fig. 4.2

(a)) of a four layer slab. We use the experimental lattice constant of 3.615 Å[163] for all

the functionals. This value is a good compromise between the PBE value, 3.629 Åand

the RPA value, 3.581 Å[53]. This choice ensures that the RPA and PBE energetics in the

embedding scheme are corresponding to comparable structures. Repeated images of the slabs

are separated by 13 Å (21 Å) for RPA (and DFT). In DFT calculations, dipole corrections

were applied. For RPA, dipole corrections are not available. In the past, Lébegue et al.[164]

have shown that the correlation energy uncertainty is ca. 0.2 meV for vacuum separations

larger than 13 Å. We performed test for slabs separated by 12/13/14 Å of vacuum using

RPA and find convergence of results within 4 meV. Numerical values for convergence tests are

provided in appendix C Table C.4. In the optimization process, the bottom two layers of Cu

atoms are kept fixed and the top two layers are relaxed. In all calculations one CO molecule

was placed in each unit cell, which leads to a coverage of 0.25. For the CO adsorption and

diffusion calculations, a cutoff energy for the plane wave basis of 700 eV was used for SCAN

calculations as it improves the quality of diffusion profile whereas a cutoff energy of 550 eV

was used for other DFT calculations: PBE, PBE+D2, PBE+D3, RPBE, BEEF-vdW, and

HSE06.

The adsorption enthalpy is calculated as

Hads = Eslab+CO − Eslab − ECO + ∆ZPE + Ecorrection, (4.5)

where the ∆ZPE is the difference of zero-point energy of CO in gas phase and on the

surface, which was calculated within the harmonic approximation. We calculated ∆ZPE

at PBE level of theory and tests using RPBE show changes in ∆ZPE of less than than 1

meV. Ecorrection summarizes an extrapolation from 4 layer to 6 layer results and (for RPA

and HSE06) corrections for a denser k-point mesh. Numerical values for all components of

Hads are reported in the Supporting Information Table S5. All adsorption enthalpies are

reported for CO adsorption in the top position. Structures of the slab and CO adsorbed on
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the slab for methods other than HSE06 and RPA were firstly optimized using a 10×10×1

k-point mesh. Final energies were reported for an increased k-point mesh of 15×15×1. We

assumed structural convergence for forces lower than 0.01 eV/Å. HSE06 and RPA energies

were single point energies based on PBE optimized structures using an 8×8×1 k-point mesh.

For all DFT methods, the energy of a CO molecule reference energy was calculated using a

11×12×13 Å3 supercell to suppress the spurious interactions between periodic images. RPA

calculations relied on optimized PBE structures, and the values were extrapolated to the

isolated molecule limit based on a series of calculations with different box sizes (7×8×9 Å3,

8×9×10 Å3, 9×10×11 Å3, and 10×11×12 Å3 for Eχ
cut =200 eV and 250 eV, and additional

11×12×13 Å3 for Eχ
cut =100 eV and 150 eV). Molecular calculations were performed with a

Γ point only k-point mesh. Adsorption energies were found to be converged within <1 meV

for Eχ
cut=200 eV. Further details for convergence can be found in appendix C Table C.6.

4.2.2.3 Diffusion Barriers

For the calculation of diffusion barriers, we rely on the computational setup used for adsorp-

tion energy calculations (see Fig. 4.2 (a)). We study two different paths for surface diffusion,

namely along the [100] direction from the top to the bridge site, Fig. 4.2 (b), and along the

[110] direction from the top to the hollow position on this surface, Fig. 4.2 (c). For each

path, 15 equally spaced points along the high symmetry pathway from the top to the bridge

or hollow site were optimized using the following methods keeping the x and y coordinate of

the C atom in CO fixed. For PBE, PBE+D2, PBE+D3, BEEF-vdw and RPBE function-

als, optimizations were performed using a 10×10×1 k-point mesh. For SCAN, HSE06, and

RPA calculations, PBE optimized structures were used. We checked the influence of using

PBE structures by comparing the energetics using BEEF-vdW for BEEF-vdW and PBE

optimized structures. The values are reported in appendix C Table C.7. Reported DFT

energy profiles correspond to single point calculations based on optimized structures at the

respective level of theory with a 8×8×1 k-point mesh for HSE06 and a 15×15×1 k-point

mesh for other functionals.
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As shown in Fig. 4.2 (d), the following geometry parameters are analyzed for the struc-

tures along the pathways: rCO, the distance between the C and O atom, dCCu, z, the z

coordinate difference between the C atom and the Cu(001) surface plane, dCCu, x/dCCu, xy,

the distance between the C and Cu atom projected along the [100]/[110] direction, and

θOCz, the angle spanned by the axis of the CO molecule and the [001] direction. It is worth

mentioning that the dCCu, x/dCCu, xy distances are calculated with respected to the fixed Cu

atoms in the third layer of the slab, since this approach mitigates the influence of structural

relaxation of the top two layers. Additionally, a potential energy surface for moving CO

in the z direction perpendicular to the surface was calculated at the RPA level, where all

PBE coordinates were kept fixed, except the z coordinate of C and O, which were shifted

away from the surface simultaneously by 0.02 Å, 0.04 Å, and 0.06 Å in z-direction. Detailed

energetics are provided in appendix C Table C.8.
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Figure 4.2: (a) The unit cell of the Cu(001) surface used in this work. (b) The top-bridge-top

diffusion pathway along the [100] direction of the Cu(001) surface. (c) The top-hollow-top

diffusion pathway along the [110] direction of the Cu(001) surface. (d) The metal carbonyl

complex motif showing geometry parameters: rCO, the distance between the C and O atom,

dCCu, z, the z coordinate difference between the C atom and the Cu(001) surface plane,

dCCu, x/dCCu, xy, the distance between the C and Cu atom projected along the [100]/[110]

direction, and θOCz, the angle spanned by the axis of the CO molecule and the [001] direction.

Cu atoms are shown as brown, O atoms red and C atoms grey.

In all our calculations periodic boundary conditions are used, which leads to all CO

molecules diffusing simultaneously, results being given for one CO molecule. To better

understand the impact of concerted diffusion and coverage effects, we performed calculations

for 4-layer slabs using 3×3 and 4×4 unit cells, which used 7×7×1 and 5×5×1 k-point meshes,

respectively.
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4.2.3 Computational Setup

All calculations in this paper were performed using the Vienna Ab-Initio Simulation Package[76]

(VASP), a code using plane wave basis sets, projector augmented wave[165] (PAW) pseudopo-

tentials, and periodic boundary conditions. In this work we rely on VASP implementations

of PBE, PBE+D2, PBE+D3, RPBE, BEEF-vdW, HSE06, and RPA.

GW pseudopotentials were used for all calculations, and more details can be found in

appendix C Table C.11. First order Methfessel-Paxton smearing with sigma value of 0.2 eV

was used for all DFT slab optimizations and DFT single point energies whereas Gaussian

smearing with sigma value of 0.05 eV was used for molecular references. For RPA calcula-

tions, Gaussian smearing with sigma value of 0.05 eV was used. K-point grids and cut off

energies were described in the preceding section.

RPA calculations rely on single-particle orbitals calculated at LDA, GGA, or hybrid func-

tional level of theory. It has been demonstrated that RPA total energies are rather insensitive

to the starting orbitals for molecules[147, 148, 149] and solids[150, 51]. In this work, we rely

on RPA calculations using PBE orbitals and PBE one-electron energies (RPA@PBE), which

is consistent with previous RPA calculations for metals[52] and metal-O[53] systems. We have

further tested RPA based on RPBE orbitals and RPBE one-electron energies (RPA@RPBE)

and we find differences smaller than 1 meV for barriers and high symmetry site energy

differences. Detailed energetics are provided in appendix C Table C.12.

4.3 Results and Discussion

4.3.1 Surface Energy and Adsorption Enthalpy

We start the discussion of results by focusing on surface energies and adsorption enthalpies

and results are shown in Fig. 4.3. The adsorption enthalpy measures the adsorption strength

while the surface energy gives information about the surface stability. The correct description

of surface stability is essential as it overall affects the adsorption strength across different
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adsorbates, and ensures the correct description when impurities, defects, and reconstructions

are introduced. In the past it has been shown that multiple density functional theory-

based methods exist that describe either the surface energy or the CO adsorption strength

accurately but have problems in describing both properties well at the same time.

We find that RPBE, HSE06, and BEEF-vdW, which describe the adsorption enthalpy

accurately, give significantly lower surface energies compared to experimental value. SCAN,

which leads to an accurate surface energy, significantly overestimates the adsorption strength.

Only RPA leads to surface energies and adsorption enthalpies in close agreement with exper-

imental data. These results agree well with reports in the literature for close packed (111)

surfaces, where it was found that for DFT functionals the sum of adsorption enthalpy and

surface energy underestimates the experimentally observed values and only RPA leads to

reasonable agreement between theory and experiment.[53].
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Figure 4.3: Cu(001) surface energy and CO adsorption enthalpy values of the methods used

here. Experimental values are shown with error bar. Experimental surface energy is deduced

from liquid-metal data as an average for all surfaces. Surface energy values are shown in the

unit of J/m2 and CO adsorption enthalpy values are shown in unit of eV per CO molecule.

4.3.2 Top-Bridge-Top Diffusion

Subsequently, we study CO diffusion along the [100] direction of the Cu(001) surface, as

shown in Fig. 4.2 (b). In this pathway, the CO molecule is moved from the top to the bridge

position along the dCCu, x direction and the corresponding energy profile is shown in Fig. 4.4.

In agreement with results for the Cu(111) surface[53], we find that RPA predicts a preference

for CO adsorption in the top position over the bridge position by 114 meV, hence providing
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the correct site in comparison with experiments. Additionally, the top site preference in

RPA slightly increases for a higher k-point sampling (90 meV for 3×3×1 k-point mesh, 113

meV for 8×8×1 k-point mesh). PBE prefers adsorption in the bridge position over the top

position by 38 meV. D2 and D3 van der Waals corrections further stabilize the bridge site

to a total energy difference of 64 and 42 meV, respectively. SCAN agrees with PBE based

functionals on the site preference and predicts the bridge site to be more stable by 21 meV

compared to the top site. The RPBE and BEEF-vdW functionals on the other hand give the

correct site preference, with bridge-top differences calculated to be 11 and 26 meV. HSE06

leads to results most similar to RPA with a preference for the top site over the bridge site

by 108 meV.

In agreement with the significant differences in relative energies between top and bridge

positions, diffusion barriers are also vastly different. While the overall barrier for top-bridge

diffusion at RPA level is 132 meV (117 meV for 3×3×1 k-point mesh and 130 meV for

8×8×1 k-point mesh, respectively), the lowest barrier for the displacement from top to

bridge site is found using PBE-D3 (11 meV). The other values lie between these two extremes

with HSE06 leading to a barrier most closely resembling RPA values. BEEF-vdW, even it

correctly describes the preferred top site and it adsorption enthalpy, gives a much smaller

diffusion barrier (51 meV) linked with a smaller energy difference between top and bridge

site. Functionals that prefer the bridge site over the top site (SCAN, PBE and PBE with

dispersion correction) lead to the lowest barriers. However, in this case the overall diffusion

barrier is obtained when moving from bridge to top site, and not from top to bridge, which

increases these barriers to 60 meV (PBE), 53 meV (PBE-D2), 84 meV (PBE-D3), and 49

meV (SCAN).
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Figure 4.4: Energy profiles for the CO diffusion from the top site to the bridge site along

the [100] direction calculated using different functionals and RPA with different k-point

meshes. The distance between the C and Cu atom projected along the [100] direction,

dCCu, x, is utilized as the reaction coordinate. The horizontal dashed black line indicates the

experimental barrier[136], 135 meV. Vertical dashed lines indicate the position of transition

states calculated with different methods. Non-italicized values correspond to the barriers

and italicized values correspond to the bridge-top energy differences.

Further analysis of the potential energy surface for diffusion shown in Fig. 4.4 reveals

that also the position of the transition state is shifted between different methods. To keep

the discussion tractable, we report and discuss structural parameters for PBE, BEEF-vdW,

and RPA in the main text. Structural parameters for the other methods are provided in the

Supporting Information Table S13. While the PBE and BEEF-vdW transition states lie at

dCCu, x=0.77 Å and 0.85 Å, the RPA transition state lies at dCCu, x=0.94 Å and therefore

later along the reaction coordinate. Given the significant difference in final state energies, a

shift in transition state coordinate between the different methods is not unexpected.

We furthermore analyzed the geometries of CO adsorbed in the different positions along

the diffusion path and the atomistic structures are shown in Fig. 4.5. In the top adsorption
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site CO adsorbs perpendicular to the surface plane with a rCO (the distance between C and

O atoms, see Fig. 4.2 (d)) value of 1.15 Å for both PBE and BEEF-vdW. (RPA shares the

same rCO with PBE since the RPA geometry is only optimized by simultaneously shifting

the z coordinate of C and O atoms). This distance slightly increases to 1.17 and 1.16 Å in

the bridge position for PBE and BEEF-vdW, respectively. Using PBE we find a dCCu, z (the

difference in z coordinate between the C atom and the closest Cu surface atom, see Fig. 4.2

(d)) value of 1.84 Å for the top position and 1.52 Å in the bridge position. Optimizing dCCu, z

at RPA level leads to an increase of 0.02 Å (top position) and 0.04 Å (bridge position). For

the transition state (TS) geometry, it is not surprising to see that RPA gives a TS geometry

closer to the bridge site one, since the TS lies later along the pathway, indicated the values

for dCCu, z of 1.71 Å, 1.70 Å, and 1.60 Å for PBE, BEEF-vdW, and RPA, respectively.
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Figure 4.5: Structures along the [100] diffusion pathway. (a) Top site structure. (b) Transi-

tion state structure. (c) Bridge site structure. As defined in Fig. 4.2 (d), values are shown

for rCO, the distance between the C and O atom, dCCu, z, the z coordinate difference between

the C atom and the Cu(001) surface plane, dCCu, x, the distance between the C and bulk

(fixed) Cu atom projected along the [100] direction, and θOCz, the angle spanned by the axis

of the CO molecule and the [001] direction. Similar to the color scheme used in the energy

profile, values shown in red, black, and green correspond to PBE, BEEF-vdW and RPA

results. Presented numbers are given in Å for distances and degree for angles. Cu atoms

are shown as brown, O atoms red and C atoms grey. Numerical values for transition state

geometries of the other functionals are given in appendix C Table C.13.

4.3.3 Top-Hollow-Top Diffusion

As a next step we focus on diffusion from the top site to the hollow site along the [110]

direction of the Cu(001) surface, as shown in Fig. 1 (c), and the potential energy surface for

this process is shown in Fig. 4.6. Again, a similar picture to top-bridge diffusion emerges,

where the top site is the minimum for RPA (245 meV, 234 meV, and 227 meV more stable

than the hollow site for 15×15×1, 8×8×1, and 3×3×1 k-point meshes, respectively), while

the hollow site is 8 meV more stable using PBE. Similar trends are found for PBE+D2

where the hollow site is stabilized by 31 meV compared to the top site. PBE+D3 and
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SCAN give the right site preference but with a rather small difference: the top site is 13

meV more stable than hollow site. RPBE and BEEF-vdW functionals give the right site

preference with a larger difference: the top site is 89 and 123 meV more stable than the

hollow site, respectively. HSE06 functional once again gives results similar to RPA with a

top site preference by 254 meV.

Following this trend, diffusion barriers from the top to the hollow position are increased

to 250 meV, 241 meV, and 232 meV for RPA with 15×15×1, 8×8×1, and 3×3×1 k-point

meshes and to 55 meV for PBE. However, the effective barrier for PBE, which corresponds

to diffusion from the hollow to the top site, is only slightly increased to 63 meV compared

to the barrier of 60 meV for the bridge-top diffusion. Applying D2 and D3 van der Waals

corrections gives slightly lower barriers: 44 and 49 meV, respectively for diffusion from the

top site to the hollow site. SCAN, RPBE, and BEEF-vdW functionals predict higher barriers

of 75, 106 and 132 meV, respectively. We do not find a local minimum in the hollow site

using the HSE06 functional and the overall barrier of 254 meV is again close to the RPA

value 250 meV.
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Figure 4.6: Energy profiles for the CO diffusion from the top site to the hollow site along

the [110] direction using different functionals and RPA with different k-point meshes. The

distance between the C and Cu atom projected along the [110] direction, dCCu, xy, is uti-

lized as the reaction coordinate. The horizontal dashed black line indicates the experimental

barrier[136], 115 meV. Vertical dashed lines indicate the position of transition states calcu-

lated with different methods. Non-italicized values correspond to the barriers and italicized

values correspond to the hollow-top energy differences. Numerical values for transition state

geometries of the other functionals are given in appendix C Table C.13.

Similar to top-bridge diffusion, the RPA transition state lies later along the top-hollow

path than the PBE and BEEF-vdW transition state with dCCu, xy (the distance along the

[110] direction from top to hollow site, see Fig. 4.2(d)) values of 1.08 Å for PBE, 1.44 Å

for BEEF-vdW, and 1.57 Å (1.32 Å) for RPA with 15×15×1 k-point mesh (8×8×1 and

3×3×1 k-point meshes). The difference in transition state position, also significantly affects

the transition state geometry, as shown in Fig. 4.6 and Fig. 4.7 (b). rCO increases from 1.17

(PBE) and 1.18 Å (BEEF-vdW) to 1.19 Å (RPA), dCCu, z decreases from 1.44 and 1.30 Å to

1.20 Å, and θOCz increases from 163 and 170 ° to 174°. For adsorption in the hollow position,

CO binds perpendicular to the Cu surface, and the geometry parameters are shown in Fig.
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4.7 (c).

Figure 4.7: Structures along the [110] diffusion pathway. (a) Top site structure. (b) Transi-

tion state structure. (c) Hollow site structure. As defined in Fig. 4.2 (d), values are shown

for rCO, the distance between the C and O atom, dCCu, z, the z coordinate difference between

the C atom and the Cu(001) surface plane, dCCu, xy, the distance between the C and bulk

(fixed) Cu atom projected along the [110] direction, and θOCz, the angle spanned by the axis

of the CO molecule and the [001] direction. Similar to the color scheme used in the energy

profile, values shown in red, black, and green correspond to PBE, BEEF-vdW and RPA

results. Presented numbers are given in Å for distances and degree for angles. Cu atoms are

shown as brown, O atoms red and C atoms grey.

The results presented in this work agree with data in the literature that RPA is able to

predict both, adsorption enthalpies and surface energies correctly, which is not achieved by

the other functionals studied in this work. Additionally, RPA and HSE06 correctly predict

the preference of CO adsorption in the top position of the Cu(001) surface, which is shared

with the BEEF-vdW and RPBE functionals, even though the latter two methods show a

smaller preference compared to the former methods. PBE based functionals and the SCAN

functional, on the other hand predict the stabilization of CO in the bridge and hollow sites.

Qualitatively, these results agree with the work of Schimka et al.[53], who showed that RPA

correctly predicts CO adsorption on the top site on Cu(111), while for the (111) surface
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PBE shows a preference for CO adsorption in the hollow site. In the following, we restrict

the discussion of the diffusion barriers on PBE, BEEF-vdW and RPA, since they provide

qualitatively different descriptions.

The impact of the difference in site preference on the diffusion behavior is significant and

becomes apparent when studying the full energy profiles for diffusion along [100] and [110]

directions from top to top position, as displayed in Figure 4.8. At the PBE level, the CO

molecule is most of the time at the bridge site and we consider three diffusion pathways: (1)

The bridge-top-bridge diffusion pathway in the [100] direction with a barrier of 60 meV. The

top site is a local minimum with a barrier of 22 meV to leave it. (2) A bridge-hollow-bridge

diffusion pathway in the [100] direction of the surface. (3) A direct bridge-bridge diffusion

pathway generally along the [110] direction. We performed climbing image nudged elastic

band (CI-NEB)[166] calculations to determine the barrier of pathways (2) and (3). A barrier

of 50 meV is found for the bridge-hollow-bridge diffusion pathway and the energy profile is

shown in appendix C Fig. C.4. No bridge-bridge diffusion along the [110] direction is found.

Considering the barrier values at PBE level, bridge-hollow-bridge diffusion is favored.

At the RPA level, the CO molecule is most of the time at the top site, which agrees

with experimental observations[167]. Diffusion along the [100] direction corresponds to a

top-bridge-top path with a barrier of 125 meV and the bridge site is metastable, with a

barrier of 18 meV to leave it. Diffusion in the [110] direction corresponds to a top-hollow-

top path with a barrier of 250 meV, with a very shallow minimum at the hollow site: 5 meV

is required to leave it. For both directions, the residence time in the intermediate position

is very short, and the diffusion is effectively a single jump from top to top. Considering the

barrier values at RPA level, two successive top-bridge-top diffusion processes will be more

favored than one top-hollow-top diffusion process, which indicates that the diffusion in the

[110] direction may correspond to two combined diffusion processes in perpendicular [100]

and [010] directions.

Using the BEEF-vdW functional, the qualitative behavior is similar to the results at

RPA level but the barrier values are significantly lower. Diffusion along the [100] direc-
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tion corresponds to a top-bridge-top path with a barrier of 51 meV and the bridge site is

metastable, with a barrier of 25 meV to leave it. Diffusion in the [110] direction corresponds

to a top-hollow-top path with a barrier of 132 meV, with a very shallow minimum at the

hollow site, where only 9 meV are required to leave it. However, at BEEF-vdW level, the

THT barrier is still higher than the TBT barrier.

Figure 4.8: Full energy profile for PBE, BEEF-vdW and RPA for diffusion from top to top

site along the [100] (a) and [110] (b) direction. PBE profile is shown as red, BEEF-vdW is

shown as grey and RPA is shown as green.

Comparing our results to work in the literature is not entirely straightforward. Initial

DFT calculations by Ge and King[137] show a very similar energy profile to our PBE calcu-

lations, while Fouquet et al.[138] found a significantly different behavior using localized basis

sets, with a maximum at the bridge position, but a significantly lower diffusion barrier com-

pared to this study. Marquardt et al.[139] used potential energy surface achieved by fitting

DFT energies and observed a significantly narrower barrier compared to other works and to

81



this study, which lead them to the assumption that tunneling is a significant contributor to

the diffusion processes. The shape of the barriers calculated using RPA in this work exclude

significant contributions of tunneling to diffusion. The CO molecule would have to tunnel

almost the entire distance between top sites along either direction, which is highly unlikely,

due to the high mass of the molecule.

Experimental results for the diffusion barriers for CO on the Cu(001) surface are quite

ambiguous. Initial measurements performed by Graham and Toennies[135] suggest a total

diffusion barrier of 31±10 meV. However, more refined measurements in combination with

molecular dynamic modeling by Alexandrowicz et al.[136] suggest two diffusion pathways

with barriers of 135±20 meV along the [100] direction and 115±20 meV along the [110]

direction. For the diffusion along the [100] direction RPA leads to quantitative agreement

with experiment. At the same time, barriers for diffusion along the [110] direction calculated

at BEEF-vdW level of theory show excellent agreement with experimental data. However,

both methods agree on a roughly 1:2 ratio in diffusion barriers between the [100] and [110]

directions. This disagrees with the observations of Alexandrowicz et al.,[136] which indicate

a roughly 1:1 ratio between those two barriers.

To investigate this correlation more closely and understand whether a theoretical method

exists that can reproduce a 1:1 ratio in barrier heights, we study the following three relation-

ships, namely (i) energy differences between top/bridge and top/hollow sites, (ii) diffusion

barrier in [100] direction and top/bridge energy difference, and (iii) diffusion barrier in [110]

direction and top/hollow energy difference. We find that all three parameter groups follow

linear relationships with R2 values larger than 0.96 (see appendix C Fig. C.2). Using these

relationships, it is now possible to plot forward and backwards barriers for diffusion in [100]

and [110] direction with respect to the top/bridge energy difference. We find that no point

exists, where a 1:1 ratio in activation energies in both diffusion directions can be found, when

CO preferentially adsorbs in the top position (see appendix C Fig. C.3). Additionally, it is

important to notice that the TBT barriers are always lower than the THT barriers, which

disagrees with experimental findings.
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The reasons for the discrepancy between experimental data and results from our study are

not entirely clear. One potential reason for the mismatch is a difference in coverage. While

our computational work focuses on a 2×2 unit cell with a coverage of θ=1/4 monolayers (ML),

experimental results were measured for a coverage of θ=0.1 ML. Matching the experimental

coverage would require modeling a 3×3 unit cell, which is beyond our current computational

capability at RPA level. To estimate the impact of coverage effects, we extrapolated them

based on the impact of PBE calculations by using

ERPA(θ =
1

x
ML) = ERPA(θ =

1

4
ML) + EPBE(θ =

1

x
ML)− EPBE(θ =

1

4
ML) (4.6)

The low coverage calculations are performed on 3×3 surface, θ = 1
9
, and 4×4 surface, θ = 1

16
.

The results are shown in appendix C Fig. C.5. For the diffusion along the [100] direction,

no significant changes are observed: the energetic differences are always smaller than 10

meV. For the diffusion along the [110] direction, coverage effects slightly decrease the barrier

from 250 meV at θ = 1
4

to 232 meV at θ = 1
9

and 219 meV at θ = 1
16

. Even though this

change in energetics when extrapolating results to lower coverages is not sufficient to reach

agreement between our calculations and experiments, coverage effects seem to lower barriers

along the top-hollow-top pathway more than along the top-bridge top pathway. Additionally,

the significant change of the TS position (dCCu, xy values from 1.62 Å to 1.37 Å) and the

overall profile shape for diffusion along the [110] direction indicate that non-trivial coverage

effects might exist. It is possible that these coverage effects cannot be fully captured at PBE

level. In future work it will be interesting to see how the coverage effects are present at RPA

level, which are not accessible for us at the moment due to the excessive computational cost.

That being said, diffusion barriers still follow the linear trends discussed, which indicates

that coverage effects cannot recover the behavior described by Alexandrowicz et al.[136]

Results presented in this work reveal a significant mismatch between all theoretical meth-

ods and experimental data. At this moment in time the source of this mismatch is not

entirely clear. One possibility is that a non-trivial diffusion pathway in either direction has

been missed in our study. Another possibility is that experimental measurements will need

to be revisited and reinterpreted based on the findings in this work.
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4.4 Conclusion

In this work we describe our efforts to model the diffusion of CO on the Cu(001) surface

using RPA and compare the results with calculations using different GGA, metaGGA, and

hybrid functionals. In a first step we present a k-space embedding strategy for RPA cal-

culations, which significantly reduces the computational cost. We consider the adsorption

enthalpies and surface energies using the aforementioned methods. Subsequently we ap-

ply this methodology to CO diffusion along two high-symmetry directions of the surface,

namely (i) top-bridge-top diffusion along the [100] direction and (ii) top-hollow-top diffusion

along the [110] direction. We find that RPA appears to be the only method giving the cor-

rect site preference and adsorption enthalpy for CO, and surface energy for Cu(001). DFT

methods that give correct site preference (RPBE, BEEF-vdW, and HSE06) may suffer from

underestimated surface energies. Our results furthermore reveal qualitative differences in the

description of diffusion barriers compared to experiments. While RPA and BEEF-vdW are

able to quantatively correctly predict one of the diffusion barriers, no functional reproduces

the experimentally observed ratio for diffusion barriers. Since this is a phenomenon shared

by all methods, we conclude that it might be necessary to revisit the interpretation of the

experimental data.

The results presented in this work show that the incorrectly predicted adsorption site

preference for CO on transition metal surfaces using different functionals can qualitatively

and quantitatively alter predictions for diffusion pathways of CO on transition metal sur-

faces. It is well conceivable that similar differences exist for other reactions that involve

CO on transition metal surfaces. The shortcomings of the functionals considered, especially

the underestimated surface energies indicate that it is necessary to move to more accurate

methods, such as RPA, when modeling adsorption across different species. We expect that

the methods and results presented here will encourage further investigations on fundamental

interactions between CO related species on transition metal surfaces, which are necessary to

understand thermocatalytic and electrocatalytic reactions involving CO related species on

Cu and other transition metal surfaces.
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CHAPTER 5

Towards More Accurate Modelling of CO2

Electroreduction Mechanism with Many-Body

Perturbation Theory

5.1 Introduction

The electrochemical carbon dioxide reduction reaction (CO2RR) has attracted tremendous

interest[5, 168, 169] since its discovery by Hori et al[170]. After years, Cu remains the most

important metal catalyst towards C2 products[171, 172], including ethylene and ethanol,

while other metal catalysts mainly produce formate (Pb, In, and Sn) or CO (Au, Ag, Zn, and

Pd)[170]. Specifically, the Cu(100) facet has been reported to selectively produce C2 products

at low overpotentials[171]. Although tremendous efforts have been devoted to elucidating

the reaction mechanism, the detailed reaction pathways, and especially the nature of the

potential-determining step (PDS) are controversial from the experimental side due to limited

in situ spectroscopy. Computational studies based on density functional theory (DFT)

energetics have also been conducted to clarify the reaction mechanism but the conclusion

is under debate as well. Regarding the critical C-C coupling step, Calle-Vallejo et al.[173]

used the Perdew-Burke-Ernzerhof (PBE) functional[31] and concluded that the PDS is the

hydrogenation of *OCCO, preceded by an OC-CO coupling. Montoya et al.[174] used the

revised Perdew-Burke-Ernzerhof (RPBE) functional[142] with a charged explicit solvating

water layer and concluded the OC-CO coupling to give *OCCO with a different structure

compared to the one proposed by Calle-Vallejo et al.[173]. Peng et al.[175] used the Bayesian

error estimation functionals[143] (BEEF) and found the step from *OCCO to *OCCOH to be
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potential limiting at low overpotential and C-CO coupling to be favored at high overpotential.

Regarding other facets, Liu et al.[176] used the BEEF and also found the OC-CO coupling

followed by hydrogenation to *OCCOH to be favored on Cu(211). Hussain et al.[177] used

the RPBE functional and found ethylene is formed by coupling two *CH2 fragments on

Cu(111).

Nevertheless, the aforementioned theoretical studies utilized exchange correlation (XC)

functionals at the generalized-gradient approximation (GGA) level while it is difficult for

such semi-local density functionals to give simultaneously correct CO adsorption energies

and surface energies for Cu(111)[53] and (100) facets[178]. Functionals which describe CO

adsorption strength accurately such as RPBE give surface energies[178] underestimated by

over 0.5 J/m2 (ca. 30% of experimental value as 1.8 J/m2). In addition, all the semi-local

functionals fail to predict the correct site for CO adsorption on both Cu(100) and Cu(111)

facets, which is often referred to as the CO-adsorption puzzle[34]. These fundamental de-

ficiencies of semi-local density functionals to describe CO adsorption and surface stability

naturally raise the question regarding the accuracy of GGA functionals for the intermediate

species involved in CO2RR. This is especially crucial since conclusions on catalytic activity

are often derived from the computed results that initial hydrogenation[179] and/or C-C cou-

pling steps[174, 173, 180], involving formation steps of species as *COH, *CHO, *OCCO,

*OCCOH, and *OCCHO, are the PDSs. Despite the chemical importance of the mechanistic

conclusions taken using DFT-GGA calculations, there is no assessment, to our knowledge, of

the accuracy of these exchange-correlation functionals for the CO2 electrocatalytic reduction

on the Cu(100) facet.

Therefore, to correctly describe the CO2RR process, a method addressing all of the afore-

mentioned issues is necessary. Ad hoc corrections[181, 182] do not serve the purpose as the

values needed for the intermediates other than CO are generally unknown. Here we propose

to consider the adiabatic connection fluctuation dissipation theorem[49, 50] (ACFDT) within

the random phase approximation[47, 48] (RPA), which has been shown to simultaneously

correctly describe the Cu(100) surface energy and the CO adsorption on Cu(100)[178]. It is
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worth noting that the density functional embedding theorem (DFET) developed by Carter

et al.[159] has achieved considerable success in describing both the CO adsorption[161] and

recently the hydrogenation steps in CO2RR[8]. The RPA method avoids the symmetry mis-

match between the embedded cluster and the metallic surface faced in DFET, benefitting

from the fact that an implementation for plane waves in periodic boundary conditions exists.

Moreover, the implementation in periodic boundary conditions also gives great convenience

to incorporate the existing implicit solvation models, while a explicit solvation description

using high level methods requires excessive amount of resources and is hence not affordable.

Here we show that it is natural and convenient to incorporate the implicit solvation effects,

more specifically, by combining the linearized Poisson-Boltzmann (lPB) equation[80, 81] into

the RPA frame. We apply this method to the CO2RR on the Cu(100) facet, focusing on the

CO hydrogenation and C-C coupling steps.

5.2 Methods

5.2.1 Random Phase Approximation

Here we briefly summarize the main formulas of the adiabatic connection fluctuation-dissipation

theorem (ACFDT), and more details can be found in the following Refs[54, 49, 50, 55, 56].

Within the ACFDT formalism, the energy of an interacting system with electron density

n(r) is given by:

E[n] = TKS[{ψi}] + EH [n] + Ex[{ψi}] + Eion−el[n] + Ec (5.1)

with the kinetic energy term TKS evaluated for the one- electron KS wave functions {ψi},

the Hartree energy EH [n], the exchange energy Ex[{ψi}], the interaction between nuclei and

electrons Eion−el[n], and the correlation energy Ec.

The ACFDT expression for the correlation energy Ec is:

Ec =

∫ 1

0

dλ

∫ ∞
0

dω

2π
Tr{ν[χλ(iω)− χ0(iω)]} (5.2)

with the coupling constant λ integrated over the difference between the frequency response
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function of the λ-interacting system χλ(iω) and that of the non-interacting system, i.e., KS

system, χ0(iω), iω the imaginary frequency, ν the Coulomb kernel.

The response function of the non-interacting system, χ0(iω), is expressed as:

χ0
GG′(q, iω) =

1

V

∑
n,n′,k

2gk(fn′k+q − fnk)× 〈ψn
′k+q| ei(q+G)r |ψnk〉 〈ψnk| e−i(q+G′)r |ψn′k+q〉

εn′k+q − εnk − iω
(5.3)

with reciprocal lattice vectors G and G′, crystal momentum vector k which lies within the

Brillouin zone of the primitive cell with volume V , reciprocal vector q, k-point weights gk,

the KS one-electron wave functions and energies of band n and crystal momentum vector k

being ψnk and εnk, and the occupation number function fnk.

The response function of the λ-interacting system, χλ(iω) is calculated using the Dyson

equation:

χλ(q) = χ0(q) + χ0(q)[λν(q) + fλxc(q, iω)]χλ(q) (5.4)

where the fxc is the exchange-correlation kernel. The RPA refers to the treatment of choosing

fxc = 0.

In practice, the first four terms in Eq. 5.1 are calculated within a Hartree-Fock step

based on DFT orbitals and can be combined into a EEXX notation, and the RPA energy in

vacuum can be expressed as:

ERPA = EEXX([ψocc,vacuum]) + ERPA
c ([ψocc,vacuum, ψuocc,vacuum]) (5.5)

where ψocc and ψuocc denotes the occupied and unoccupied orbitals, respectively. We add the

vacuum notation to distinguish these orbitals from the orbitals with the presence of implicit

solvation, which is discussed in the next section.

5.2.2 RPA with Implicit Solvation

It is worth noting that the correlation energy, ERPA
c ([ψocc, ψuocc]), is completely determined

by the orbitals.

Firstly, the orbitals with the presence of solvation effects at the DFT level can be achieved
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using the linearized Poisson-Boltzmann equation, as implemented by Hennig et al.[80, 81].

We list briefly the the main formulas here and further details can be found in Refs.[80, 81]

The linearized Poisson-Boltzmann equation refers to:

−→
∇ · ε

−→
∇φ− κ2φ = −ρsolute (5.6)

ε is the relative permittivity of the solvent as a local functional of the electronic charge

density. The total solute charge density, ρsolute, is the sum of the solute electronic and

nuclear charge densities, n(r)and N(r), respectively:

ρsolute(r) = n(r) +N(r) (5.7)

κ is determined by the Debye screening length λD and the the shape function ζ[n(r)], which

is designed to modulate in the interface region:

κ2 = ζ[n(r)]
1

λ2D
(5.8)

The occupied orbitals with presence of implicit solvation effects, ψocc,solvation, are thus ob-

tained. The unoccupied ones, ψuocc,solvation, can be achieved by a diagonalization step, as

done in typical RPA calculations. Starting from these orbitals, and also adding in the sol-

vation energy based on the electron density, which is determined by the occupied orbitals,

the RPA energetics incorporating implicit solvation effects are achieved. we named it as

RPA-sol:

ERPA
sol = EEXX([ψocc,solvation]) + ERPA

c ([ψocc,solvation, ψuocc,solvation]) + Esolvation([ψocc,solvation])

(5.9)

where the solvation energy Esolvation([ψocc,solvation]) the solvation energy obtained in the non-

self consistent HF step, and essentially this term only depends on the charge density. Nev-

ertheless, the RPA-sol energy is not simply the vacuum RPA energy plus this solvation

energy: the orbitals with the presence of implicit solvation, ψocc/uocc,solvation, gives nontrivial

contribution to the exchange and correlation components in the RPA-sol energy as well:

EEXX([ψocc,solvation]) + ERPA
c ([ψocc,solvation, ψuocc,solvation]) 6=

EEXX([ψocc,vacuum]) + ERPA
c ([ψocc,vacuum, ψuocc,vacuum])

(5.10)
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5.2.3 Computational Setup

All calculations in this paper were performed using the Vienna Ab-Initio Simulation Package[76]

(VASP). All the DFT calculations were developed on a basis set of plane waves with a cutoff

energy as 550 eV. Core electrons were described with the projector augmented wave (PAW)

method. Second order Methfessel-Paxton smearing with sigma value of 0.2 eV was used for

all DFT slab optimizations and Gaussian smearing with sigma value of 0.05 eV was used

for molecular references. For all the steps involved in RPA calculations, Gaussian smearing

with sigma value of 0.05 eV was used.

The slab calculations were performed in a 3×2 unit cell of a three layer slab. We use

the experimental lattice constant of 3.615 Å[163] for all the functionals. This value is a

good compromise between the PBE value, 3.629 Å and the RPA value, 3.581 Å[53]. This

choice ensures that the RPA calculations can use the PBE optimized structures. Repeated

images of the slabs are separated by 13 Å (16 Å) for RPA (and DFT). For DFT calculations,

we have performed tests using a vacuum thickness of 21 Åand found that the energetic

difference is smaller than 1 meV. For RPA calculations, Lébegue et al.[164] have shown that

the correlation energy uncertainty is ca. 0.2 meV for vacuum separations larger than 13

Å. In DFT calculations, dipole corrections were applied. In the optimization process, the

bottom layers of Cu atoms is kept fixed and the top two layers are relaxed and a 6×8×1

k-point mesh was used. Structural convergence was assumed for forces lower than 0.01 eV/Å.
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5.3 Results and Discussion

Figure 5.1: (a) Energetics of CO2RR intermediates considered, *CO, *CHO, *COH,

*CO+*CO, *CO+*CHO, *CO+*COH, *OCCO, *OCCHO, and *OCCOH, using RPA and

PBE/RPBE functionals at the Cu(100)-vacuum interface. (b) Side view of the atomic struc-

tures. For adsorbates with multiple possible sites, energetics are considered for the one with

the most stable RPA energy. Cu atoms are shown as brown, O atoms red, C atoms grey,

and H atoms white.

Fig. 5.1 shows the RPA energetics of the considered intermediate species, *CO, *CHO,

*COH, *CO+*CO, *CO+*CHO, *CO+*COH, *OCCO, *OCCHO, and *OCCOH, in com-

parison with PBE/RPBE energetics at the Cu(100)-vacuum interface. The energetics are

presented following the computational hydrogen electrode (CHE) framework[183], with a

potential of at 0 V vs RHE. The PBE energetics show a severe overbinding by 0.25 to

0.5 eV per CO component, in line with the reported overestimation of the CO adsorption

strength.[53, 178] In the work of Calle-Vallejo et al.[173], a 0.24 eV correction per CO was

applied and this turns to be generally working for *CO, *CO+*CO, and *CHO. However, for

all the *COH related adsorbates and coupled adsorbates including *OCCO, *OCCHO, and

*OCCOH, this correction appears to be still markedly insufficient. On the other hand, the

RPBE energetics show a significant underbinding for most intermediates, consistent with the
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underestimated Cu(100) surface energy. It is worth mentioning that for the co-adsorption

structures, *CO+*CO and *CO+*CHO, we found the top site CO to be more stable than

bridge site CO, in contrast to the PBE prediction due to the known site error (CO puzzle).

For the case of *CO+*COH, the top site minimum is not locally stable and was optimized to

bridge site CO using DFT methods and we just use this structure. We leave the discussion

of detailed energetics to the next paragraph after solvation effects are considered.

Figure 5.2: Implicitly solvated energetics of CO2RR intermediates considered, *CO, *CHO,

*COH, *CO+*CO, *CO+*CHO, *CO+*COH, *OCCO, *OCCHO, and *OCCOH, using

RPA and PBE/RPBE functionals on Cu(100). The methods are termed as -sol to be distin-

guished from the vacuum energetics.

The solvation effects are critical for the CO2RR while the explicit solvation is rather

computationally expensive and hence beyond our current computational capability at the

RPA level. Therefore, we combine the implicit solvation method, more specifically, the

implementation of the lPB equation by Hennig et al.[80, 81], into the RPA frame, named

as RPA-sol. The RPA-sol energetics are shown in Fig. 5.2, in comparison with implicitly

solvated PBE-sol and RPBE-sol energetics. While PBE-sol and RPBE-sol predict similar

stability for hydrogenated *CHO and *COH species, RPA-sol predicts *CHO to be 0.12

eV more stable, in line with the results on Cu(111) using DFET[8]. A similar yet more

significant phenomenon is observed for the coupling intermediates, *OCCHO and *OCCOH:
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RPA-sol energetics show that *OCCHO is stabilized by 0.34 eV compared to *OCCOH,

while RPBE-sol and PBE-sol show similar stability for these two intermediates.

The implicit solvation can be further improved as the lPB equation does not account for

the hydrogen bonds. Therefore, as shown in the appendix D.3, we compare different existing

explicit solvation treatments[176, 175, 184, 185, 186], and some studies[176, 175, 186, 177]

found the solvation energies of *OCCOH and *OCCHO are close. Among all the treatments

considered, the treatment of Calle-Vallejo et al.[173] relatively stabilizes *OCCOH the most,

with a stabilization of 0.38 eV for the COH part in *OCCOH and 0.10 eV for the CHO

part in *OCCHO. Using this treatment, corresponding to an extra 0.16 eV stabilization for

*OCCOH compared to *OCCHO on implicit solvation energetics, RPBE and PBE both

predict *OCCOH to be more stable while RPA still predicts *OCCHO to be more stable by

0.18 eV, leading to the PDS changing from the formation of *OCCOH with RPBE or PBE

to the formation of *OCCHO with RPA. It is also worth mentioning that, considering the

dynamic water structure with molecular dynamic simulations, Heenen et al.[185] found that

the solvation is considerably weaker than that of the static water treatment considered in

most publications, which means that the implicit solvation might underestimate the solvation

less than found when comparing with the static explicit solvent calculations.

Adsorbate-adsorbate interactions can potentially play a role, and we have performed test

calculations to evaluate them (appendix D.4). We found the effect of adsorbate-adsorbate

interactions on adsorption energies on the Cu(100) surface to be small when the CO cover-

age is below 0.5 ML, which is the highest coverage found from experiments[187] or kinetic

modeling[176]. Hence, adsorbate-adsorbate interaction can be neglected in the current study.

We have also considered the energetics of the further hydrogenation products along the C1

pathway, *CHOH and *CH3, as shown in the appendix D Fig. D.3, and no qualitative differ-

ence was found between RPA energetics and GGA DFT energetics. Based on this finding and

the conclusion of previous studies[188, 173, 174], we do not focus on further hydrogenation

products along the C2 pathway.
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Figure 5.3: Implicitly solvated energetics of the *OCCO intermediate, considered for both

the structure proposed by Calle-Vallejo et al.[173], *OCCO(CO) (right) and the structure

proposed by Montoya et al.[174], *OCCO(CC) (left), using RPA and PBE/RPBE function-

als. Side view of the atomic structures is presented as well, with Cu atoms shown as brown,

O atoms red, C atoms grey, and H atoms white.

Among the C-C coupling intermediates, the *OCCO intermediate is involved in different

mechanisms proposed using DFT energetics while being specifically controversial: Calle-

Vallejo et al.[173] proposed a *OCCO structure binding with the Cu surface using one C

atom and one O atom (denoted as *OCCO(CO) hereinafter), whereas Montoya et al.[174]

found that an electric field or a charged water layer can stabilize the *OCCO binding with two

C atoms (denoted as *OCCO(CC) hereinafter). Later Goodpaster et al.[189] reported that

the *OCCO(CC) structure can also be obtained by charging the system, i.e., using a grand-

canonical DFT treatment with implicit solvation. Essentially all these treatments apply

extra electron density to stabilize the *OCCO(CC) intermediate. Here we investigate the

energetics of both structures and results are shown in Fig. 5.3. The *OCCO(CC) structure

is obtained by charging the surface using PBE-sol and RPBE-sol, respectively, while the

reported energetics correspond to the single point energy calculated at neutral number of

electrons. Interestingly, we find that RPBE-sol and PBE-sol show a significant stabilization

of the *OCCO(CC) structure, 0.21 eV and 0.12 eV, respectively; RPA-sol, on the other
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hand, predicts the *OCCO(CO) structure to be 0.07 eV more stable. More importantly,

the over-stabilization of *OCCO(CC) using GGA energetics casts doubt on the proposed

mechanism involving formation of *OCCO(CC) by *CO coupling[174].

Figure 5.4: Potential dependent adsorption free energy of *OCCHO and predicted onset

potential of ethylene production, using RPA and RPBE energetics, at condition of (a) pH=7

and (b) pH=13. The potential effects are treated at both the CHE and the SC level, with

RPA-SC energetics being extrapolated as described in Eq. 5.11. The crossing point with the

horizontal black line indicates the onset potential.

We then move to the predicted onset potential for ethylene formation considering dif-

ferent coupling species as the PDS. Here, the RPA-sol energetics with CHE treatment, as

shown in Fig. 5.2, suggest the formation of *OCCHO by coupling of *CO and *CHO to

be the PDS, whereas the predicted onset potential, -0.98 V, appears to be too negative
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compared to experimental value[171], -0.4 V. The predicted onset potential for RPBE-sol

is even more negative. We found a considerable amount of mismatch originating from the

CHE treatment, as it lacks the description of the surface capacitance and the potential of

zero charge. Therefore, we turn to the grand-canonical DFT treatment, namely, the surface

charging (SC) method[190, 191, 81], which correctly accounts for these effects. The fully

grand canonical treatment at the RPA level, namely RPA-SC, is not available yet so we

present the extrapolated RPA-SC energetics using RPA-CHE, RPBE-SC, and RPBE-CHE

energetics, as the RPBE-sol energetics are more similar to RPA-sol ones than PBE-sol ones:

GRPA−SC
extrapolated(U) = GRPA−CHE(U) +GRPBE−SC(U)−GRPBE−CHE(U) (5.11)

As shown in Fig. 5.4, at the RPBE level, the onset potential changes significantly from

URPBE−CHE
onset = −1.17V to URPBE−SC

onset − 0.88V . The calculated capacitance and potential of

zero charge values using the RPBE functional are provided in the appendix D Table D.12, and

match well with the experimental values. After applying this correction to RPA energetics,

we get URPA−SC,extrapolated
onset = −0.74V , which is significantly lower than URPA−CHE

onset = −0.98V

and matches closer with the experimental value, -0.4 V at the condition of pH=7. The

difference between URPA−SC,extrapolated
onset and URPBE−SC

onset , 0.14 V, is not simply the difference

between URPA−CHE
onset and URPBE−CHE

onset , 0.19 V: in the SC treatment, the surface capacitance is

determined ab initio, leading to a non-zero quadratic term in the calculated G-U relationship.

This term also naturally predicts correctly the pH dependence of the onset potential: the

RPA onset potential changes from URPA−SC,extrapolated
onset = −0.74V to URPA−SC,extrapolated

onset =

−0.65V when pH is changed from 7 to 13, matching well with the experimental shift of

0.1 V. Additionally, the solvation treatment can be improved by including a correction for

explicit solvation effects: if the solvation corrections of Liu et al.[176] is applied, an onset

potential of -0.45 V is obtained, matching very well with the experimental value of -0.4 V.

The match of onset potential is hence comparable with the value for the *OCCOH pathway,

OC-CO coupling followed by hydrogenation, achieved by Calle-Vallejo et al.[173] with PBE

energetics, -0.4 V for Cu(100).

We have further checked the predicted onset potential for ethylene, assuming formation

96



of *OCCO (CC), *OCCO (CO), and *OCCOH by OC-CO, OC-CO, and OC-COH coupling

as the PDS and extrapolated RPA onset potentials are found to be more negative than in the

case of *OCCHO (appendix D.6). Therefore, we conclude that the formation of *OCCHO

by OC-CHO coupling is the PDS. Considering the more negative predicted onset potentials

using *OCCO (CC) and *OCCO (CO) as intermediate, our results suggest that *OCCHO

is formed by the coupling of *CO and *CHO, which is often overlooked in DFT studies due

to the underbinding of CHO related species. Experimentally, Hori et al.[192] and Koper et

al.[171] have shown that the pH dependence is different for C1 and C2 pathways. Koper’s

analysis[193] shows that the pH dependence of the CO2RR on the RHE scale suggests that

the rate determining step does not involve a proton transfer. This is usually interpreted as a

coupling between two *CO adsorbates being rate determining but the coupling of *CO and

*CHO proposed here as rate determining also satisfies this constraint[189] and hence agrees

with experimental results. Moreover, using in situ Fourier transform infrared spectroscopy,

Koper et al.[194] observed vibrational frequencies of 1191 cm-1 and 1584 cm-1 and found the

vibrational frequencies of *OCCOH to be compatible. We found that *OCCHOH, the further

hydrogenation product of *OCCHO, gives frequencies of 1186 cm-1 and 1534 cm-1, indicating

the *OCCHO pathway can also be compatible with the experimental observations. Moreover,

we would like to note that the current treatment assumes that the kinetics are in line with

the thermodynamics. A more comprehensive approach requires to calculate the reaction

barriers and can be combined with micro-kinetic modeling, allowing better comparison with

experimental results[176, 177, 175]. However, the atomic forces at the RPA level for slabs are

beyond our current computational power and these aspects may be included in the future.

5.4 Conclusion

To summarize, our results clearly show qualitative and quantitative differences between the

more accurate RPA energetics and the PBE/RPBE results, as well as the previous studies

using the semi-local density functionals. Formation of *OCCHO by coupling *CO and *CHO

is proposed as the PDS, yielding onset potential matching very well with experimental value
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and satisfying the observation that the rate determining step does not involve a proton. The

shortcomings of the semi-local XC functionals suggest that interpretation based on DFT

energetics may need to be more cautious, and it is important to consider the difference

between these functionals and more accurate methods like RPA or DFET, when modeling

CO2RR which involves adsorption across various species. The success of combining implicit

solvation into the RPA framework is also encouraging for a direct grand canonical treatment

at the RPA level.
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CHAPTER 6

Modeling Electrochemical Processes with Grand

Canonical Treatment of Many-Body Perturbation

Theory

6.1 Introduction

Electrocatalysis is at the heart of various sustainable energy conversion and storage

technologies[7], such as water splitting[195], fuel-cells[196], and CO2 conversion[197, 198].

The electrochemical reactions involved in these processes, including carbon dioxide reduction

reaction (CO2RR), hydrogen evolution reaction (HER), oxygen reduction reaction (ORR),

etc., happen at solid-liquid interfaces in the presence of an applied electric potential[81]. For

the first principles based atomic scale modeling of such electrocatalytic processes, explicitly

including the effects of the applied potential have been shown to be essential: the constant

electrode potential (CEP) model is found to qualitatively change results and match better

with experiments compared to the simpler constant charge model[199, 189, 200]. At the

same time, the CEP model requires grand canonical density functional theory[28, 27] (GC-

DFT) calculations, i.e., explicitly changing the number of electrons to tune the electrode

potential[201, 189, 190, 81].

The aforementioned studies, however, are based on the DFT energies obtained at the

generalized gradient approximation (GGA) level. GGA functionals are known to sometimes

lead to qualitative and quantitative errors in the description of molecular adsorption. One

important example of this shortcoming is the CO adsorption puzzle[33, 34, 35]: GGA func-

tionals incorrectly predict the preference for adsorption in the face center cubic (FCC) site
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on the (111) facets and the hollow site on the (100) facets instead of the experimentally

determined adsorption in the on top position and overestimate the adsorption energy. The

random phase approximation[47, 48] (RPA), a post Hartree-Fock (HF) method based on the

many-body perturbation theory[49, 50], has been shown to give a correct description of CO

adsorption on various metal surfaces, including copper (Cu)[53, 178]. Additionally, the metal

surface energies are described accurately using this method. These two aspects are essen-

tial to correctly describe the adsorption energies of adsorbates involved in CO2RR[192, 171].

Therefore, the combination of the grand canonical treatment with RPA energetics appears as

an appealing solution to correctly describe both the molecule-surface interaction[202] and the

potential effects. To the best of the authors’ knowledge, currently implementations of RPA

using periodic boundary conditions are non-self-consistent. Hence the typical approach of

grand canonical DFT treatment, which relies on the Fermi level obtained from self-consistent

electronic structure calculations, cannot be directly applied.

In this work we develop an alternative approach, which is purely based on the system’s

energy and can be used to determine the Fermi level via a partial derivative of the energy

with respect to the number of electrons. We show that at the DFT level, this approach is

equivalent to using the Fermi level value obtained from self-consistent electronic structure

calculations. We furthermore demonstrate how this energy based approach can be used

to perform grand canonical RPA (GC-RPA) calculations. We then apply this method to

the potential dependent adsorption of carbon monoxide (CO) on Cu(100), and show that

GC-RPA calculations lead to a qualitatively different description of this process compared to

results obtained at the GGA level of theory, performed using the Perdew-Burke-Ernzerhof[31]

(PBE) and revised Perdew-Burke-Ernzerhof[142] (RPBE) functionals. These GC-RPA re-

sults match better with experimental evidences compared to GC-DFT and illustrate that the

grand canonical treatment at the RPA level is a powerful tool to deepen our understanding

of interfacial electrochemical phenomena.
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6.2 Methods

6.2.1 Theory

We briefly summarize the RPA energy formulas here, and more details can be found in the

literature[54, 49, 50, 55, 56]. The total RPA energy consists of the exact exchange (EXX)

component, i.e., Hartree-Fock (HF) exchange, calculated for the occupied orbitals and the

RPA correlation component based on both the occupied and unoccupied orbitals:

ERPA = EEXX([ψocc]) + ERPA
c ([ψocc, ψuocc]) (6.1)

To apply the grand canonical treatment for electrochemical purposes, we need to account

for the implicit solvation in the RPA framework. We account for the presence of solvation

effects at the DFT level by computing orbitals combining the linearized Poisson-Boltzmann

equation, as implemented by Hennig et al.[80, 81] in VASP.[76] Starting from these orbitals

(ψocc,solvation, ψuocc,solvation), we add the solvation energy based on the electron density, which

is determined by the occupied orbitals, to the RPA total energy expression. The RPA energy,

which incorporates implicit solvation effects, is then expressed as:

ERPA
sol = EEXX([ψocc,solvation]) + ERPA

c ([ψocc,solvation, ψuocc,solvation]) + Esolvation([ψocc,solvation])

(6.2)

where the solvation energy Esolvation([ψocc,solvation]) is obtained in the non-self-consistent HF

step and only depends on the charge density.

The details of GC-DFT can be found in the literature[190, 191, 81] and we summarize the

most important procedures as follows. The net number of electrons, nsurface, is calculated

as:

nsurface = Nsurface −Nsurface,neutral (6.3)

where Nsurface is the number of electrons of the surface system and Nsurface,neutral is the

number of electrons in the neutral, i.e., non-charged, state. The DFT energy for charged

states is, in this context, obtained as:

Esurface = Esurface,raw + εFermi shiftnsurface (6.4)
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where Esurface,raw is the “raw” energy printed by VASP and εFermi shiftnsurface is the necessary[81]

correction term accounting for the difference (εFermi shift) in the reference energy of the elec-

tron between the “internal” reference level and vacuum. Then the grand canonical electronic

energy of a surface model, G(Uvac), is obtained as:

G(Uvac) = Esurface − nsurfaceµelectron (6.5)

where the chemical potential of an electron, is determined as:

µelectron = qUvac = −eUvac (6.6)

where Uvac is the potential of the system with reference to the vacuum level and q is the

charge of an electron. The potential of the system with reference to the vacuum can be

determined using two components in the implementation of Hennig et al.[80, 81]: the Fermi

level (εF ) with reference to the “internal” zero energy reference and the Fermi shift which is

the difference between the “internal” energy reference and the vacuum level:

− eUvac = εF + εFermi shift (6.7)

We call this the “SCF approach” herein. In the current implementation of RPA in

periodic boundary conditions, the RPA energy is a single shot energy based on underlying

DFT orbitals and one-electron energies. Therefore, the self-consistent electronic structure,

and hence the self-consistent Fermi level, are not available. As a consequence, the “SCF

approach”, which uses εF in Eq. 6.7, cannot be directly applied at the non-self-consistent

RPA level. To circumvent this fundamental difficulty, we propose to use an alternative

approach, which we call the “energetic” approach and does not require the self-consistent

electronic structure. Combining Eq. 6.6 and Eq. 6.7 with the relationship of internal energy

E and chemical potential µ in thermodynamics, we have:

εF = µelectron − εFermi shift =
∂Esurface
∂nelectron

− εFermi shift =
∂Esurface,raw
∂nelectron

(6.8)

After calculating a series of RPA energies with different number of electrons and performing

a quadratic fitting of the E(nsurface) relationship[81], the Fermi level values can be obtained

analytically as a linear function of nsurface.
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It is worth mentioning that for metallic systems the free electronic energy G in GC

treatments exhibits a quadratic behavior around the potential of zero charge (PZC), U0:

G(U) = G(U0)−
1

2
C(U − U0)

2 (6.9)

where C is the capacitance of the model and the PZC, U0, is the potential of the neutral, i.e.,

non-charged system. The PZC can be viewed as the work function of the solvated system

as it describes the process of taking one electron from the Fermi level of the neutral system

to the vacuum level.

The potential of the system with respect to the standard hydrogen electrode (SHE) can

be converted from Uvac as:

USHE + ∆USHE = Uvac (6.10)

with the IUPAC recommended value of ∆USHE = 4.44 V.

6.2.2 Computational Setup

All the calculations in this work were performed with the VASP code[76]. We set the

structural convergence criterion for forces to 0.01 eV/Å. Gaussian smearing with a sigma

value of 0.05 eV was used for all the geometry optimizations. 5 layer models were used for

all the systems as our tests show that the difference between 5 layer model and 6 layer model

is smaller than 5 meV.

Gaussian smearing with a sigma value of 0.01 eV was used for the RPA steps, since

our tests in a related system (graphene) shows the smaller sigma value (compared to more

typically value of 0.05 eV) generally gives better quadratic behavior. We have tested the

difference between RPA energetics achieved using sigma values of 0.01 eV and 0.05 eV

and found the difference to be smaller than 5 meV. The RPA energetics were based on

PBE optimized structure with RPA lattice parameter. The RPA energetics were performed

using PBE orbitals and PBE one-electron energies (RPA@PBE), and it has been shown

that RPA@RPBE gives essentially the same energetics.[178] The k-point meshes used and

excitation cutoff energy benchmark are provided in appendix E.
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6.3 Results and Discussion

In a first step, we show that, at the DFT level (exemplified using the PBE functional here),

the energetic approach developed here is equivalent to the commonly used SCF approach.

Here we consider a 5 layer slab exposing the 1×1 Cu(100) facet with CO adsorbed on the

atop site. As shown in Fig. 6.1 (a), the Fermi level values obtained using these two different

approaches agree excellently with each other. Consequently, the quadratic relationship be-

tween the electronic free energy G and the potential U, and further the adsorption energy,

are found to agree very well for these two approaches. Differences in the adsorption energy

over the potential range considered here, -1 to 0 V vs SHE, is smaller than 2 meV. The Fermi

level and G(U) parabola comparison between the two approaches for the bare Cu(100) facet

is provided in appendix E.2
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Figure 6.1: (a) Fermi level EF values at the GGA level obtained using the energetic approach

developed in this work compared to the ones taken directly from the SCF electronic structure.

The blue dots are the data and the black line indicates a perfect match. The corresponding

unit cell structure, a 5 layer slab exposing 1×1 Cu(100) facet with CO adsorbed on the atop

site, is shown. Cu atoms are shown as brown, O atoms red, and C atoms grey. (b) The

potential dependent free energy of the adsorbed CO system calculated using the energetic

approach compared to the results using the SCF approach. Dots are data points and dashed

lines are the fitted parabola. (c) The potential dependent adsorption energy of CO in the

atop site calculated using the energetic approach compared to the results using the SCF

approach.
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Having this energetic approach validated at the DFT level, the grand canonical treatment

can be further applied to the RPA energetics. We considered a series of different metal

facets, the (100), (110), and (111) facets of Cu, Ag, and Au, and test whether the quadratic

relationship established in Eq. 6.9 is correctly captured. Indeed, we find that the expected

quadratic relationship is achieved for each of these facets. As an example, the quadratic

relationship of the Cu(100) facet is shown in Fig. 6.2 (a). The quality of the quadratic

relationship is indicated by the good match of PZC estimated from the parabola and the one

of the neutral system, i.e., the data point at the apex. It is worth mentioning that using the

Fermi level values of the underlying PBE orbitals cannot give the expected behavior around

the PZC, as shown in appendix E.3. The quadratic relationship around the PZC indicates

that the correct values of the Fermi level are achieved and thus validates our energetic

approach. The comparison between the GC-RPA and experimental PZC values is shown in

Fig. 6.2 (b).

Using the least square fitting with a fixed slope of 1, we obtained a ∆Upred
SHE=5.31 V.

Compared to the IUPAC recommended value, 4.44 V, RPA seems to overestimate PZC

values. The magnitude of the overestimation is, however, unclear, considering that experi-

ments show a large error bar[203, 204] (±0.5 V) and that a recent report[205] indicates that

the work function of the SHE might be significantly higher. Moreover, a certain extent of

overestimation is not entirely surprising, as it has been shown that non-self-consistent RPA

(RPA@TPSS) overestimates the ionization potentials for molecules[206]. As we mentioned

previously, the PZC, which is directly linked with the work function, serves as an analog to

the ionization potential: these energies describe the process of taking one electron from the

HOMO or Fermi level to the vacuum level, in the molecular or periodic systems, respectively.

It is worth mentioning that the accuracy of molecular properties using RPA methods can

be further improved when self-consistent approaches are used[207] and the work function

overestimation here may be mitigated as well.
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Figure 6.2: (a) The quadratic relationship between the GC-RPA electronic free energy and

the potential of the system of a Cu(100) facet model. (b) Comparison between the computed

RPA and the experimental potential of zero charge (PZC) values with respect to the standard

hydrogen electrode (SHE). The dashed line is a fit of Upred
vac = U exp

SHE + ∆Upred
SHE to determine

the theoretical potential of the SHE versus vacuum, here found to be 5.31 V at the GC-RPA

level. The experimental values are taken from literature and the detailed values are listed in

appendix E Table table E.4.

We further applied this method to the potential dependent adsorption of a CO molecule

on the Cu(100) facet comparing the top and hollow adsorption site, as shown in Fig. 6.3.

A 5 layer slab exposing a
√

2 ×
√

2 Cu(100) facet was considered, as this corresponds to

the experimentally observed 0.5 monolayer coverage. Experimentally, at -0.9 V vs SHE,

CO adsorption in the atop site is still preferred (indicated by the frequencies over 2000
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cm-1), forming a
√

2 ×
√

2 pattern. The IUPAC recommended ∆Upred
SHE=4.44 V was used

here for all the methods and the version with fitted ∆Upred
SHE=5.31 V for RPA is provided in

appendix E.5. The PBE energetics predict that the hollow site for CO is more stable than

the top site for potentials lower than -0.32 V, being consistent with the over-stabilization of

the hollow site in the constant charge model. The RPBE and RPA energetics predict the

crossover to happen at -1.41 and -1.43 V, respectively, which are both more negative than

the experimental probed region and consistent with the experimentally observed atop site

adsorption at -0.9 V versus SHE.

Figure 6.3: Potential dependent energetics of CO adsorbed at top (blue) and hollow (orange)

site, using the grand canonical treatment with the PBE (dashed line), RPBE functionals

(dotted line), and RPA (solid line). The experimentally inferred
√

2×
√

2 structure, where

half of atop sites are covered by CO, is shown. Cu atoms are shown as brown, O atoms red,

and C atoms grey.
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However, a correct description of potential dependent energetics involves more than just

the crossing point. Both GGA functionals predict an almost linear dependence of the ad-

sorption energy with respect to the potential for atop and hollow sites. The slopes are close

to zero for the CO adsorption at the atop site and positive (∼0.2 eV/V) for the hollow site.

The linear relationship indicates that the capacitance, C, in the quadratic relationship (Eq.

6.9) is unchanged before and after the adsorption. Interestingly, at the RPA level, larger

curvatures are obtained for both the atop and hollow site adsorption compared to the GGA

results, indicating a larger change in double layer capacitance after adsorption, which is

consistent with the experimental observation that the double layer capacitance is modified

by adsorbates[208, 209, 210]. Moreover, it is worth mentioning that the slope of the adsorp-

tion relationships indicates the direction of the charge flow upon adsorption:[190] a positive

(negative) slope indicates that charge is injected into (depleted from) the surface after the

adsorption, i.e., the system gets reduced (oxidized). The reduction of hollow site adsorp-

tion at the GGA level is, however, concerning, as experimentally it has been shown that

the addition of a cation, which effectively reduces the adsorbates, will steer the selectivity

towards C2 products[211]. If the reduction predicted by the RPBE functional for the hol-

low site adsorption happens, the dimerization of CO adsorbed at the metastable hollow site

could take place without the presence of cation. In contrast, at the RPA level, the predicted

negative slopes, i.e., the depletion of electrons, for both the CO adsorption at the atop and

hollow sites are in line with the observed improvement when cations are present. These facts

show that at the GGA level, the improvement of the potential dependent stability using the

RPBE functional compared to the PBE functional is mostly a vertical shift of the potential

dependent adsorption energies. More importantly, the other aspects of the potential depen-

dent energetics, including the curvature reflecting the capacitance and the slope reflecting

the charge injection behavior, are still inconsistent with experimental evidences, and can be

improved using the GC-RPA energetics.
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6.4 Conclusion

In conclusion, we present an approach for electrocatalytic interface simulations combining

a grand canonical treatment of electrons and RPA energetics, here called GC-RPA. We

applied this method to three facets of Cu, Ag, and Au and found the expected quadratic

behavior around the PZC, and a good reproduction of the experimental PZC values.. We

further applied this method to the potential dependent CO adsorption on the Cu(100) facet.

The grand canonical RPA energetics gives qualitative and quantitative differences compared

to the GGA results. Compared to RPBE, which improves upon PBE by shifting energies

vertically, GC-RPA predicts larger curvatures, which indicate changes in the capacitance,

and different slopes which show a different charge injection mechanism upon CO adsorption.

Both observations are more consistent with the experimental evidences compared to the GGA

results. We expect this development to pave the way to further electrochemical applications

of RPA, and more generally, post-HF methods without a self-consistent electronic structure.
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CHAPTER 7

Conclusion

To sum up, we explored the computational modeling of electrochemical systems at two dif-

ferent levels, the DFT level and the MBPT level. At both levels we stressed the importance

of correctly describe the electrochemical effects including the solvation effects and the elec-

trochemical potential effects.

At the DFT level, we modeled the complicated SRR process on heteroatom doped holey

graphene framework (HGF). We showed that a microsolvation model, which describes the

first solvation shell with explicit solvent molecules and the rest by an implicit solvation,

is necessary to correctly describe the strong cation nature of Li+ like species. Moreover,

We showed that the defect engineering and the heteroatom doping are two strategies to

tune the p-band center of the adsorption sites, which are the edge C atoms, and hence the

adsorption energy of the intermediates. Consequently, the optimal intermediate adsorption

energy of the heteroatom doped HGF leads to the decrease of the overpotential and the

improved battery performance. We further explored the complex reaction network for 16-

electron SRR process, revealing two stages separated by the central Li2S4 intermediate, in

line with experimental CV observations. Moreover, Combining the DFT calculations with

in situ Raman spectroscopy, we demonstrated that Li2S4 and Li2S6 represents the dominant

intermediates, in which Li2S6 is generated by the disproportionation reaction between Li2S8

and Li2S4 and doesn’t directly participate in electrochemical reactions, but contributes to

the shuttling problem due to its high solubility and energy favoring its accumulation in the

electrolyte. It was found that the optimized N,S-HGF catalytic electrode, benefitting from

smaller overpotential, considerably accelerates the conversion of high order LiPSs, leading

to faster depletion of soluble LiPSs at higher potential regime, hence mitigating the PS
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shuttling effect and boosting the output potential.

To elucidate the structure of this complicated heteroatom doped HGF system, we per-

formed DFT calculations to predict and explain the chemical shifts of N, C, H atoms in

N-doped graphene system. Comparisons of predicted chemical shifts with experimental 2D

13C-15N spectra showed good agreement. The major difference between the chemical shifts

of graphitic/pyridinic/pyrrolic N-moieties was understood by comparing the electronegativ-

ities of the various environments. Furthermore, for each type of environment, the general

concept of signal broadening can be decomposed into four different factors, the influences

of which are discussed in detail. The first factor is the standalone N/C geometry, where a

larger curvature of the graphene edge is found to give a more positive chemical shift. The

second factor is the effect of a second N atom nearby: a graphitic N atom close to a pyri-

dinic N decreases the chemical shift, while a pyridinic N close to a graphitic N increases the

chemical shift. The third factor is that for each specific structure, the second neighbor C

atom experiences a lower chemical shift. The fourth factor is the influence of residual water,

which is important to understand the aqueous environment in oxygen reduction reaction or

hydrogen evolution reaction. Introduction of this factor matches with the experimental 2D

15N-1H spectrum and provides better agreement with the experimental 13C-15N spectrum.

With the free energy taken into account, water adsorption on pyrrolic and pyridinic N sites

was found to be more stable and to induce a positive or negative deviation in the chemical

shift, respectively. An intuitive correlation between the charge of the probed atom and the

chemical shift was confirmed: the smaller the charge, i.e., the higher the electron density,

the more shielded the nucleus is, and hence the smaller the chemical shift. The relationship

between charge and chemical shifts was discussed, enabling a more detailed understanding

of the electronic influence of N doping.

At the MBPT level, we focused on one specific form of the MBPT, the RPA. We firstly

exploited a k-space extrapolation scheme to reduce the cost for surface calculations using the

RPA and investigated the CO diffusion on Cu(100) facet. We compared the RPA results with

results of different GGA, metaGGA, and hybrid functionals. We considered the adsorption
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enthalpies and surface energies using the aforementioned methods. Subsequently we applied

this methodology to CO diffusion along two high-symmetry directions of the surface, namely

(i) top-bridge-top diffusion along the [100] direction and (ii) top-hollow-top diffusion along

the [110] direction. We found that RPA appears to be the only method giving the correct site

preference and adsorption enthalpy for CO, and surface energy for Cu(001). DFT methods

that give correct site preference (RPBE, BEEF-vdW, and HSE06) may suffer from under-

estimated surface energies. Our results furthermore revealed qualitative differences in the

description of diffusion barriers compared to experiments. While RPA and BEEF-vdW are

able to quantatively correctly predict one of the diffusion barriers, no functional reproduces

the experimentally observed ratio for diffusion barriers. Since this is a phenomenon shared

by all methods, we concluded that it might be necessary to revisit the interpretation of the

experimental data. The results suggest that the incorrectly predicted adsorption site pref-

erence for CO on transition metal surfaces using different functionals can qualitatively and

quantitatively alter predictions for diffusion pathways of CO on transition metal surfaces.

Therefore the CO diffusion study suggested that it is necessary to move to more accu-

rate methods, such as RPA, when modeling catalytic processes involving adsorption across

different species. We then combined the RPA framework with implicit solvation described

using the linearized Poisson-Boltzmann equation to investigate the CO2 reduction reaction

on Cu(100) facet. We showed qualitative and quantitative differences between the more

accurate RPA energetics and the PBE/RPBE results, as well as the previous studies using

the semi-local density functionals. Formation of *OCCHO was proposed as the potential de-

terminant step, yielding an onset potential matching very well with the experimental value.

The shortcomings of the semi-local XC functionals suggest that interpretation based on DFT

energetics may need to be more cautious, and that it is important to consider the difference

between these functionals and more accurate methods like RPA or DFET, when modeling

CO2RR which involves adsorption across various species.

The success of combining implicit solvation into the RPA framework is encouraging for

a direct grand canonical treatment, i.e., adding or removing electrons explicitly to tune the
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electrode potential. We further investigated the combination of a grand canonical treatment

of electrons and RPA energetics. We proposed an alternative approach, which is purely

based on the system’s energy and can be used to determine the Fermi level of the non-self-

consistent RPA implementation. We applied this method to three facets of Cu, Ag, and

Au and found the expected quadratic behavior around the potential of zero charge, and a

good reproduction of the experimental potential of zero charge values.. We further applied

this method to the potential dependent CO adsorption on the Cu(100) facet. The grand

canonical RPA energetics give qualitative and quantitative differences compared to the GGA

results. Compared to RPBE, which improves upon PBE by shifting energies vertically, grand

canonical RPA predicts larger curvatures, which indicate changes in the capacitance, and

different slopes which show a different charge injection mechanism upon CO adsorption.

Both observations are more consistent with the experimental evidences compared to the

GGA results. We expect all the aforementioned development to pave the way to further

electrochemical applications of RPA.
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APPENDIX A

Supporting Information for Chapter 2

A.1 Functional Benchmark

We perform the benchmark of (1) the cell potential of Li2S, (2) cell parameters of Li

and Li2S and volume of S using following functionals: PBE[31], PBE+dDsC[77], vdW-

DF-2[212], optPBE[213], optB88[214], opt86b[214], SCAN[79], HSE06[163], HSE06+dDsC,

B3LYP[215], B3LYP+dDsC.

The cell potential E is directly linked with the the Gibbs formation energy via:

− nFE = ∆G (A.1)

where ∆G is the Gibbs formation energy of Li2S, with reference to Li and α-sulfur, ∆G =

G(Li2S)−G(S)− 2 ∗G(Li), n is the number of electrons evolved in the reaction and takes

the value as 2 for this reaction, F is the Faraday’s constant. In the unit of eV and V,

the E is achieved by simply dividing the ∆ value by -2. We follow the same approach

with the work of Park et al. [216] to calculate the Gibbs free energy: G is calculated as

G = Eele + ZPE + Cp,vib − TSvib. The free energy components of the SCAN functional are

used for the hybrid functionals.

For Li and Li2S the conventional cells are used. The Li cell contains 2 Li atoms and the

Li2S cell contains 8 Li atoms and 4 S atoms. For S cell we use the unit cell which contains

32 atoms instead of the conventional cell which contains 128 atoms, hence the volume of S

cell is 1/4 of the value as noted in the work of Park et al.[216] A 13×13×13 k-point mesh

is used for the Li cell. A 3×3×3 k-point mesh is used for the Li2S cell when using hybrid

functionals while for other functionals we use a 7×7×7 k-point mesh. We have performed

115



tests at the PBE level and find that finer k-point mesh compared to the 3×3×3 one gives

an uncertainty of smaller than 3 meV. A 2×2×2 k-point mesh is used for the Li2S cell when

using hybrid functionals while for other functionals we use a 3×3×3 k-point mesh. We have

performed tests at the PBE level and find that finer k-point mesh compared to the 2×2×2

one gives an uncertainty of smaller than 1 meV. Structural convergence is assumed for forces

lower than 0.01 eV/Å (except the case of S using the B3LYP functional, where 0.02 eV/Å

is achieved. ) For solid calculations, we raise the cutoff energy of the planewave basis set to

600 eV to avoid the Pulay stress.

Functional E(V) Literature Value (V)[216]

PBE 1.96

PBE+dDsC 2.09

vdW-DF-2 2.33 2.33

optPBE 2.15 2.15

optB88 2.19 2.20

opt86b 2.09 2.10

SCAN 2.27

HSE06 2.33

HSE06+dDsC 2.24

B3LYP 2.37

B3LYP+dDsC 2.52

EXP 2.30

Table A.1: Calculated cell potential of Li2S using different functionals.

For the PBE functional, we use the PBE+dDsC energetics of the S cell as the van der

Waals interaction is not negligible. If we use the PBE energetics for S the PBE cell potential

would be 2.00 V, which is slightly better than 1.95 V but still rather far from the experimental

value.

Our calculated values match well with the values of the vdW functionals reported by
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Park et al.[216] The target is to find the functionals that provide good match with the

experimental cell potential, hence the Gibbs formation energy. The vdW-DF-2, SCAN and

HSE06 functionals provide good match with the experimental energetics.

Functional Li (Å) Li2S (Å) S(Å3)

PBE 3.42 5.70 1186

PBE+dDsC 3.39 5.62 848

vdW-DF-2 3.39 5.75 900

optPBE 3.42 5.71 868

optB88 3.42 5.69 813

opt86b 3.43 5.69 796

SCAN 3.47 5.68 853

HSE06 3.44 5.60 1128

HSE06+dDsC 3.42 5.63 831

B3LYP 3.42 5.72 1547

B3LYP+dDsC 3.35 5.57 836

EXP 3.48 5.69 824

Table A.2: Calculated cell parameters of Li2S and Li and cell volume of α-S using different

functionals.

Our optB88 values, 3.42 Å for Li lattice parameter, 5.69 Å for the Li2S lattice parameter,

and 813 Å3 for the S cell volume, match reasonably with the values reported by Park et al.:

3.45 Å for Li lattice parameter, 5.70 Å for the Li2S lattice parameter, and 805 Å3 for the S

cell volume. From the energetic perspective, the vdW-DF-2, SCAN, and HSE06 functionals

are similarly good, while from the geometry perspective, results of the SCAN functional show

clearly better match with the experimental data. Hence, we choose the SCAN functional in

this work. The structure of Li2S2 is also taken from the work of Park et al.
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A.2 Free Energy Components of Lithium Polysulfide Species

Temperature is considered to be room temperature, 300K. The gas phase free energy can be

calculated:

Ggas = U + pV − TS

= Eele + ZPE +

∫ T

0

Ct dT +

∫ T

0

Cr dT +

∫ T

0

Cvib dT + pV − TS

= Eele + ZPE + nkBT +

∫ T

0

Cvib dT − TS

where:

G is the Gibbs free energy

U is the internal energy

p is the pressure

V the volume

T is the temperature

S is the entropy, that can be decomposed into its translational, rotational and vibrational

components (St, Sr, Svib)

Eele is the electronic energy.

ZPE stands for the zero point energy.

Ct, Cr, Cvib are translational, rotational and vibrational heat capacities.

n takes care for the translational and vibrational heat capacity and pV term, equals to 4

for non-linear molecules, and equals to 3.5 for linear molecules

kB is the Boltzmann constant

Here we consider the real residual water on surface to be much larger than those in the

models, and Gibbs free energy of water to be closer to the case of aqueous environment.

However, when water molecule is in aqueous solution, 2 changes need to be made:

1. The pV term vanishes in liquid condition, hence nkBT term for water will be 3kBT .
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2. Translational and rotational motions are restricted and the entropy contributions

will be reduced. To treat this effect, two approximate schemes are well documented in the

literature.

i. The original way follows Wertz.[217]

A parameterized approximation to calculate the loss of entropy is established, and the

aqueous entropy is estimated as:

Saq = 0.54Sgas + 2.86 ∗ 10−4 eV ·K

ii. Many researchers use half of the gas-phase entropy to estimate the entropy of aqueous

phase.[218, 219]

Saq = 0.5Sgas

Here we use the method ii to estimate the Gibbs free energy of DOL molecules and the

Gibbs free energy of DOL molecule becomes:

Gliq = Eele + 3kBT + ZPE +
∫ T
0
Cvib dT − 0.5 ∗ T ∗ (St + Sr + Svib)

All the vibrational components are calculated within the harmonic approximation. Fre-

quencies below 50 cm-1 are renormalized to 50 cm-1. First 6 modes are not included to

maintain the 3N-6 freedom.

For the DOL molecule, the free energy components are:

ZPE 3kbT TSgas ∆Gliq

DOL 2.52 0.078 0.90 2.15

Table A.3: Free energy components of the liquid DOL molecule. All units are in eV.

For each of these close shell Li2Sx species, we consider two different micro-solvation

treatments: each Li is solvated by a first shell of either 2 or 3 DOL molecules, i.e., 4/6DOL-

Li2Sx. We have tried further increase of the number of DOL molecules but geometrically

these molecules are not included in the first solvation shell, consistent with the previous

finding of Bhatt et al.
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Moreover, we consider two different structures for each of these polysulfide species: ring-

like structure and chain-like structure.

The Li2Sx part and the 4/6DOL part are treated separately: the vibrational modes on

the Li2Sx part of each model are calculated and the contribution of the vibrational modes

on the DOL molecule part are approximated to be the same as the DOL contribution in

6DOL-Li2S4. The averaging process of the 6 DOL molecules are listed as below.

ZPE TSgas ∆Gliq

DOL-1 2.56 0.41 2.36

DOL-2 2.55 0.40 2.35

DOL-3 2.56 0.36 2.39

DOL-4 2.56 0.40 2.36

DOL-5 2.56 0.41 2.35

DOL-6 2.55 0.39 2.36

average 2.36

Table A.4: Free energy components of the liquid DOL molecule. All units are in eV.

The values shown here validate the assumption that the micro-solvation DOL molecules

have rather similar free energy components.

To compare free energies of models with different number of DOL molecules, we further

denote the Gibbs free energy of the Li2Sx as Gliq,net which is defined as:

Gliq,net = Gliq,nDOL−Li2Sx − nGliq,DOL (A.2)

The detailed free energy components of these micro-solvated molecules are listed below.
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ZPE 3kbT TSgas Gliq,net

Li2S 0.19 0.078 1.26 -17.51

Li2S2 0.21 0.078 1.36 -27.72

Li2S3 0.23 0.078 1.51 -37.75

Li2S4 0.28 0.078 1.61 -47.67

Li2S5 0.32 0.078 1.71 -57.37

Li2S6 0.36 0.078 1.82 -67.12

Li2S7 0.41 0.078 1.90 -76.56

Li2S8 0.42 0.078 2.11 -86.42

Table A.5: Free energy components of the Li2Sx part in ring-like 6DOL-Li2Sx. All units are

in eV.

ZPE 3kbT TSgas Gliq,net

Li2S3 0.24 0.078 1.52 -37.31

Li2S4 0.31 0.078 1.63 -46.98

Li2S5 0.37 0.078 1.72 -56.59

Li2S6 0.41 0.078 1.81 -66.49

Li2S7 0.46 0.078 1.91 -76.21

Li2S8 0.50 0.078 2.01 -85.99

Table A.6: Free energy components of the Li2Sx part in chain-like 6DOL-Li2Sx. All units

are in eV.
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ZPE 3kbT TSgas Gliq,net

Li2S 0.15 0.078 1.34 -16.89

Li2S2 0.25 0.078 1.33 -27.41

Li2S3 0.26 0.078 1.48 -37.63

Li2S4 0.33 0.078 1.56 -47.50

Li2S5 0.36 0.078 1.67 -57.24

Li2S6 0.40 0.078 1.79 -66.97

Li2S7 0.41 0.078 1.93 -76.46

Li2S8 0.47 0.078 2.01 -86.00

Table A.7: Free energy components of the Li2Sx part in ring-like 4DOL-Li2Sx. All units are

in eV.

ZPE 3kbT TSgas Gliq,net

Li2S3 0.22 0.078 1.57 -36.96

Li2S4 0.33 0.078 1.57 -46.76

Li2S5 0.31 0.078 1.78 -56.57

Li2S6 0.39 0.078 1.82 -66.26

Li2S7 0.45 0.078 1.93 -75.55

Li2S8

Table A.8: Free energy components of the Li2Sx part in chain-like 4DOL-Li2Sx. All units

are in eV.

The Li2S and Li2S2 entries do not appear in chain-like tables since we didn’t find a local

minimum of chain-like structures for these short chain lithium polysulfides: after optimiza-

tion, the ring-like structure is restored.

The chain-like 4DOL-Li2S8 is left empty as electronic convergence problem was met for

this structure when implicit solvation was presented. However, the vacuum Eele of chain-like
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4DOL-Li2S8 is less stable by 0.8 eV compared to the vacuum Eele of ring-like 4DOL-Li2S8,

and this excludes the possibility of this structure to be the most stable one.

We find that the ring-like 6DOL-Li2Sx to be always the most stable one and hence use

the energetics through this study.

The LiS3 radical is only considered with 3DOL micro-solvation treatment and ring-like

structure. The free energy components are:

ZPE 3kbT TSgas Gliq,net

LiS3 0.18 0.078 1.39 -33.46

Table A.9: Free energy components of the LiS3 part in ring-like 3DOL-LiS3. All units are in

eV.

A.3 Influence of Solubility Limit of Li2S4

Experimentally we find that the solubility of Li2S4 to be limited in the DOL/DME solvent,

∼0.01 M. After applying this constraint to the potential dependent concentration of the

N,S-HGF system, we find the match with experimental data to be better: the peak of Li2S4

concentration moves from ∼2.05 V, as shown in chapter 2 Fig. 2.7 right panel, to ∼2.2 V

as shown below. The results after applying the solubility constraint matches well with the

experimental plateau at 2.25-2.15 V.
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Figure A.1: Simulated concentrations after applying the concentration limit of Li2S4 as 0.01

M.

A.4 Construction of the Volcano Plots

As mentioned in chapter 2, we list the 14 different 2e-, 4e-, and 6e- steps, 12 different probable

combinations, and the volcano plots of these combinations.

The 14 different 2e-, 4e-, and 6e- steps are labelled with [1] through [14].

[1], [2], [3] and [4] are 2e- steps:

[1]

Li2S4 + Li+ + e− → LiS3 + Li2S

LiS3 + Li+ + e− → Li2S3

[2]

Li2S3 + Li+ + e− → LiS2 + Li2S

LiS2 + Li+ + e− → Li2S2

[3]

Li2S2 + Li+ + e− → LiS + Li2S

LiS + Li+ + e− → Li2S
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[4]

Li2S4 + Li+ + e− → LiS3 + Li2S

LiS3 + Li+ + e− → Li2S3

[5], [6], [7], [8], [9], and [10] are 4e- steps. [5], [6], [7], and [8] start with Li2S4 and end

with 2Li2S+ Li2S2. [9] and [10] start with Li2S3 and end with 3Li2S.

[5]

Li2S4 + Li+ + e− → LiS3 + Li2S

LiS3 + Li+ + e− → LiS2 + LiS

LiS + Li+ + e− → Li2S

LiS2 + Li+ + e− → Li2S2

[6]

Li2S4 + Li+ + e− → LiS3 + Li2S

LiS3 + Li+ + e− → S2 + Li2S

S2 + Li+ + e− → LiS2

LiS2 + Li+ + e− → Li2S2

[7]

Li2S4 + Li+ + e− → LiS2 + Li2S2

LiS2 + Li+ + e− → LiS + LiS

LiS + Li+ + e− → Li2S

LiS + Li+ + e− → Li2S

[8]

Li2S4 + Li+ + e− → LiS2 + Li2S2

LiS2 + Li+ + e− → S + Li2S

S + Li+ + e− → LiS

LiS + Li+ + e− → Li2S
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[9]

Li2S3 + Li+ + e− → LiS2 + Li2S

LiS2 + Li+ + e− → LiS + LiS

LiS + Li+ + e− → Li2S

LiS + Li+ + e− → Li2S

[10]

Li2S3 + Li+ + e− → LiS2 + Li2S

LiS2 + Li+ + e− → S + Li2S

S + Li+ + e− → LiS

LiS + Li+ + e− → Li2S

[11], [12], [13], and [14] are 6e- steps, directly starting with Li2S4 and ending with 4Li2S.

[11]

Li2S4 + Li+ + e− → LiS3 + Li2S

LiS3 + Li+ + e− → S2 + Li2S

S2 + Li+ + e− → LiS2

LiS2 + Li+ + e− → LiS + LiS

LiS + Li+ + e− → Li2S

LiS + Li+ + e− → Li2S

[12]

Li2S4 + Li+ + e− → LiS3 + Li2S

LiS3 + Li+ + e− → S2 + Li2S

S2 + Li+ + e− → LiS2

LiS2 + Li+ + e− → S + Li2S

S + Li+ + e− → LiS
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LiS + Li+ + e− → Li2S

[13]

Li2S4 + Li+ + e− → LiS3 + Li2S

LiS3 + Li+ + e− → LiS2 + LiS

LiS2 + Li+ + e− → LiS + LiS

LiS + Li+ + e− → Li2S

LiS + Li+ + e− → Li2S

LiS + Li+ + e− → Li2S

[14]

Li2S4 + Li+ + e− → LiS3 + Li2S

LiS3 + Li+ + e− → LiS2 + LiS

LiS2 + Li+ + e− → Li2S + S

S + Li+ + e− → LiS

LiS + Li+ + e− → Li2S

LiS + Li+ + e− → Li2S

These different 2e-, 4e-, and 6e- steps are further combined to give the overall reaction

pathway and the following combinations are considered: (i) 2e-+2e-+2e-, (ii) 4e-+2e-, (iii)

2e-+4e-, and (iv) 6e-. The volcano plots of different combinations are shown below. The 12

different probable combinations are labelled with (1) through (12). The colors indicate the

doping: red for N,S-codoped, blue for N-doped, green for S-doped and black for nondoped

models. The shapes indicate the model type: filled circles for inner defect models, triangles

for armchair models, and squares for zigzag edge models. The LiS adsorption energy is

chosen as the descriptor as it is linked with the adsorption energies of other species.

(i) 2e-+2e-+2e-

(1) [1]+[2]+[3]
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Figure A.2: The output potential of pathway combination (1).

(2) [4]+[3]+[3]

Figure A.3: The output potential of pathway combination (2).

(ii) 4e-+2e-
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(3) [5]+[3]

Figure A.4: The output potential of pathway combination (3).

(4) [6]+[3]

Figure A.5: The output potential of pathway combination (4).
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(5) [7]+[3]

Figure A.6: The output potential of pathway combination (5).

(6) [8]+[3]

Figure A.7: The output potential of pathway combination (6).
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(iii) 2e-+4e-

(7) [1]+[9]

Figure A.8: The output potential of pathway combination (7).

(8) [1]+[10]

Figure A.9: The output potential of pathway combination (8).
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(iv) 6e-

(9) [11]

Figure A.10: The output potential of pathway combination (9).

(10) [12]

Figure A.11: The output potential of pathway combination (10).
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(11) [13]

Figure A.12: The output potential of pathway combination (11).

(12) [14]

Figure A.13: The output potential of pathway combination (12).
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A.5 Raman Spectra Simulation

For S8 and close shell lithium polysulfides (Li2S4, Li2S6, and Li2S8), we have performed the

calculation at both PBE+dDsC and SCAN level, based on structures optimized at respective

level. The simulated spectra are shown below, and the major peaks are compared to the

experimental results:

Figure A.14: Simulated Raman spectra using (a) the PBE+dDsC (b) the SCAN functionals.

The LiS3 spectra was only calculated using the SCAN functional.
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Peak Position (cm-1) LiS3 Li2S4 Li2S6 Li2S8 S8

PBE 190 453 430 139, 213, 471

SCAN 541 198 471 440 150, 230, 491

EXP 533 200 452 441 153, 218, 473

Table A.10: Peak positions and intensities of the simulated Raman spectra compared with

experimental results. All peak positions are in the unit of cm-1.

These results show that the match of simulated and experimental peak positions is not a

sensitive to functional choice. We choose to present the SCAN peak positions in chapter 2,

being consistent with the energetic choice.
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APPENDIX B

Supporting Information for Chapter 3

B.1 convergence of chemical shift values with respect to k-point

mesh

Model k-point mesh 13C Chemical Shift (ppm)

Terrace 3*3*1 121.1

Terrace 4*4*1 120.2

Terrace 5*5*1 119.2

Zigzag 5*1*1 108.3

Zigzag 6*1*1 110.2

Zigzag 7*1*1 108.6

Armchair 1*5*1 110.2

Armchair 1*6*1 111.0

Armchair 1*7*1 111.3

Table B.1: convergence of chemical shift values of center C atom with respect to k-point

mesh

It can be concluded that our current k-points mesh ensures convergence at 1-2 ppm level.
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B.2 convergence of chemical shift values with respect to electronic

convergence criteria

The convergence of 13C and 15N chemical shift values with respect to electronic convergence

criteria is tested on graphitic N model. Electronic structure convergence criteria (EDIFF

values) of 10-7, 10-8, 10-9, and 10-10 eV are tested. The first neighbor N-C pair values are

shown here. The 13C and 15N chemical shift reference specie used here, alpha-glycine, is

always calculated using EDIFF=10-10 eV.

Figure B.1: chemical shift values with respect to electronic convergence criteria of graphitic

N model

It can be concluded that the EDIFF=10-7 eV setting will have a convergence at 0.02 ppm

level. Models calculated with 10-8 eV: zigzag edge pyridinic N model, nondoped zigzag edge

model, pyrazinic N model-1, pyrazinic N model-2, defected zigzag edge pyridinic N model-1,

defected zigzag edge pyridinic N model-2, para graphitic N-graphitic N model, meta graphitic

N-graphitic N model Models calculated with 10-7 eV: zigzag edge graphitic N model
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B.3 convergence of chemical shift values with respect to cutoff

energy

Cutoff Energy (eV) 15N Chemical Shift (ppm) First Neighbor 13C Chemical Shift (ppm)

600 118.4 118.9

700 117.0 118.2

Table B.2: convergence of chemical shift values with respect to cutoff energy

The cutoff energy of the reference specie, alpha-glycine, are also calculated using changing

cutoff energy (ENCUT setting in VASP). It can be concluded that our cutoff energy ensures

convergence at lower than 1 ppm level.

B.4 influence of including or excluding the the core contribution

on chemical shift values

The influence of including or excluding the core contribution on 15N chemical shift values is

tested on graphitic N model, pyrrolic N model and pyridinic N model. 4 decimal points are

shown in order to show the differences.

Model 15N chemical shift 15N chemical shift

without Core Contribution (ppm) with Core Contribution (ppm)

Graphitic N 118.3954 118.3954

Pyrrolic N 242.3043 242.3044

Pyridinic N 115.9484 115.9484

Table B.3: influence of including or excluding the the core contribution on chemical shift

values

It can be concluded that including core contribution will lead to a difference at 0.0001
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ppm level.

B.5 details of G=0 contribution

This part corresponds to equations 61, 62 and 63 in the work of Pickard et al [95]. The bare

induced field in reciprocal space is calculated as:

B
(0)
bare(G) =

4π

c

iG× j
(0)
bare(G)

G2
(B.1)

However, this equation cannot be applied at G=0. Following the convention of Mauri[94],

a spherical sample is assumed and then this contribution is calculated as

B
(1)
in (G) =

8π

3

↔
χB (B.2)
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B.6 2D solid-state NMR pulse sequences of the (a) dipolar-mediated

13C-15N HQMC NMR experiment and (b) 15N-1H HETCOR-

MAS NMR experiment

Figure B.2: Schematic diagrams of the 2D solid-state NMR pulse sequences of (a) the dipolar-

mediated 13C-15N HQMC NMR experiment used to acquire the spectrum in Figure 2, and

(b) the 15N-1H HETCOR-MAS NMR experiment used to acquire the spectrum in Figure 6.
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B.7 convergence of 13C chemical shift value of center C atom in

armchair and zigzag models with respect to model thickness

Figure B.3: structures of armchair and zigzag models with different thickness
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model thickness 13C Chemical Shift (ppm)

Armchair 9 111.3

10 109.3

11 114.4

12 109.7

13 109.5

Zigzag 5 108.6

6 109.5

7 112.3

8 110.7

9 108.6

Table B.4: convergence of 13C chemical shift values of center C atom in armchair and zigzag

models with respect to model thickness

For armchair models, it can be observed that the model with a thickness of 11 has the largest

13C chemical shift value of center C atom, reaching 114.4, whereas other thicker models has

a value of 109. We choose to use the model with a thickness as 9, ensuring that the error

bar of 13C chemical shift value will be in the range of 2-3 ppm. For zigzag models, it can

be observed that the model with a thickness of 8 has the largest 13C chemical shift value of

center C atom, reaching 110.7, whereas other thicker models has a value of 109. We choose

to use the model with a thickness as 5, ensuring that the error bar of 13C chemical shift

value will be in the range of 2-3 ppm.
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B.8 structures of models with adsorbed H2O

Figure B.4: structures of models with adsorbed H2O. color scheme: grey: C, white: H, blue:

N, red: O.

B.9 influence of water adsorption on 15N chemical shifts

model 15N Chemical Shift (ppm)

graphitic N 118.4

graphitic N-H2O 124.6

pyridinic N 242.3

pyridinic N-H2O 217.9

pyrrolic N 115.9

pyrrolic N-H2O 131.0

pyrrolic N-2H2O 131.2

pyrrolic N-3H2O 136.5

pyrrolic N-4H2O 130.6

Table B.5: influence of water adsorption on 15N chemical shifts
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B.10 adsorption free energies of H2O molecules in graphitic N,

pyridinic N, and pyrrolic N models

Energy

term

(eV)

H2O graphitic

N-H2O

pyridinic

N-H2O

pyrrolic

N-H2O

pyrrolic

N-2H2O

pyrrolic

N-3H2O

pyrrolic

N-4H2O

E -0.189 -0.428 -0.275 -0.732 -1.021 -1.361

ZPE 0.564 0.589 0.638 0.607 1.275 1.909 2.579

Cv 0.078 0.057 0.065 0.043 0.145 0.193 0.267

TS 0.588 0.120 0.130 0.078 0.305 0.387 0.533

G -0.011 -0.206 -0.051 -0.313 -0.350 -0.440

Table B.6: Adsorption free energies of H2O molecules in graphitic N, pyridinic N, and pyrrolic

N models. All the values are in unit of eV. For water molecule, the Cv term includes Cv,trans

and Cv,rot.

We investigated more structures related to pyrrolic N model because the experimental 2D

1H {15N} NMR spectra give direct information on the pyrrolic species, as it has a N-H bond.

Temperature is considered to be room temperature, 300K. The gas phase free energy can be

calculated:

Ggas = U + pV − TS

= Eele + ZPE +

∫ T

0

Ct dT +

∫ T

0

Cr dT +

∫ T

0

Cvib dT + pV − TS

= Eele + ZPE + nkBT +

∫ T

0

Cvib dT − TS

where:

G is the Gibbs free energy

U is the internal energy

p is the pressure

144



V the volume

T is the temperature

S is the entropy, that can be decomposed into its translational, rotational and vibrational

components (St, Sr, Svib)

Eele is the electronic energy.

ZPE stands for the zero point energy.

Ct, Cr, Cvib are translational, rotational and vibrational heat capacities.

n takes care for the translational and vibrational heat capacity and pV term, equals to 4

for non-linear molecules, and equals to 3.5 for linear molecules

kB is the Boltzmann constant

Here we consider the real residual water on surface to be much larger than those in the

models, and Gibbs free energy of water to be closer to the case of aqueous environment.

However, when water molecule is in aqueous solution, 2 changes need to be made:

1. The pV term vanishes in liquid condition, hence nkBT term for water will be 3kBT .

2. Translational and rotational motions are restricted and the entropy contributions

will be reduced. To treat this effect, two approximate schemes are well documented in the

literature.

i. The original way follows Wertz.[217]

A parameterized approximation to calculate the loss of entropy is established, and the

aqueous entropy is estimated as:

Saq = 0.54Sgas + 2.86 ∗ 10−4 eV ·K

ii. Many researchers use half of the gas-phase entropy to estimate the entropy of aqueous

phase.[218, 219]

Saq = 0.5Sgas

Here we use the method ii to estimate the Gibbs free energy of water molecules and the

Gibbs free energy of water molecule becomes:
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Gaq = Eele + 3kBT + ZPE +
∫ T
0
Cvib dT − 0.5 ∗ T ∗ (St + Sr + Svib)

Adsorbed systems are assumed to lose the rotational and translational degrees of freedom,

and thus the rotational and translational energies and entropies are neglected.

Gwater/slab = Eele + ZPE +
∫ T
0
Cvib dT − T ∗ Svib

Graphene slab is kept fixed when computing the harmonic frequencies.

Gslab = Eele

The Gibbs free energies confirm the adsorption on different sites, while the adsorption

on graphitic N is rather weak.

B.11 relationship between 1H chemical shift values and DDEC6

charge on H atom in side pyrrolic N-H2O models

Figure B.5: relationship between 1H chemical shift values and DDEC6 charge on H atom in

side pyrrolic N-H2O models
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APPENDIX C

Supporting Information for Chapter 4

C.1 Convergence of RPA Diffusion Energetics with Respect to

Eχ
cut

As indicated in the main text, Eχ
cut is a parameter that is crucial for numerical accuracy. To

confirm that a highest Eχ
cut of 150 eV is sufficient, we therefore calculated energies for the

high symmetry points and transition states for Eχ
cut=200 eV and results are shown in Table

C.1. Our results indicate that increasing Eχ
cut to 200 eV only leads to differences smaller

than 5 meV compared to Eχ
cut=150 eV.

TBT Top-Bridge Difference Barrier

100 eV, 3×3×1 70 103

150 eV, 3×3×1 92 119

200 eV, 3×3×1 92 118

THT Top-Hollow Difference Barrier

100 eV, 3×3×1 168 201

150 eV, 3×3×1 228 233

200 eV, 3×3×1 231 235

Table C.1: Convergence of RPA energetics with respect to Eχ
cut. All values are shown in

units of meV. PBE geometries are used.
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C.2 Numerical Validation of k-space ONIOM like Scheme

As stated in the main text, we use our embedding scheme to express the RPA energy at Eχ
cut

and a c×c×1 k-point grid as

ERPA(150eV, c× c× 1) ≈

ERPA(150eV, a× a× 1)+

ERPA(100eV, b× b× 1)− ERPA(100eV, a× a× 1)+

EPBE(c× c× 1)− EPBE(b× b× 1)

(C.1)

In this equation, a,b, and c are different k-point values, which follow the relationship a<b<c.

To show that (1) is valid, we rewrite ERPA(150eV, c× c× 1) as

ERPA(150eV, c× c× 1) =

ERPA(150eV, a× a× 1)+

ERPA(150eV, b× b× 1)− ERPA(150eV, a× a× 1)+

ERPA(150eV, c× c× 1)− ERPA(150eV, b× b× 1)

(C.2)

It is immediately obvious that C.1 is a good approximation of C.2, and C.1 and C.2 are

equivalent if we can show that

ERPA(150eV, b× b× 1)− ERPA(150eV, a× a× 1) ≈

ERPA(100eV, b× b× 1)− ERPA(100eV, a× a× 1)
(C.3)

and

ERPA(150eV, c× c× 1)− ERPA(150eV, b× b× 1) ≈

ERPA(100eV, c× c× 1)− ERPA(100eV, b× b× 1) ≈

EPBE(c× c× 1)− EPBE(b× b× 1)

(C.4)

We can now rearrange equations C.3 and C.4 into

ERPA(150eV, b× b× 1)− ERPA(100eV, b× b× 1) ≈

ERPA(150eV, a× a× 1)− ERPA(100eV, a× a× 1)
(C.5)
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and

ERPA(100eV, c× c× 1)− EPBE(c× c× 1) ≈

ERPA(100eV, b× b× 1)− EPBE(b× b× 1)
(C.6)

Equations C.5 and C.6 state that equation C.1 is valid, as long as the energy differences

between the two methods of interest are converged with respect to the k-point grid. Addi-

tionally, we are not interested in converging the total energy, but in the convergence of the

energy differences we study in this work, namely the CO diffusion barriers and the energy

differences for CO adsorbed in the top and bridge or top and hollow positions. We therefore

display the energy differences in these quantities in Fig. C.1 and the numerical values are

shown in Table C.2. We find that ERPA(100eV, b× b× 1)− EPBE(b× b× 1) varies by less

than 10 meV for b>6 and ERPA(150eV, a× a× 1)− ERPA(100eV, a× a× 1) varies by 1 or

2 meV for a>3. Based on these considerations, we choose b=8 and a=3, which shows that

equation 3 is valid. We furthermore want to emphasize that in the THT profile, the PBE

profile calculated using a 2×2×1 k-point grid shows an unexpected high energy of the hollow

site due to a too low k-point grid. Calculations for this scenario were performed and values

are included in the table below as well.
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Figure C.1: Convergence of ERPA(150 eV, b × b × 1) − ERPA(100 eV, b × b × 1) and

ERPA(100 eV, a × a × 1) − EDFT (a × a × 1) in (a) TBT and (b) THT pathway. Note

that the barrier denotes the energies correspond to the image that is the barrier image in

the extrapolated ERPA(150 eV, 15× 15× 1) profile.
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TBT Top-Bridge Difference Barrier ERPA(150 eV, 15× 15× 1) Barrier Image

RPA, 150 eV, 2×2×1 51 77 76

RPA, 150 eV, 3×3×1 92 119 119

RPA, 150 eV, 4×4×1 80 104 104

TBT Top-Bridge Difference Barrier ERPA(150 eV, 15× 15× 1) Barrier Image

RPA, 100 eV, 2×2×1 35 67 64

RPA, 100 eV, 3×3×1 70 103 101

RPA, 100 eV, 4×4×1 56 85 85

RPA, 100 eV, 5×5×1 136 153 153

RPA, 100 eV, 6×6×1 97 118 118

RPA, 100 eV, 7×7×1 85 106 106

RPA, 100 eV, 8×8×1 93 113 113

TBT Top-Bridge Difference Barrier ERPA(150 eV, 15× 15× 1) Barrier Image

PBE, 2×2×1 -90 11 -50

PBE, 3×3×1 -70 22 -24

PBE, 4×4×1 -75 14 -34

PBE, 5×5×1 -3 40 28

PBE, 6×6×1 -37 70 -2

PBE, 7×7×1 -49 16 -15

PBE, 8×8×1 -38 20 -4

PBE, 10×10×1 -40 21 -5

PBE, 15×15×1 -38 22 -3

Table C.2: All values are shown in units of meV. PBE geometries are used. For consistency,

at PBE level we shown the TS-top difference as barrier.
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THT Top-Hollow Difference Barrier ERPA(150 eV, 15× 15× 1) Barrier Image

RPA, 150 eV, 2×2×1 460 460 403

RPA, 150 eV, 3×3×1 228 234 233

RPA, 150 eV, 4×4×1 121 167 134

THT Top-Hollow Difference Barrier ERPA(150 eV, 15× 15× 1) Barrier Image

RPA, 100 eV, 2×2×1 408 408 358

RPA, 100 eV, 3×3×1 168 201 179

RPA, 100 eV, 4×4×1 121 167 134

RPA, 100 eV, 5×5×1 226 249 238

RPA, 100 eV, 6×6×1 204 225 214

RPA, 100 eV, 7×7×1 192 111 203

RPA, 100 eV, 8×8×1 173 205 186

THT Top-Hollow Difference Barrier ERPA(150 eV, 15× 15× 1) Barrier Image

PBE, 2×2×1 275 275 218

PBE, 3×3×1 -14 51 2

PBE, 4×4×1 -60 31 -44

PBE, 5×5×1 20 87 42

PBE, 6×6×1 18 61 32

PBE, 7×7×1 -4 45 13

PBE, 8×8×1 –18 51 1

PBE, 10×10×1 -12 54 8

PBE, 15×15×1 -8 55 11

Similar tests of the convergence of energy differences for CO adsorbed on the Cu(111)

surface can be found in Fig. 10.2 of the doctoral thesis of L. Schimka.[162]
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C.3 Lattice Parameters and Surface Energies

method lattice parameter (Å) surface energy (J/m2)

PBE 3.629 1.488

PBE+D2 3.567 2.150

PBE+D3 3.562 2.421

RPBE 3.672 1.257

BEEF-vdW 3.651 1.441

SCAN 3.565 1.833

HSE06 3.626 1.347

RPA 3.581 1.914

Table C.3: Lattice parameters used and surface energy calculated. Lattice parameters are

shown in the unit of Å and surface energies are shown in the unit of J/m2. RPA and HSE06

lattice parameters are taken from literature.

C.4 Vacuum Separation Influence

As tested on graphite system, for RPA, the long range correlation uncertainty beyond 13

Å is ca. 0.2 meV. Here we test the influence of vacuum height on RPA energetics: the

fluctuations may arise from the fact that we are using PBE geometries.
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TBT Top-Bridge Difference Barrier

12 Å 72 104

13 Å 70 103

14 Å 68 101

THT Top-Hollow Difference Barrier

12 Å 171 200

13 Å 168 201

14 Å 168 198

Table C.4: Influence of vacuum height on RPA energetics. Test is done on ERPA(100 eV, 3×

3× 1) using PBE geometry.

C.5 CO Adsorption Enthalpy Details

The adsorption enthalpy is calculated as

Hads = Eslab+CO − Eslab − ECO + ∆ZPE + Ecorrection (C.7)

where the ∆ZPE is the difference of zero point energy of CO in gas phase and on the surface,

being calculated within harmonic approximation. We apply a layer correction in line with

literature[53] to correct the number to 6 layers results. This term is rather small and PBE

value is used for all functional, hence will not affect the conclusions we make in the main

text.

Elayer correction = EPBE, ads, 6 layers − EPBE, ads, 4 layers (C.8)

For HSE06 and RPA, we apply a k-point extrapolation. Again, this term in rather small

and will not affect the conclusions presented.

Ekpt correction = EPBE, ads, 15×15×1 − EPBE, ads, 8×8×1 (C.9)
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method Eslab+CO − Eslab − ECO ∆ZPE Elayer correction Ekpt correction Hads

PBE -0.859 0.054 -0.007 -0.812

PBE+D2 -1.071 0.054 -0.007 -1.024

PBE+D3 -1.034 0.054 -0.007 -0.987

RPBE -0.546 0.054 -0.007 -0.499

BEEF-vdW -0.604 0.054 -0.007 -0.557

SCAN -0.997 0.054 -0.007 -0.949

HSE06 -0.586 0.054 -0.007 0.007 -0.532

RPA -0.554 0.054 -0.007 0.007 -0.500

Table C.5: Detailed energy components of CO adsorption enthalpies presented. All values

shown in the unit of eV. For RPA and HSE06, PBE geometries are used.

C.6 Convergence of RPA CO Adsorption Energy with Respect to

Eχ
cut

Eχ
cut Adsorption energy

100 eV, 3×3×1 -0.548

150 eV, 3×3×1 -0.560

200 eV, 3×3×1 -0.570

250 eV, 3×3×1 -0.570

Table C.6: Convergence of RPA CO adsorption energy with respect to Eχ
cut. All values are

shown in units of meV. PBE geometries are used.

We found that at Eχ
cut = 200eV the convergence of absolute RPA CO adsorption energy is

achieved. It is not surprising that the CO adsorption energy requires higher Eχ
cut compared

to diffusion energetics, as it is compares more different systems. To get the ERPA, ads, 8×8×1,
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the same k-point extrapolation scheme for RPA is performed.

ERPA, 200eV, 8×8×1 = ERPA, 200eV, 3×3×1 + ERPA, 100eV, 8×8×1 − ERPA, 100eV, 3×3×1 (C.10)

C.7 BEEF-vdW Energy Profile with PBE Geometry

We found it complicated to achieve smooth SCAN energy profile using SCAN geometries.

Thus we use PBE geometries. Since we find the SCAN profile to be between PBE and

BEEF-vdW, we estimate the possible error by checking the difference of BEEF-vdW using

consistent, i.e., BEEF-vdW, or PBE geometries. The influence is found to be within 10 meV.

TBT Top-Bridge Difference Barrier

BEEF-vdW, BEEF-vdW geometry 26 51

BEEF-vdW, PBE geometry 25 60

THT Top-Hollow Difference Barrier

BEEF-vdW, BEEF-vdW geometry 123 132

BEEF-vdW, PBE geometry 123 133

Table C.7: Influence of using PBE geometry for BEEF-vdW functional as an estimation for

uncertainty of using PBE geometries for SCAN functional.

C.8 Energetics of z Shifted Structures at RPA Level

As mentioned in the main text, we optimized the position of the CO molecule in z-direction

by shifting the molecule by 0.00 Å, 0.02 Å, 0.04 Å, and 0.06 Å and all results are shown in

Table C.8. For all the CO adsorption structures on the Cu(100) surface calculated in this

work, we found that a shift of the molecule in z direction by either 0.02 or 0.04 Å leads

to the lowest energy. We furthermore performed a parabolic fit for the calculated energies

along the z-direction and find that the fitted minima are close to a shift of 0.03 Å, as shown

in Table C.9. These shifts are consistent with the results for CO adsorption on the Cu(111)
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surface using RPA[53], where the RPA distance of the CO molecule from surface is found to

increase by about 0.03 Å. Since energies obtained using parabola fitting are very close to the

energies of the most stable discrete z shifts (differences are smaller than 1 meV, as shown

in Table C.10), we only report energies for the most stable images with the aforementioned

discrete z shifts in this work.

dCCu, x 0.000 0.085 0.170 0.256 0.341 0.426 0.511 0.596 0.682 0.767 0.852 0.937 1.022 1.108 1.278

TBT-PBE 3.4 3.3 3.3 3.3 3.3 3.4 3.0 3.0 3.1 3.2 3.7 3.4 3.1 3.2 3.7

TBT-0.02 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.2 0.1 0.0 0.1 0.4

TBT-0.04 0.7 0.6 0.7 0.8 0.8 0.7 0.4 0.6 0.3 0.1 0.0 0.0 0.0 0.0 0.0

TBT-0.06 5.3 5.0 4.9 5.0 5.0 4.7 3.9 4.4 3.7 3.2 2.7 2.7 2.8 2.6 2.4

dCCu, xy 0.000 0.120 0.240 0.362 0.482 0.602 0.723 0.843 0.964 1.085 1.205 1.325 1.445 1.567 1.807

THT-PBE 3.4 3.3 3.3 3.1 3.3 3.1 3.0 3.1 3.9 3.5 3.2 3.0 2.4 1.8 1.3

THT-0.02 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.5 0.4 0.4 0.4 0.1 0.0 0.0

THT-0.04 0.7 0.8 0.7 0.9 0.4 0.6 0.6 0.1 0.0 0.0 0.0 0.0 0.0 0.1 0.7

THT-0.06 5.3 5.1 4.9 5.1 4.2 4.3 4.1 3.3 2.3 2.0 1.9 1.8 1.8 2.1 3.2

Table C.8: Relative energies at RPA level for CO shifted along the z-axis with respect to

the PBE geometry. All values are shown in units of meV and are reported with respect to

the with most stable shift in z direction.

dCCu, x 0.000 0.085 0.170 0.256 0.341 0.426 0.511 0.596 0.682 0.767 0.852 0.937 1.022 1.108 1.278

TBT 0.027 0.027 0.027 0.027 0.027 0.028 0.028 0.027 0.029 0.030 0.032 0.031 0.030 0.031 0.033

dCCu, xy 0.000 0.120 0.240 0.362 0.482 0.602 0.723 0.843 0.964 1.085 1.205 1.325 1.445 1.567 1.807

THT 0.027 0.027 0.027 0.026 0.028 0.028 0.028 0.030 0.034 0.034 0.034 0.034 0.032 0.029 0.023

Table C.9: Optimal z shifts for CO calculated by parabola fitting for each image along the

TBT and THT diffusion path on the Cu(001) surface. Values are shown in units of Å.
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dCCu, x 0.000 0.085 0.170 0.256 0.341 0.426 0.511 0.596 0.682 0.767 0.852 0.937 1.022 1.108 1.278

TBT -0.2 -0.2 -0.2 -0.1 -0.1 -0.1 -0.2 -0.2 -0.3 -0.3 -0.3 -0.3 -0.4 -0.3 -0.2

dCCu, xy 0.000 0.120 0.240 0.362 0.482 0.602 0.723 0.843 0.964 1.085 1.205 1.325 1.445 1.567 1.807

THT -0.2 -0.1 -0.2 -0.1 -0.3 -0.2 -0.1 -0.3 -0.2 -0.2 -0.1 -0.1 -0.2 -0.2 0.0

Table C.10: Energy difference between the parabolic fit reported in Table C.9 and the

minimum for discrete values reported in Table C.8 for each point along the TBT and THT

diffusion path. All values are shown in units of meV. For example, TBT image-1 has a value

as -0.2 meV means the minimum of parabola fitting is 0.2 meV more stable than TBT-0.02

image-1, as TBT-0.02 image-1 is calculated to be the discrete minimum, as shown in Table

C.8 column image-1.

C.9 Pseudopotential Details

functional Cu pseudopotential C pseudopotential O pseudopotential

PBE Cu GW C GW O GW

RPBE Cu GW C GW O GW

BEEF-vdw Cu GW C GW O GW

SCAN Cu GW C GW new O GW new

HSE06 Cu GW C GW O GW

Table C.11: Pseudopotentials used for different functionals.

For SCAN calculations, the new version of C and O pseudopotentials were used as metaGGA

functionals requires information on the kinetic energy density of the core-electrons. It has

been tested that for PBE, the C GW new and O GW new pseudopotentials leads to a change

within 4 meV for the barriers and high symmetry site energy differences.
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C.10 RPA Starting Orbitals

Although RPBE and PBE give rather different energetics, RPA@RPBE and RPA@PBE are

found to give essentially same energetics.

TBT Top-Bridge Difference Barrier

RPA@PBE 70 103

RPA@RPBE 70 104

THT Top-Hollow Difference Barrier

RPA@PBE 168 201

RPA@RPBE 168 202

Table C.12: Influence of starting orbitals on RPA energetics. Test is done on

ERPA(100 eV, 3× 3× 1) using PBE geometry.
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C.11 Geometry Parameters of Top, Bridge, and Hollow Site and

Transition States

TBT top site rCO top site dCCu, z TS rCO TS dCCu, z TS dCCu, x TS θOCz bridge site rCO bridge site dCCu, z

PBE 1.15 1.84 1.16 1.71 0.77 164.2 1.17 1.52

PBE+D2 1.15 1.84 1.16 1.73 0.60 163.8 1.17 1.50

PBE+D3 1.15 1.84 1.16 1.72 0.68 163.9 1.17 1.52

RPBE 1.16 1.86 1.17 1.62 0.85 165.8 1.17 1.54

BEEF-vdW 1.15 1.88 1.17 1.70 0.85 163.8 1.16 1.55

RPA 1.15 1.86 1.17 1.60 0.94 172.8 1.28 1.56

THT TS rCO TS dCCu, z TS dCCu, xy TS θOCz hollow site rCO hollow site dCCu, z

PBE 1.17 1.44 1.08 163.1 1.20 1.17

PBE+D2 1.17 1.51 0.96 159.4 1.20 1.16

PBE+D3 1.17 1.48 1.08 161.1 1.20 1.16

RPBE 1.17 1.48 1.08 163.6 1.20 1.21

BEEF-vdW 1.18 1.30 1.44 169.5 1.19 1.21

RPA 1.19 1.20 1.57 173.7 1.20 1.19

Table C.13: Geometry parameters of all functionals used. Distances are shown in the unit

of Å and angle are shown in the unit of °. HSE06 and SCAN are not shown since PBE

geometries are used. The following two values are not shown as they remain the same:

bridge site dCCu, x is always 1.278 Å and hollow site dCCu, xy is always 1.807 Å.

C.12 Linear Relationships of Energy Differences and Barriers

We study the following three relationships, namely (i) energy differences between top/bridge

and top/hollow sites, (ii) diffusion barrier in [100] direction and top/bridge energy difference,

and (iii) diffusion barrier in [110] direction and top/hollow energy difference. The latter two

relationships are Bell–Evans–Polanyi (BEP) principle along both the TBT and THT profile.

The detailed values are provided in the following figure.
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Figure C.2: The linear relationships of energy differences and barriers along (a) energy

differences between top/bridge and top/hollow sites, (b) diffusion barrier in [100] direction

and top/bridge energy difference, and (c) diffusion barrier in [110] direction and top/hollow

energy difference. Values are shown in the unit of meV.

With these linear relationships, the barriers along [100] and [110] directions are deter-

mined by energy differences between top/bridge sites. We show that in a wide range of

top/bridge site differences, it is impossible to have a THT barrier lower than the TBT

barrier. The detailed values are provided in the following figure.
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Figure C.3: Fitted barriers along [100] and [110] directions following the aforementioned

linear relationships with respect to energy differences between top/bridge sites. We focus on

the positive differences as top site is more stable. Top/bridge site differences upto 150 meV

are shown.

C.13 Bridge-Hollow-Bridge Diffusion

The bridge-hollow diffusion pathway is investigated using CI-NEB[166] and the energies of

bridge site, transition state, and hollow site are shown in Fig. C.4
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Figure C.4: Energy profiles for the CO diffusion from the bridge site to the hollow site along

the [010] direction at PBE level. The y coordinate shift from the bridge site, dC, y, is utilized

as the reaction coordinate.

C.14 Energy Profiles with Coverage Effects

As mentioned in the paper, the 3×3 unit cell is beyond our current computational capability

for RPA calculations and PBE coverage effects are utilized:

ERPA(θ =
1

x
ML) = ERPA(θ =

1

4
ML) + EPBE(θ =

1

x
ML)− EPBE(θ =

1

4
ML) (C.11)

The low coverage calculations are performed on 3×3 surface, θ = 1
9
, and 4×4 surface, θ = 1

16
.

The results are shown in Fig. C.5. For the diffusion along the [100] direction, no significant

changes are observed. For the diffusion along the [110] direction, coverage effects slightly

decrease the barrier from 250 meV at θ = 1
4

to 232 meV at θ = 1
9

and 219 meV at θ = 1
16

.

Even though this change in energetics when extrapolating results to lower coverages is not

sufficient to reach agreement between our calculations and experiments, coverage effects

seem to lower barriers along the top-hollow-top pathway more than along the top-bridge top

pathway. It is worth mentioning that coverage effects lower the energy of CO adsorbed in

the hollow site significantly: from 245 meV at θ = 1
4

to 202 meV at θ = 1
9

and 177 meV at

θ = 1
16

. As the results, the energy of the 1.62 Å image, which is the TS without coverage
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effects, decreases significantly as well: from 250 meV at θ = 1
4

to 214 meV at θ = 1
9

and 192

meV at θ = 1
16

. However, images close to PBE TS are only slightly lowered, resulting in the

TS shifting to earlier position in extrapolated profiles, similar to the different TS positions of

PBE and RPA profiles. We want to emphasize that coverage effects were calculated at PBE

level, but significant differences in adsorption site preference and overall energies between

PBE and RPA might lead to coverage effects of a different magnitude at RPA level. The

lateral interaction at PBE level is calculated to be rather small: top site at 1
4

coverage has

a lateral interaction of 13 meV compared to the 1
16

coverage case.

Figure C.5: RPA energy profiles for the CO diffusion along the [100] (a) and [110] (b)

direction extrapolated with PBE coverage effects. Extrapolated low coverage profiles shown

as dashed lines.
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APPENDIX D

Supporting Information for Chapter 5

D.1 Computational Setup

The convergence of adsorption energies with respect to k-point meshes are tested on the CO

case using the PBE functional:

k-point mesh Ads E (eV)

2×3 -0.905

3×4 -0.762

4×6 -0.823

6×8 -0.815

8×12 -0.819

Table D.1: The convergence of CO adsorption energies with respect to k-point meshes using

the PBE functional. Raw energies without any correction are presented.

We found that convergence of ca. 5 meV (10 meV) level is achieved with a 6×8 (4×6)

k-point mesh. We choose to use a 6×8 k-point mesh at the DFT level.

A correction regarding the number of layers is applied to all the reported energetics:

∆Elayers = EPBE
6 layers − EPBE

3 layers
(D.1)

The correction values are as follows:
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Adsorbate Correction

*CO -0.007

*CHO 0.031

*COH 0.016

*CHOH -0.001

*CH3 0.006

*CO+*CO 0.044

*CO+*CHO 0.061

*CO+*COH 0.022

*OCCO(CO) 0.034

*OCCO(CC) -0.058

*OCCHO -0.018

*OCCOH -0.002

Table D.2: Layer corrections for different adsorbates. All values are shown in units of eV.

The implicit solvation effects were described using the VASPsol add-on package[80, 81],

which implements linearized Poisson Boltzmann model. The dielectric constant of water,

78.4, and the Debye screening length corresponding to 1 M concentration of electrolytes, 3.0

Å, were used.

For all DFT methods, the energy of molecular reference energies (CO and H2) were

calculated using a 15×16×17 Å3 supercell to suppress the spurious interactions between

periodic images. RPA calculations relied on optimized PBE structures, and the values were

extrapolated to the isolated molecule limit based on a series of calculations with different

box sizes (7×8×9 Å3, 8×9×10 Å3, 9×10×11 Å3, and 10×11×12 Å3 for Eχ
cut =200 eV and

250 eV, and additional 11×12×13 Å3 for Eχ
cut =100 eV and 150 eV). Molecular calculations

were performed with a Γ point only k-point mesh.

The vibrational frequencies were calculated within the harmonic approximation using the

PBE functional and frequencies below 50 cm-1 were reset to 50 cm-1. We have performed
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tests and found that the differences between PBE and RPBE free energy components are

below 10 meV. The calculated electronic energies were converted into free energies in the

following way: for surface species, only vibrational entropies were included; for gas phase

molecules, translational and rotational entropies were included as well. The fugacity values

of gas molecules are take from Ref. [43].

∆G = ∆E + ZPE − TS (D.2)

Adsorbate ZPE TS

CO(gas) 0.132 0.690

H2(gas) 0.266 0.406

H2O(gas) 0.562 0.675

*CO 0.187 0.182

*CHO 0.437 0.176

*COH 0.450 0.169

*CHOH 0.750 0.193

*CH3 0.892 0.174

*CO+*CO 0.373 0.363

*CO+*CHO 0.617 0.348

*CO+*COH 0.647 0.273

*OCCO(CO) 0.418 0.237

*OCCO(CC) 0.356 0.251

*OCCHO 0.667 0.256

*OCCOH 0.698 0.247

Table D.3: Free energy components of different adsorbates and gas phase molecules. All

values are shown in units of eV.

We choose not to add the van der Waals (vdW) correction as it further overestimates the

adsorption strength of intermediates when combined with PBE, while for RPBE it deviates
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from the initial purpose of having a correct CO adsorption energy.

D.2 RPA Energetics details

All the RPA energetics were based on PBE geometries. For RPA-sol energetics we also used

the vacuum PBE geometries as we have tested both for *CO, *COH and *CHO, starting

from PBE and PBE-sol structures while PBE structures give lower energy. The focus of

RPA energetics on occupied and unoccupied orbitals leads to two challenges: First, the true

orbitals are unknown, and they are typically approximated by orbitals obtained from semi-

local DFT functionals[147, 148, 149, 150, 51]. For CO adsorption, it has been shown[178]

that the RPA energetics based on PBE, RPA@PBE, and RPBE orbitals, RPA@RPBE,

give essentially the same results. In this work, we rely on RPA calculations using the PBE

orbitals and PBE one-electron energies (RPA@PBE). Second, in principle an infinite number

of unoccupied orbitals exists, and all orbitals need to be considered to arrive at an accurate

ERPA
c . However, evaluating expressions for an infinite number of orbitals is not possible in a

realistic computational setting. In practical implementations, ERPA
c is evaluated at different

orbital cutoff energies Eχ
cut, and is extrapolated to an infinite orbital cut-off energy using

ERPA
c (Eχ

cut) = ERPA
c (∞) +

A

Eχ
cut

3
2

(D.3)

Even though ERPA
c is extrapolated to infinite orbital cut-off energy, extrapolations based

on higher Eχ
cut values improve the accuracy. At the same time, a higher Eχ

cut significantly

increases the cost of calculations and in many cases makes the modeling of extended, periodic

systems unfeasible. We test the influence of the Eχ
cut on the CO adsorption on a 2×2 Cu(100)

model with a 3×3×1 k-point mesh and found that at Eχ
cut = 200eV the convergence of

absolute RPA CO adsorption energy is achieved.
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Eχ
cut Adsorption energy

100 eV, 3×3×1 -0.548

150 eV, 3×3×1 -0.560

200 eV, 3×3×1 -0.570

250 eV, 3×3×1 -0.570

Table D.4: Convergence of RPA CO adsorption energy with respect to Eχ
cut. All values are

shown in units of eV. PBE geometries are used.

In order to model the extended system, a k-point mesh is needed while the number of

k-points included in the computational modeling is directly correlated to the computational

cost. In particular, for high cutoff energy RPA calculations, using a dense k-point mesh is

often not feasible. Therefore, we use the k-space ONIOM like scheme[53, 178] to describe

the energetics.

For the 3×2 surface models, the energy is described using:

ERPA(200 eV, 4× 6× 1, ex) = ERPA(200 eV, 3× 4× 1)+

ERPA(100 eV, 4× 6× 1)− ERPA(100 eV, 3× 4× 1)
(D.4)

In this expression, the first number in brackets refers to the maximum Eχ
cut value, while the

second set of numbers refers to the k-point mesh used, while the second set of numbers refers

to the k-point mesh used. The ex notation indicates the extrapolated energetics. Since we

are studying a metallic slab extended in x and y direction, only one k-point is used in z

direction.

Due to the computational cost, a direct validation with ERPA(200 eV, 4×6×1, ex), which

requires direct calculation of ERPA(200 eV, 4×6×1), is beyond our current capability at the

RPA level. Therefore, we show the validation at a lower Eχ
cut, E

RPA(150 eV, 4×6×1, ex) for

the CO adsorption energetics, as we have shown that the convergence with respect to Eχ
cut

is rather acceptable at Eχ
cut = 150 eV . We tested two different choices, to start from either

less expensive ERPA(150 eV, 2× 3× 1) or more costly ERPA(150 eV, 3× 4× 1).
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For the ERPA(150 eV, 2× 3× 1) case:

ERPA(150 eV, 4× 6× 1, ex) = ERPA(150 eV, 2× 3× 1)+

ERPA(100 eV, 4× 6× 1)− ERPA(100 eV, 2× 3× 1)
(D.5)

Eχ
cut Adsorption Energy

100 eV, 2×3×1 -0.647

100 eV, 4×6×1 -0.536

150 eV, 2×3×1 -0.641

150 eV, 4×6×1 -0.551

150 eV, 4×6×1, ex -0.531

Table D.5: Convergence of the k-space ONIOM like scheme. All values are shown in units

of eV. PBE geometries are used.

For the ERPA(150 eV, 3× 4× 1) case:

ERPA(150 eV, 4× 6× 1, ex) = ERPA(150 eV, 3× 4× 1)+

ERPA(100 eV, 4× 6× 1)− ERPA(100 eV, 3× 4× 1)
(D.6)

Eχ
cut Adsorption Energy

100 eV, 3×4×1 -0.500

100 eV, 4×6×1 -0.536

150 eV, 3×4×1 -0.516

150 eV, 4×6×1 -0.551

150 eV, 4×6×1, ex -0.551

Table D.6: Convergence of the k-space ONIOM like scheme. All values are shown in units

of eV. PBE geometries are used.

We found that the starting from ERPA(150 eV, 2× 3× 1) gives a convergence of 20 meV

while starting from the more costly ERPA(150 eV, 3× 4× 1) gives well converged energetics,
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with the error below 1 meV. Therefore, for the final energetics presented, energetics were

extrapolated from ERPA(200 eV, 3× 4× 1) to ensure smaller errors from this extrapolation

scheme. It can be noted that the k-point mesh is not as dense as the DFT ones. We have

performed test with Eχ
cut = 100 eV and various k-point meshes to check the influences:

k-point mesh Ads E (eV)

2×3 -0.647

3×4 -0.500

4×6 -0.536

6×8 -0.539

Table D.7: The convergence of CO adsorption energies with respect to k-point meshes using

at the RPA level with Eχ
cut = 100 eV . Layer corrections are not applied here.

We found that using a 4×6 k-point mesh the convergence of ca. 5 meV is achieved.

Therefore we report the energetics of ERPA(200 eV, 4× 6× 1, ex) in this work.

The final vacuum energetics used in this work are:
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Gvac (eV) RPA PBE RPBE

*CO -0.002 -0.258 0.019

*CHO 0.799 0.502 1.022

*COH 1.081 0.648 1.194

*CHOH 1.510 1.067 1.617

*CH3 -0.158 -1.210 -0.001

*CO+*CO 0.021 -0.485 0.100

*CO+*CHO 0.824 0.264 1.026

*CO+*COH 1.348 0.420 1.333

*OCCO(CO) 1.399 0.584 1.374

*OCCO(CC) 1.594 0.640 1.231

*OCCHO 1.094 0.393 1.371

*OCCOH 1.559 0.543 1.423

Table D.8: Vacuum adsorption free energies used in the main text. All values are shown in

units of eV.

The final implicitly solvated energetics used in this work are:
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Gsol (eV) RPA PBE RPBE

*CO -0.019 -0.278 -0.004

*CHO 0.758 0.462 0.980

*COH 0.881 0.439 0.997

*CHOH 1.257 0.848 1.410

*CH3 -0.172 -1.220 -0.015

*CO+*CO -0.006 -0.530 0.047

*CO+*CHO 0.785 0.177 0.962

*CO+*COH 1.269 0.263 1.151

*OCCO(CO) 1.294 0.481 1.245

*OCCO(CC) 1.360 0.357 1.036

*OCCHO 0.986 0.290 1.174

*OCCOH 1.320 0.303 1.170

Table D.9: Implicitly solvated adsorption free energies used in the main text. All values are

shown in units of eV.

We have also performed tests on the strain effects, i.e., the difference in adsorption energy

compared to the case where PBE, RPBE, and RPA lattice parameters for each method are

used. Values shown below are raw adsorption energies without any correction.
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Method lattice parameter Ads E (eV)

PBE EXP -0.815

PBE PBE -0.823

RPBE EXP -0.537

RPBE RPBE -0.567

RPA EXP -0.558

RPA RPA -0.581

PBE-sol EXP -0.834

PBE-sol PBE -0.842

RPBE-sol EXP -0.560

RPBE-sol RPBE -0.589

RPA-sol EXP -0.576

RPA-sol RPA -0.600

Table D.10: Strain effects of using the experimental lattice parameter. Raw energies without

any correction are presented.

We found that the strain effects on adsorption energies are at most 30 meV and hence

do not affect the conclusions. Therefore, we use the experimental lattice parameter through

this work.

D.3 Comparison of Different Solvation Treatments

We list the explicit solvation corrections of the *OCCOH and *OCCHO used in different

works where the numerical values are available.
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solvation correction (eV) *OCCHO *OCCOH

this work (implicit) -0.11 -0.23

Liu et al.[176] -0.5 -0.45

Peng et al.[175] -0.3 -0.3

Calle-Vallejo et al.[173] -0.1 -0.38

Heenen et al.a[177] 0.09 0.12

Ludwig et al.b[186] -0.3 -0.3

a: using the value of *CHO and *COH

b: no numerical values provided but cited by Peng et al.

Table D.11: Explicit solvation corrections used by other studies compared with the implicit

solvation value used by this work.

D.4 Adsorbate-Adsorbate Interactions

Figure D.1: Coverage dependent CO adsorption on Cu(100) facet using the PBE functional.

Solid lines are fitted using the 0.5, 0.75 and 1 coverage data points to estimate the threshold

coverage, which is found to be larger than 0.4.
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Figure D.2: Coverage dependent CO adsorption on Cu(100) facet using the RPBE functional.

Solid lines are fitted using the 0.5, 0.75 and 1 coverage data points to estimate the threshold

coverage, which is found to be larger than 0.4.

The adsorbate-adsorbate interactions are critical and we consider these using the approach

of Liu et al.[176]. As shown in the figures, we found that on the Cu(100) facet, the coverage

effect is not significant until over half coverage: 35 and 41 meV using PBE and RPBE,

respectively. We have also fitted a linear relationship using the latter three data points to

estimate the threshold coverage, which in both cases are found to be larger than 0.4. As Liu

et al. [176] have shown that the highest CO coverage in the CORR or CO2RR condition is ca.

0.4, we estimate the effects of adsorbate-adsorbate interaction to be weak for Cu(100). For

C2 species, the approach of Liu et al. [176] assumes the the interaction parameters between

CO and the C2 species are the same as the one between CO and CO, which suggests the

influence of adsorbate-adsorbate interactions on C2 species to be also small. Therefore, we

do not explicitly add these estimated values into the values presented in the main text.
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D.5 Energetics of Further Hydrogenation Products Along the C1

Pathway

Figure D.3: (a) Energetics of *CHOH and *CH3 using RPA and PBE/RPBE functionals

at the Cu(100)-vacuum interface. (b) Implicitly solvated energetics of *CHOH and *CH3

using RPA and PBE/RPBE functionals on the Cu(100) facet. (c) Side view of the atomic

structures. Cu atoms are shown as brown, O atoms red, C atoms grey, and H atoms white.

We found no qualitative difference between the RPA energetics and the GGA DFT energetics.

The RPA energetics were found to be slightly more negative compared to the RPBE values,

and this is the case for most of the adsorbates considered.

D.6 Surface Charging and Extrapolated RPA-SC Energetics

In the computational hydrogen electrode (CHE) approach[183], the total chemical potential

of the proton-electron pair as a function of applied potential, at all temperature and pH

values, can be calculated as:

µ(H+) + µ(e−) =
1

2
µ(H2(gas))− eURHE (D.7)
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and when calculating the only the potential response of the proton electron pair in the

adsorption energy is considered:

Gadsorption,CxOxHy(URHE) = G∗CxOxHy −Gslab − xGCO − y(
1

2
µ(H2(gas))− eURHE) (D.8)

where * indicates the adsorbate.

In the surface charging (SC) approach, the potential response of the bare slab and the

slab with adsorbates are both considered ab initio, we briefly summarize the main formulas

here, and more details can be found in the following Refs[190, 191, 81]. As mentioned by

Mathew et al.[81], an correction needs to be applied to the electronic energy:

Esurface = Eraw
surface + nsurface∆Uref (D.9)

where Eraw
surface is the raw electronic energy of the surface; the nsurface is the net charge of the

surface, being positive if electrons are removed and negative if electrons are added; ∆Uref

is the change in reference potential, i.e., the shift to align the potential in the electrolyte

region to zero. Then the grand-canonical electronic energy of a surface model, F (n), as a

function of net charge of the surface, nsurface, corresponding to a certain potential of the

system, U vac, is calculated as:

F (n) = F (U vac) = Esurface − nsurfaceU vac (D.10)

where U vac is the potential of the system with reference to the vacuum, determined ab initio

after a grand canonical calculation is finished:

W = eU vac (D.11)

where W is the work function of the system after the charge is injected or removed. This

potential with reference to the vacuum, U vac, can be converted to potential with reference

to the standard hydrogen electrode (SHE), USHE, using the IUPAC recommended value,

U vac = USHE + 4.44V . A further conversion can be done to achieve the potential with

reference to the relative hydrogen electrode (RHE), URHE = USHE + kbT ln10pH.
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To validate the grand canonical calculations setups, we compare the calculated potential

of zero charge (PZC) and capacitance values of the Cu(100) facet with the experimental

values. The extrapolation presented in the main text only utilizes the RPBE and 1M elec-

trolyte concentration. The trend of larger concentration leading to larger capacitance is also

observed in the experiments[220].

Method electrolyte concentration (M) PZC (V) vs SHE capacitance (µF/cm2)

RPBE 1 -0.43 17.2

RPBE 0.1 -0.43 14.7

PBE 0.1 -0.24 14.3

exp[221] -0.54

exp[222] -0.54

exp[222] -0.46

exp[221] 20-25

Table D.12: PZC and capacitance values Cu(100) facet using PBE and RPBE functionals.

The PZC and capacitance values of Cu(100) facet using the RPBE functional matches

reasonably well with the experimental values.

At certain potential with reference to the RHE, URHE, the SC adsorption energy is

calculated as:

Gadsorption,CxOxHy(URHE) = F∗CxOxHy(URHE)− Fslab(URHE)− xGCO − y(
1

2
µ(H2(gas))− eURHE)

(D.12)

where both the potential dependent grand-canonical electronic energies of the slab with

adsorbates F∗CxOxHy(URHE), and the bare slab, Fslab(U
RHE), need to be calculated.

For all the SC calculations, symmetric slabs of five layers were used, being constructed

by the symmetrization of the 3×2 cell, three layer slab models. A slab separation of at least

50 Å (> 15λD where λD is the Debye screening length) was used to ensure the convergence

of the electrolyte density[191]. The symmetric model ensures a well defined vacuum energy
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level. The side view of the symmetric *OCCHO model is shown is shown for example:

Figure D.4: Side view of the *OCCHO model used in the SC calculation, shown for the

neutral charge one. Cu atoms are shown as brown, O atoms red, C atoms grey, and H atoms

white. The 3×2 unit cell has a size of 7.668×5.112×60 Å3.

Geometry optimizations were performed with seven different net charges for each system

to fit the quadratic relationship between the the grand-canonical electronic energy, F (USHE),

and the potential with reference to the SHE. Structural convergence was assumed for forces
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lower than 0.02 eV/Å. The F−U relationship of the *OCCHO system is shown for example:

Figure D.5: The grand-canonical electronic energy, F (U), of the *OCCHO system as a

function of the potential with reference to SHE, USHE. Red dots show the calculated energies

of systems with different net charges and black curve shows the fitter quadratic relationship.

The same values of layer corrections and free energy components are applied to the

symmetric system, with a coefficient of 2, to convert the energies to the final free ener-

gies presented. The potential dependent adsorption free energies, GRPA−SC
extrapolated, G

RPA−CHE,

GRPBE−SC , and GRPBE−CHE, for *OCCO (CC), *OCCO (CO), and *OCCOH adsorbates, at

condition of pH=7, are shown in the following figures. For *OCCO(CC) and *OCCO(CV),

only the treatment at the SC level is shown: at the CHE level the adsorption energy does

not change with the potential, as no H is presented in these two adsorbates.
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Figure D.6: Potential dependent adsorption free energy of *OCCO(CC) and predicted onset

potential of ethylene production, using RPA and RPBE energetics, at condition of pH=7.

The potential effects are treated at the SC level, with RPA-SC energetics being extrapolated

as described in Eq. 1 in the main text. The predicted onset potential is more negative than

-1.5 V versus RHE, suggesting that the formation of *OCCO(CC) is not the PDS.

Figure D.7: Potential dependent adsorption free energy of *OCCO(CO) and predicted onset

potential of ethylene production, using RPA and RPBE energetics, at condition of pH=7.

The potential effects are treated at the SC level, with RPA-SC energetics being extrapolated

as described in Eq. 1 in the main text. The predicted onset potential is more negative than

-1.5 V versus RHE, suggesting that the formation of *OCCO(CO) is not the PDS.
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Figure D.8: Potential dependent adsorption free energy of *OCCOH and predicted onset

potential of ethylene production, using RPA and RPBE energetics, at condition of pH=7.

The potential effects are treated at the CHE and the SC level, with RPA-SC energetics being

extrapolated as described in Eq. 1 in the main text. The crossing point with the horizontal

black line indicates the onset potential. URPBE−CHE
onset = −1.17V , URPA−CHE

onset = −1.32V ,

URPBE−SC
onset = −0.86V , URPA−SC

onset = −0.98V
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APPENDIX E

Supporting Information for Chapter 6

E.1 Computational Details

All the calculations in this work were performed with the VASP code[76] with a plane wave

cutoff energy of 550 eV. The lattice parameters for different systems are listed in Table E.1.

System Method Lattice Parameter (Å)

Cu PBE 3.629[178]

Cu RPBE 3.672[178]

Cu RPA 3.581[52]

Ag RPA 4.082[52]

Au RPA 4.104[52]

Table E.1: The lattice parameters used in this work.

The k-point meshes for different systems are listed in Table E.2.
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System K-point mesh

Cu(100) 1×1 18×18×1

Cu(100)
√

2×
√

2 PBE/RPBE 14×14×1

Cu(100)
√

2×
√

2 RPA 10×10×1

Cu(110) 1×1 12×16×1

Cu(111) 1×1 20×20×1

Ag(100) 1×1 16×16×1

Ag(110) 1×1 12×16×1

Ag(111) 1×1 20×20×1

Au(100) 1×1 14×14×1

Au(110) 1×1 12×16×1

Au(111) 1×1 20×20×1

Table E.2: The k-point meshes used in this work.

For all DFT methods, the energy of the CO molecule reference energy was calculated

using a 15×16×17 Å3 supercell to suppress the spurious interactions between periodic images.

RPA calculations relied on PBE optimized structures, and the values were extrapolated to

the isolated molecule limit based on a series of calculations with different box sizes (7×8×9

Å3, 8×9×10 Å3, 9×10×11 Å3, and 10×11×12 Å3 for Eχ
cut =200 eV, and additional 11×12×13

Å3 for Eχ
cut =100 eV and 150 eV). Molecular calculations were performed with a Γ point

only k-point mesh.

The influence of the inter-slab separation on the CO adsorption energy was checked at

the PBE level, on a 5 layer 1×1 Cu(100) slab. The adsorption energy is found to be well

converged with a separation of 20 Å, as shown in Fig. E.1. Therefore, we use a 20 Å

inter-slab separation for the calculations in this work.
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Figure E.1: The influence of the inter-slab separation on the potential dependent CO ad-

sorption energy on the atop site of a 1×1 Cu(100) facet with different separations using the

PBE functional.

The influence of the excitation energy cutoff Eχ
cut on the PZC values was checked at the

RPA level, on a 5 layer 1×1 Cu(100) slab. The PZC values was found to be converged to 10

mV level with an excitation energy cutoff Eχ
cut of 100 eV, as shown in Table. E.3. Therefore,

we report the PZC values of different facets with an excitation energy cutoff Eχ
cut = 100 eV .

Eχ
cut PZC vs SHE (V)

100 eV 0.371

150 eV 0.361

200 eV 0.364

Table E.3: The influence of the excitation energy cutoff Eχ
cut on the PZC values of a 1×1

Cu(100) slab using the RPA energetics. IUPAC recommended ∆Upred
SHE=4.44 V was used.

The influence of the excitation energy cutoff Eχ
cut on the CO adsorption energy was

checked at the RPA level, on a 5 layer 1×1 Cu(100) slab. The adsorption energy is found

to be converged to 10 meV level with an excitation energy cutoff Eχ
cut of 150 eV, as shown

in Fig. E.2. Therefore, we report the CO adsorption energies at the RPA level with an

excitation energy cutoff Eχ
cut = 150 eV .
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Figure E.2: The influence of the excitation energy cutoff Eχ
cut on the potential dependent

CO adsorption energy on the atop and hollow site of a 1×1 Cu(100) facet.

E.2 Comparison between the SCF and the Energetic Approaches

of the Cu(100) Facet at the PBE Level

As indicated in the main text, the comparison between the SCF and the energetic approaches

of the bare Cu(100) slab is provided: similar to the case where CO is adsorbed, these two

approaches provide very close results for the bare slab.
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Figure E.3: (a) EF values achieved using the energetic approach compared to the ones taken

directly from the SCF electronic structure. The blue dots are the data and the black line

indicates a perfect match. The corresponding structure, a 5 layer slab exposing 1×1 Cu(100)

facet, is shown. Cu atoms are shown as brown, O atoms red, and C atoms grey. (b) The

potential dependent free energy of the adsorbed CO system calculated using the energetic

approach compared to the results using the SCF approach. Dots are data points and dashed

lines are the fitted parabola.

E.3 The Grand Canonical Relationship Achieved Using the Fermi

Level of the Underlying Orbitals

As indicated in the main text, if an incorrect Fermi level is used, the quadratic behavior

around the PZC cannot be achieved. One example is given for the 1×1 Cu(100) slab RPA

energetics, using the Fermi level of the underlying PBE orbitals.
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Figure E.4: Grand canonical RPA energetics achieved using the Fermi level of the underlying

PBE orbitals.

The incorrect grand canonical energetics here stress the necessity of the alternative ap-

proach to get the correct Fermi level.

189



E.4 Experimental PZC Values

Facet PZC (V) vs SHE

Cu(100) -0.54 Au(100) 0.33

Cu(100) -0.46 Au(100) 0.29

Cu(110) -0.63 Au(100) 0.32

Cu(110) -0.69 Au(100) 0.30

Cu(111) -0.33 Au(110) 0.19

Cu(111) -0.20 Au(110) 0.19

Ag(100) -0.609 Au(111) 0.56

Ag(100) -0.621 Au(111) 0.56

Ag(100) -0.616 Au(111) 0.55

Ag(110) -0.734 Au(111) 0.58

Ag(110) -0.734 Au(111) 0.47

Ag(110) -0.735 Au(111) 0.47

Ag(111) -0.45

Ag(111) -0.454

Ag(111) -0.454

Ag(111) -0.45

Ag(111) -0.46

Table E.4: Experimental PZC values used in this work. All the values are taken from

Ref.[222]. Each entry is treated as one separate value and the final values used are simple

averaged values of each facet.
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E.5 Potential Dependent Energetics of CO Adsorption Using Fit-

ted ∆Upred
SHE=5.31 V for RPA

As indicated in the main text, the potential dependent CO adsorption energy can be also

calculated using the fitted ∆Upred
SHE=5.31 V. As shown in Fig. E.5, this only shifts the RPA

crossing to more negative potential and does not affect any conclusion made in the main

text.

Figure E.5: Potential dependent energetics of CO adsorbed at top (blue) and hollow (orange)

site, using the grand canonical treatment with the PBE (dashed line), RPBE functionals

(dotted line), and RPA (solid line). The experimentally inferred structure, where half of

atop sites are covered by CO was used. The fitted ∆Upred
SHE=5.31 V was used to convert the

vacuum scale to the SHE scale for the RPA energetics.
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