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Pore‐Scale Modeling of Reactive Transport with Coupled
Mineral Dissolution and Precipitation
Ziyan Wang1 , Mengsu Hu1 , and Carl Steefel1

1Energy Geosciences Division, Lawrence Berkeley National Laboratory, Berkeley, CA, USA

Abstract We present a new pore‐scale model for multicomponent advective‐diffusive transport with
coupled mineral dissolution and precipitation. Both dissolution and precipitation are captured simultaneously by
introducing a phase transformation vector field representing the direction and magnitude of the overall phase
change. An effective viscosity model is adopted in simulating fluid flow during mineral dissolution‐
precipitation that can accurately capture the velocity field without introducing any empirical parameters. The
proposed approach is validated against analytical solutions and interface tracking simulations in simplified
structures. After validation, the proposed approach is employed in modeling realistic rocks where mineral
dissolution and precipitation are dominant at different locations. We have identified three regimes for mineral
dissolution‐precipitation coupling: (a) compact dissolution‐precipitation where dissolution is dominant near the
inlet and precipitation is dominant near the outlet, (b) wormhole dissolution with clustered precipitation where
dissolution generates wormholes in the main flow paths and precipitation clogs the secondary flow paths, and
(c) dissolution dominant where all solid grains are gradually dissolved. In the three regimes, the proposed
approach provides reliable porosity‐permeability relationships that cannot be described well by traditional
macroscale models. We find that the permeability can increase while the overall porosity decreases when the
main flow paths are expanded by dissolution and adjacent pore spaces are clogged by precipitation.

1. Introduction
Coupled mineral dissolution‐precipitation during reactive transport is important in many applications with water‐
rock interaction such as geological CO2 sequestration (Kampman et al., 2014; Sabo & Beckingham, 2021; R. Xu
et al., 2017), enhanced geothermal systems (Rabemanana et al., 2005), and contamination treatment in
groundwater resources (Burns & Klingensmith, 2006). Mineral dissolution and precipitation occur because the
local fluid is chemically undersaturated or supersaturated with respect to equilibrium. This can be caused by the
change of solubility depending on temperature (Hu & Rutqvist, 2020; Steefel & Lasaga, 1990) and pressure (i.e.,
pressure solution, Gratier et al., 2009; Yasuhara et al., 2005), or by introducing additional chemical species, for
example, acid injection (Singurindy & Berkowitz, 2005; Xie et al., 2015). In porous media, mineral dissolution‐
precipitation typically alters the pore space geometry, thus affecting the pathways for fluid flow and solute
transport (Ling et al., 2022; Steefel et al., 2013; Steefel & Hu, 2022). Due to the complex geometric features and
the coupling of multiple physical processes, it is challenging to describe the impact of mineral dissolution‐
precipitation on flow and transport properties of a porous medium. One common scenario is that the dissolu-
tion of one phase drives the precipitation of another, where dissolution and precipitation can be dominant at
different locations, for example, the reaction of calcite with acidic, sulfate‐bearing solutions to form gypsum
(Singurindy & Berkowitz, 2005; Xie et al., 2015). Such examples are the primary focus of this paper, while we
can also employ the proposed model in scenarios where mineral dissolution and precipitation are driven by
temperature or pressure differences.

Macroscale models describe a porous structure as an effective medium with evolving porosity and permeability
during mineral dissolution‐precipitation (Borgia et al., 2012; Deng et al., 2016). Typically, the porosity can be
updated based on the amount of minerals being dissolved or precipitated. The permeability, on the other hand, is
much more difficult to evaluate. For example, previous studies have reported that the rock permeability can
decrease while the porosity increases during simultaneous mineral dissolution and precipitation (Sabo &
Beckingham, 2021). Traditional permeability models, such as the Carman‐Kozeny equation (Carman, 1997), may
not be applicable in this case as the permeability‐porosity relationship can vary with the relative significance
between dissolution and precipitation. Therefore, pore‐scale models may offer an improved understanding as they
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can explicitly resolve the evolving pore space geometry as a result of coupled fluid flow, solute transport, and
mineral reactions.

Many pore‐scale models have been developed to describe the moving interface during mineral reactions (Molins
et al., 2021). They can be divided into two categories: interface tracking and interface capturing approaches (Ge
et al., 2012). In interface tracking approaches, a fluid‐solid interface is treated as a computational boundary and
boundary‐fitted mesh is employed to follow the interface movement (Juric & Tryggvason, 1996; Starchenko
et al., 2016; Starchenko & Ladd, 2018). One example is the Arbitrary‐Lagrangian‐Eulerian method, which has
been adopted to model fracture and grain dissolution (Oltean et al., 2013; Starchenko et al., 2016). For complex
porous structures, however, adapting the mesh to account for moving interfaces can be challenging, especially
when the topology of the structure changes. In interface capturing approaches, an indicator function is defined in
both fluid and solid phases to represent the interface location. Commonly adopted indicator functions include the
level‐set function (X. Li et al., 2010; Ray et al., 2019), the phase fraction function (e.g., in the micro‐continuum
method, Soulaine & Tchelepi, 2016; Soulaine et al., 2017; Yang et al., 2021 and the phase field method, Z. Xu &
Meakin, 2008; Z. Xu et al., 2012), and the binarize function that distinguishes fluid and solid (e.g., in the lattice
Boltzmann method, Kang et al., 2003; Huber et al., 2014; Poonoosamy et al., 2019). Hybrid models are also
developed to take advantage of different methods, for example, dissolution modeling with lattice Boltzmann,
finite volume and surface rescaling methods (Gray & Boek, 2016; Gray et al., 2016, 2018, 2021). These methods
generally work on fixed meshes, avoiding costly mesh updates that may perform better for modeling complex
porous structures.

The pore‐scale models are usually developed with a focus on either dissolution or precipitation, although mineral
reactions often involve both coupled together (Li et al., 2017; Maher et al., 2009; Steefel & Van Cappellen, 1990;
Steefel & Yang, 2021). In the literature, the pore‐scale models that can capture dissolution and precipitation
simultaneously are much more limited. The lattice Boltzmann method has been employed to solve the coupled
dissolution‐precipitation problems (Chen et al., 2014; Jiang et al., 2021). In the lattice Boltzmann method, each
computational cell represents pure fluid or solid, and the switch of the cell state represents dissolution or pre-
cipitation. One challenge is to design the criteria when the cell state switches, as there is no a priori rule, and the
criteria can significantly affect the dissolution‐precipitation pattern (Chen et al., 2014). Recently, Deng
et al. (2022) developed a micro‐continuum model for mineral growth with co‐dissolution, while the porous
structure is simplified as a slit and mineral precipitation is dominant over dissolution. A fully coupled dissolution‐
precipitation model in complex porous structures is still desired.

In this study, we have developed a new pore‐scale model for coupled mineral dissolution and precipitation in
which the phase fraction field is adopted to capture the fluid‐solid interface movement. A major challenge is to
properly describe the interface growing and retreating during the precipitation and dissolution of different
minerals, for example, the dissolution of calcite and the precipitation of gypsum at different locations (Figure 1).
We introduce a phase transformation vector field to represent the direction and magnitude of the dissolution‐
precipitation process and update the phase fraction field accordingly. In addition, an effective viscosity model
is adopted to immobilize fluid flow at fluid‐solid interfaces, which captures the velocity field accurately without
introducing any empirical parameters. For the case of coupled dissolution and precipitation, we investigate the
resulting porosity‐permeability relationships, which have not been comprehensively described by macroscale
models.

The manuscript is organized as follows. Section 2 presents the physical model of the reactive system we consider.
Section 3 describes the proposed computational model, including the interface capturing approach and the
associated numerical methods. In Section 4, the model is validated against analytical solutions and interface
tracking simulations in simplified structures, and then applied in realistic rocks. Section 5 contains the discussion
of the results and the conclusions.

2. Physical Model
We consider a reactive flow system with multiple reactive species. Fluid flow at the pore scale is governed by the
Navier‐Stokes equations for incompressible Newtonian fluid:

∇ · u = 0 , (1a)
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ρ f [
∂u
∂t
+ ∇ · (uu)] = − ∇p + ∇ · (μ f∇u), (1b)

where u (x, t)=(u (x, t), v(x, t), w (x, t)), p (x, t), ρf and μf are the fluid's
velocity, pressure, density, and dynamic viscosity, respectively. Here the fluid
density ρf is assumed to be constant and independent of the solute concen-
tration. The transport of multiple solute components is described by the
advection‐diffusion equation:

∂ci
∂t
+ ∇ · (uci) = ∇ · (Di∇ci), (2)

where ci is the concentration of solute component i and Di is the corre-
sponding diffusivity. We assume there are no homogeneous reactions (e.g.,
aqueous complexation) taking place in the fluid phase.

At fluid‐solid interfaces, the solute or solutes undergoes a heterogeneous
reaction that consists of mineral dissolution or precipitation. This is described
by boundary conditions on the fluid‐solid interfaces:

n · (− Di∇ci + u|Γci − UΓci) = Ri , (3a)

n ·UΓ = Q, (3b)

t ·UΓ = 0, (3c)

where n is the unit normal vector pointing from fluid to solid, t the unit tangent vector, Ri the reaction rate (per
area of mineral) for solute component i, and Q is a signed dissolution‐precipitation rate (per area of mineral),
which is positive for dissolution and negative for precipitation. Explicit expressions for Ri and Qwill be provided
through a specific reactive system in Section 3. The velocity u|Γ is the fluid velocity at the interface, while UΓ is
the interface velocity due to mineral dissolution‐precipitation. We note that the two velocities u|Γ and UΓ should
be distinguished (L. Li et al., 2021), and they both contribute to the mass conservation Equation 3a. The fluid
velocity is non‐zero when there is an overall volumetric change after mineral dissolution‐precipitation. If the
overall volume decreases, n ⋅u|Γ> 0, and vice versa. The velocity u|Γ is generally much less than the average flow
velocity. For simplicity, we assume u|Γ = 0 in the computational modeling in Section 3.

3. Computational Model
Directly solving the governing equations in Section 2 requires explicitly tracking the location of fluid‐solid in-
terfaces and updating the mesh in the fluid domain to fit the moving boundary. This interface tracking approach
works well for simple geometries. However, for complex porous structures, especially those that might involve
multiple minerals, a more efficient approach is to introduce an indicator function, which implicitly captures the
interface location. Because of the additional indicator function, a different set of governing equations is con-
structed that is designed to recover the solution of Equations 1–3. The model presented in this section is inspired
by the micro‐continuum approach (Soulaine et al., 2017; Soulaine & Tchelepi, 2016). However, instead of
modeling the fluid‐solid interface as a porous layer, we adopt effective properties in the interface. The two ap-
proaches are compared later in Section 4.2.

We employ the fluid phase fraction ϕ as the indicator function to distinguish fluid and solid phases, where ϕ = 0
and ϕ = 1 indicate pure solid and fluid, respectively. The interface is modeled as a smooth transitional region
(0 < ϕ < 1) that can spread over several grid cells. A single set of equations is solved in the entire computational
domain, including both fluid and solid. For fluid flow, the momentum equation is obtained through volume
averaging:

Figure 1. A schematic representation of coupled calcite dissolution and
gypsum precipitation at different locations in a granular porous structure. In
some case, the secondary mineral may not completely cover the dissolving
primary phase.
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ρ f
ϕ
[
∂u
∂t
+ ∇ · (

uu
ϕ
)] = − ∇p +∇ · (μef f∇u), (4a)

μef f =
μ f
ϕ
, (4b)

We assume the solid phase is not transported and thus u = ϕuf, where u and uf are the superficial and intrinsic
fluid velocity, respectively. To improve numerical stability, the phase fraction has a lower bound of ϕ = 1 × 10− 5

in the pure solid phase.

The multi‐component solute transport with mineral reactions is described as follows (Deng et al., 2021, 2022;
Soulaine et al., 2017, 2021; Yang et al., 2021):

∂(ϕci)
∂t

+ ∇ · (uci) = ∇ · (ϕDi,ef f∇ci) − ri, (5a)

Di,ef f = ϕDi, (5b)

ri = Ri|∇ϕ|. (5c)

Since the fluid‐solid interface is modeled as a smooth transitional region, the interfacial reaction rate Ri in
Equation 3a is transformed into a volumetric reaction rate ri, which is non‐zero only in the transitional region.
Here |∇ϕ| represents the reactive interface area per unit volume in the smooth transitional region. For mineral
dissolution and precipitation, we have (Soulaine et al., 2017; Soulaine & Tchelepi, 2016):

∂ϕ
∂t
= Q|∇ϕ|. (6)

Similar to Eq. (3), we neglect the fluid velocity on the interface, so ∇ · u = 0 is satisfied in the entire compu-
tational domain.

To explicitly express the reaction rate Ri and the dissolution‐precipitation rate Q, we consider a specific reactive
system:

A(s) + 2B(aq) → C(aq) + D(aq), (7a)

C(aq) + E(aq)→ F(s). (7b)

For example, the reactive system can represent calcite dissolution and gypsum precipitation (Figure 1):

CaCO3(s) + 2H+(aq) → Ca2+(aq) + H2CO3(aq), (8a)

Ca2+(aq) + SO2−4 (aq) → CaSO4(s). (8b)

This system was considered in 2D reactive flow and transport simulations in Xie et al. (2015). In our case, we
assume the reactive system is far from equilibrium, so the backward reactions are not considered. We focus on
scenarios in which dissolution and precipitation are dominant at different locations (Figure 1). This generally
occurs when the precipitation rate is lower or comparable to the dissolution rate. If precipitation is much faster
than dissolution, the dissolved ions can precipitate instantaneously at the same location, for example, in celestite
dissolution and barite precipitation (Deng et al., 2022). Since this has been investigated in the literature, our focus
is the non‐localized dissolution‐precipitation coupling, which shows a more complicated behavior.

In the reactive system, we focus on the concentrations of three components that control the reaction rates
(i = 1,2,3):

c1 = c(B) (=[H+]), (9a)
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c2 = c(E) (=[SO2−4 ]), (9b)

c3 = c(C) (=[Ca2+]). (9c)

The interfacial and volumetric reaction rates in Equation 5 are:

R1 = 2k1c1, r1 = 2k1c1|∇ϕ|, (10a)

R2 = k23c2c3, r2 = k23c2c3|∇ϕ|, (10b)

R3 = − k1c1 + k23c2c3, r3 = − k1c1|∇ϕ| + k23c2c3|∇ϕ|, (10c)

where k1 and k23 are reaction rate constants. Here the dissolution reaction (Equation 7a and Equation 8a) is
assumed to be first order with respect to the component B (H+), based on calcite dissolution experiments
(Alkattan et al., 1998; Buhmann & Dreybrodt, 1985), and the precipitation reaction is second order overall,
assuming elementary reaction kinetics. The mineral dissolution‐precipitation process is described by:

∂ϕ
∂t
= k1V1c1|∇ϕ|− k23V23c2c3|∇ϕ|, (11)

where V1 and V23 are the molar volume of the dissolved species A and the precipitated species F, respectively.

The governing equations in the computational model are discretized and solved by OpenFOAM (Weller
et al., 1998), which is an open‐source C++ library for computational fluid dynamics. A major challenge is to
properly discretize Equation 11 so that the phase fraction ϕ is always bounded between 0 and 1 while the interface
moves. For example, when mineral precipitation occurs, a pure fluid grid should be able to transform to a solid
phase through mineral precipitation (∂ϕ∂t < 0), which indicates |∇ϕ| > 0 in Equation 11. Mathematically, this
condition is:

∃x,ϕ(x) = 1 and |∇ϕ|>0 . (12)

On the other hand, when dissolution occurs, all pure fluid grid cells should remain in a fluid state (∂ϕ∂t = 0).
According to Equation 11, this indicates:

∀ x s.t. ϕ(x) = 1,|∇ϕ|= 0. (13)

The two conditions (12) and (13) contradict each other, so ∇ϕ needs to be computed based on the local state of
dissolution or precipitation.

We define a phase transformation vector field:

q = Q∇ϕ = k1V1c1∇ϕ − k23V23c2c3∇ϕ. (14)

The direction of q represents the direction of phase transformation: q pointing from solid to fluid indicates
dissolution, and q pointing from fluid to solid indicates precipitation. The magnitude of q represents the volu-
metric rate of phase transformation. The term ∇ϕ is computed as follows. First, we compute a temporary ∇ϕ by
traditional central differencing. Next, we substitute the temporary ∇ϕ in Equation 14 to calculate q. Finally, we
compute ∇ϕ again following the downwind differencing scheme, with the wind direction given by q.

To demonstrate the algorithm, we construct a fluid‐solid interface perpendicular to the x axis, with solid in the x−

direction and fluid in the x+ direction.We consider three adjacent computational grid cells located at xj− 1< xj< xj+1
(Figure 2). Since the fluid is in the x+ direction, the fluid phase fraction satisfies ϕj− 1 ≤ ϕj ≤ ϕj+1. When mineral
precipitation occurs, the phase transformation vector q points from fluid to solid, that is, in the x− direction.
Following the downwind differencing scheme and applying Equation 6, we have:
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|∇ϕ| j =
ϕj − ϕj− 1
xj − xj− 1

≤
ϕj

xj − xj− 1
, (15a)

∂ϕj
∂t

= Q|∇ϕ| j ≥Q
ϕj

xj − xj− 1
. (15b)

Since Q is negative for mineral precipitation, Equation 15b ensures ϕj can only decrease and is always positive.
Equation 15 also shows that ϕj can decrease from 1 as long as ϕj− 1 < ϕj. On the other hand, when mineral
dissolution occurs, q is in the x+ direction. Similarly, we have:

|∇ϕ| j =
ϕj+1 − ϕj
xj+1 − xj

≤
1 − ϕj
xj+1 − xj

, (16a)

∂ϕj
∂t

= Q|∇ϕ| j ≤Q
1 − ϕj
xj+1 − xj

. (16b)

For mineral dissolution,Q is positive, so Equation 16b guarantees that ϕj can only increase and is always bounded
by 1. In conclusion, the phase transformation vector field q allows us to properly discretize the term∇ϕ, so that ϕ
is always bounded between 0 and 1 for both dissolution and precipitation scenarios.

For two‐dimensional and three‐dimensional problems, the discretization of ∇ϕ follows the same downwind
differencing scheme, with the wind direction given by q. As an example, we consider a grid cell (i,j) in a two‐
dimensional system where ϕi,j− 1 ≤ ϕi,j ≤ ϕi,j+1 and ϕi− 1,j ≤ ϕi,j ≤ ϕi+1,j (this can be modified following the
interface direction). For mineral precipitation, we have:

(∇ϕ)i,j = (
ϕi,j − ϕi,j− 1
xi,j − xi,j− 1

,
ϕi,j − ϕi− 1,j
xi,j − xi− 1,j

) . (17)

For mineral dissolution, we have:

(∇ϕ)i,j = (
ϕi,j+1 − ϕi,j
xi,j+1 − xi,j

,
ϕi+1,j − ϕi,j
xi+1,j − xi,j

) . (18)

Figure 2. Three adjacent grid cells in the transitional region between fluid and solid phases. The discretization of |∇ϕ|
involves different grid connections for dissolution and precipitation, the choice of which depends on the direction of the
phase transformation vector q.
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4. Results
To validate the model, we first consider a one‐component diffusion‐reaction problem, where analytical solutions
exist for comparison (Section 4.1). Next, a multi‐component reactive flow problem is solved, in which the
proposed model is compared with a reference interface tracking approach (Section 4.2). Finally, the proposed
model is applied in a realistic rock structure, where different dissolution‐precipitation patterns are identified
(Section 4.3).

4.1. Model Validation Against Analytical Solutions

To validate the computational model in Section 3, we start by considering a one‐component diffusion‐reaction
system with coupled dissolution and precipitation. The reaction rate in Equation 5 and the dissolution‐
precipitation Equation 6 are explicitly expressed as:

r = k(c − ceq)|∇ϕ|, (19a)

∂ϕ
∂t
= − k(c − ceq)V|∇ϕ|, (19b)

where ceq is an equilibrium concentration which will be given in Equation 20. For simplicity, we investigate a
one‐dimensional problem, in which a fluid domain is located between two solid domains at the top and bottom
(Figure 3a). The top half of the domain is set to have a higher ceq than the bottom half, for example, due to a
temperature difference:

ceq( y) = 1 y∈ [0,H/2], (20a)

ceq( y) = 0 y∈ [ − H/2,0), (20b)

whereH is the domain height. Because of the different equilibrium concentration, the mineral gradually dissolves
at the top fluid‐solid interface and then precipitates at the bottom interface. Transport is by diffusion only (no fluid
flow). We set the initial concentration to be 0, and the geometric and physical parameters of the system are listed
in Table 1. The computational domain is meshed uniformly with a 1 × 150 grid resolution, including both fluid
and solid phases.

The modeling results are compared with analytical solutions. To derive the analytical solutions, we apply
Equations 2 and 3 to the one‐component system and obtain the following ordinary differential equations:

∂[c(H − h1 − h2)]
∂t

= − k(c − ceq1 ) − k( c − c
eq
2 ) , (21a)

Figure 3. A schematic representation of the mineral dissolution‐precipitation systems for model validation, where the white
region represents the fluid and the gray region represents the solid at the initial state: (a) one‐component diffusion‐reaction
problem in Section 4.1; (b) multicomponent reactive flow problem in Section 4.2, where the dashed lines indicate that the
channel is much longer than shown here.
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∂h1
∂t

= k( c − ceq1 )V , (21b)

∂h2
∂t

= k( c − ceq2 )V, (21c)

where h1(t) and h2(t) are the solid thicknesses at the top and bottom, respectively, and c(t) is an averaged con-
centration in the fluid. Here we assume that diffusion is much faster than reaction, so the spatial variation of
concentration is small. The equilibrium concentration at the top fluid‐solid interface ceq1 = 1, and at the bottom
interface ceq2 = 0, according to Equation 20.

The computational model in Section 3 is compared with the analytical solution of Equation 21 in Figure 4. The
circles and the dashed line in Figure 4 (a), which are obtained from the proposed model and the analytical solution,
represent the solid domain thickness at the top where mineral dissolution occurs. The crosses (proposed model)
and the solid line (analytical solution) show the bottom solid domain thickness during mineral precipitation. We
observe that at the beginning, the precipitation is slower than the dissolution because there is no solute at the initial
state to trigger the precipitation reaction. Figure 4 (b) shows the averaged concentration in the fluid domain. The
concentration is stabilized at 0.5 when the precipitation rate equals the dissolution rate. In Figure 4, the proposed
model agrees very well with the analytical solution in predicting both the solid domain thicknesses and the
concentration.

4.2. Model Validation Against Interface Tracking Simulations

In this section, we investigate a multicomponent dissolution‐precipitation problem with fluid flow. The chemical
components and the reactions are described in Equations 7–11. A two‐dimensional channel is considered in which

Table 1
Modeling Parameters in the Simulations

Modeling parameters Value

Diffusivity (D, m2/s) 1 × 10− 9

Kinematic viscosity (μf /ρf, m
2/s) 1 × 10− 6

Section 4.1: Diffusion‐reaction system

Domain height (H, μm) 30

Initial fluid height (h0, μm) 20

Reaction rate constant (k, m/s) 1 × 10− 8

Molar volume (V, 1/[C]) 0.05

Section 4.2: Multicomponent reactive flow

Domain height (H, μm) 15

Initial fluid height (h0, μm) 10

Domain length (L, mm) 3

Reaction rate constant (k1, m/s) 1 × 10− 8

Reaction rate constant (k23, m/s/[C]) 1 × 10− 8

Molar volume for dissolved mineral (V1, 1/[C]) 0.025

Molar volume for precipitated mineral (V2, 1/[C]) 0.1

Section 4.3: Realistic rock

Domain height (H, μm) 576

Domain length (L, μm) 870

Reaction rate constant (k1, m/s) 1 × 10− 7,1 × 10− 6,1 × 10− 5

Reaction rate constant (k23, m/s/[C]) 1 × 10− 7,1 × 10− 6,1 × 10− 5

Molar volume for dissolved mineral (V1, 1/[C]) 0.025

Molar volume for precipitated mineral (V2, 1/[C]) 0.1
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reactive fluid is injected at the inlet and mineral dissolution‐precipitation occurs on the channel walls (Figure 3b).
The system is a simplified model for calcite dissolution and gypsum precipitation during acid injection in a
fracture. At the inlet, fixed concentration boundary conditions (c1 = c2 = 1 and c3 = 0) are applied, while zero
gradient concentration boundary conditions (∂ci /∂x= 0, i= 1, 2, 3) are applied at the outlet. A pressure drop Δp is
also applied between the inlet and outlet to drive fluid flow. Initially, there is no solute in the channel (ci
(t= 0)= 0, i= 1, 2, 3), while the velocity field is initialized to be a parabolic steady‐state profile corresponding to
Δp. The geometric and physical parameters of the problem are listed in Table 1. The secondary (precipitated)
mineral is selected to have a higher molar volume than the dissolving mineral, which corresponds to the case of
calcite and gypsum described above. The computational domain is meshed uniformly with a 300 × 120 grid
resolution, including both fluid and solid phases.

The multicomponent reactive flow system is solved by the computational model in Section 3. Separately, we also
model the system through an interface tracking approach (Wang & Battiato, 2020, 2021), which serves as a
reference solution. The interface tracking method solves the governing Equations 1–3 in the fluid domain, that is,
the physical model in Section 2 is directly solved. The fluid domain is meshed by boundary‐fitted grid cells and is
constantly remeshed to follow the fluid‐solid interface during mineral dissolution‐precipitation. Since only the
fluid domain is meshed, the grid resolution is 300 × 80, which results in an initial grid size that is the same as in
our computational model.

The results obtained from the two approaches are compared. Figure 5 plots the concentration profiles along the
channel centerline at = 5,000 s, where the symbols represent the proposed model and the lines represent the
reference interface tracking simulation. Four pressure drop values are adopted and we employ the Péclet number
to characterize the relative importance of advection versus diffusion:

Pe =
u0h0
D

=
h30Δp
12DμL

, (22)

where u0 is the average fluid velocity at the initial state and h0 is the initial fluid height (i.e., initial channel
aperture). Here we assume all the chemical components have the same diffusivityD (Table 1). In Figure 5 (a), (b)
and (c), the concentration c1 decreases with x, as the corresponding component B (H

+) is gradually consumed
through mineral dissolution. The dissolution releases the component C (Ca2+), so the corresponding concen-
tration c3= c(C) increases with x near the channel inlet. Then, the component C (Ca

2+) reacts with the component
E (SO2−4 ) , which causes mineral precipitation. Thus, the concentration c2= c(E) decreases with x, while c3= c(C)
may decrease or increase, depending on the dissolution and precipitation reaction rates. Figure 5 (d) presents an
extreme case where the flow rate is very high and the solute is quickly flushed through the channel, so flat
concentration profiles (no gradient) are observed.

Figure 4. Comparison between the proposed computational model and the analytical solution: (a) thicknesses of the solid
domain at the top and the bottom, where mineral dissolution and precipitation occur, respectively; (b) averaged concentration
in the fluid domain.
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Figure 6 shows the channel aperture variation for the four Pe values. We find dissolution is always enhanced as Pe
increases because more solute is injected. On the other hand, the amount of precipitated mineral increases at first,
then decreases with Pe. This is because the precipitation reaction relies on the component C (Ca2+), which is
released through dissolution. In the low Pe range, the precipitation benefits from the enhanced dissolution, as
more reactant C (Ca2+) is generated for the precipitation reaction. In the high Pe range, the dissolved mineral is
quickly flushed away, thus the amount of precipitation decreases.

The velocity profiles along the channel centerline at t = 5,000 s are plotted in Figure 7. Good agreement is
observed between the model and the reference interface tracking approach for predicting concentration, channel
aperture, and velocity, which indicates the accuracy of our proposed model. We also compare the proposed model
with a micro‐continuum method, which introduces a drag force in the momentum equation (Soulaine et al., 2017;
Voller & Prakash, 1987):

ρ f
ϕ
[
∂u
∂t
+ ∇ · (

uu
ϕ
)] = ∇p +

1
ϕ

∇ · (μ f∇u) − μ fK− 1u , (23a)

K = KCK
ϕ3

(1 − ϕ)2
, (23b)

where KCK is an empirical parameter that controls the drag force. The selection of KCK affects the accuracy of the
micro‐continuummethod. Figure 8 plots the velocity profiles across the channel at t= 3,000 s and t= 5,000 s. The

Figure 5. Concentration profiles, that is, c1 = c(B) (=[H
+]); c2 = c(E) (=[SO2−4 ]) ; c3 = c(C) (=[Ca

2+]), along the channel
centerline at t = 5,000 s: (a) Pe = 0.011, (b) Pe = 0.022, (c) Pe = 0.11, (d) Pe = 11. The symbols are computed by the
proposed model and the lines are results from the reference interface tracking simulation.
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case with Pe = 11 is considered as the velocity along the channel is uniform
(Figure 7d). We compare the proposed model, the reference interface tracking
simulation, and the micro‐continuum approach. For the micro‐continuum
approach, the velocity decreases with KCK, as a lower KCK provides a
larger drag force in Equation 23. For our problem setup, the best agreement to
the reference simulation is observed at KCK = 5 × 10

− 14 m2. On the other
hand, the effective viscosity model Equation 4 compares well with the
reference simulation without introducing any empirical parameters.

4.3. Coupled Mineral Dissolution and Precipitation in Realistic Rocks

After validation, the proposed model is used to analyze mineral dissolution‐
precipitation processes in more realistic pore structures. Similar to Sec-
tion 4.2, we consider the multicomponent reactive system described in
Equations 7–11. A pore‐scale rock structure is modeled in which mineral
dissolution and precipitation occur on the solid grain interfaces. We apply
fixed concentration boundary conditions (c1 = c2 = 1 and c3 = 0) on the left
boundary of the rock structure, and zero gradient concentration boundary
conditions (∂ci /∂x = 0, i = 1, 2, 3) at the right boundary. Between the two
boundaries, a pressure drop Δp is applied to drive fluid flow. Initially, there is
no solute in the rock (ci (t= 0)= 0, i= 1, 2, 3), and the velocity is at the steady
state corresponding to Δp and the initial rock structure.

Figure 6. Concentration profiles along the channel centerline at t = 5,000 s:
(a) Pe = 0.011, (b) Pe = 0.022, (c) Pe = 0.11, (d) Pe = 11. The symbols are
computed using the proposed model and the lines are results from the
reference interface tracking simulation.

Figure 7. Velocity profiles along the channel centerline at t = 5,000 s: (a) Pe = 0.011, (b) Pe = 0.022, (c) Pe = 0.11,
(d) Pe = 11. The circles represent the proposed model and the lines represent the reference interface tracking simulation.
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The rock structure is constructed based on a sandstone image (Figure 9a). The image is first binarized, and then it
is smoothed by a Gauss filter to eliminate the noise in the image. Finally, the grains at the left boundary are
removed to provide a clear boundary for fluid injection (Figure 9b). The geometric parameters of the structure and
the physical parameters are listed in Table 1. The rock structure is meshed uniformly with a resolution 426 × 282,
which is the same as the resolution of the processed image in Figure 9 (b). To ensure that the rock grains do not
move with fluid flow, a drag term is added in Equation 4a:

ρ f
ϕ
[
∂u
∂t
+ ∇ · (

uu
ϕ
)] = ∇p + ∇ · (μef f∇u) − Cu , (24a)

C = 1 × 1020 s− 1 if ϕ∈ [0,0.01] , (24b)

C = 0 if ϕ ∈ (0.01,1] . (24c)

The drag term is only applied in the solid phase where ϕ < 0.01 to immobilize the solid grains. We note that the
value of C does not affect the modeling results when it is large enough, and the drag term is not necessary if the
solid phase is already attached to static boundaries (e.g., in Section 4.2).

We investigate the mineral dissolution‐precipitation with various flow rates and reaction rate constants. The
Péclet number and two Damköhler numbers (DaI = DaII/Pe, Soulaine et al., 2017) are introduced to represent the
relative importance of advection, diffusion, and reaction:

Figure 8. Velocity profiles across the channel with Pe= 11: (a) t= 3,000 s, (b) t= 5,000 s. The circles represent the proposed
model and other symbols are results from the micro‐continuum approach with differentKCK. The lines represent the interface
tracking simulation for reference.

Figure 9. The pore‐scale rock structure employed in mineral dissolution‐precipitation modeling: (a) a rock thin section
impregnated with epoxy, where blue represents pore space and white represents grains (image courtesy: Stanford SUPRI‐A
research group), (b) the image after binarization and smoothing. The image size is 870 × 576 μm.
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Pe =
u0h0
D
, (25a)

DaI =
k1
u0
, (25b)

DaII =
k1h0
D
, (25c)

u0 =
K0Δp
μϕ0L

, (25d)

h0 =

̅̅̅̅̅̅̅̅̅̅̅
12K0
ϕ0

√

, (25e)

Where K0= 2.615 × 10
− 11 m2 and ϕ0= 0.561 are the computed rock permeability and porosity at the initial state.

Figure 10 shows the modeling results with Pe = 2.52 × 10− 2 and DaII = 2.37 × 10
− 3, where the snapshots of

phase fraction fields and velocity fields are presented at three different times. We observe a compact dissolution‐
precipitation pattern, in which the grains near the inlet are gradually dissolved and precipitation is dominant for
the grains far from the inlet. Because all the downstream flow paths are gradually clogged by the precipitation, the
velocity field in the entire domain generally decreases. A different regime of dissolution‐precipitation coupling is
observed in Figure 11 when Pe = 0.886 and DaII = 2.37 × 10

− 2. With the higher flow and reaction rates, mineral
dissolution creates wormholes along the main flow paths, while precipitation exhibits a clustered distribution in
the pore space next to the main flow paths, clogging the secondary flow paths. Thus, the velocity increases in the
main flow paths, while it decreases in the secondary flow paths. Finally, we observe a third regime where
dissolution is dominant over precipitation (Figure 12, with Pe= 0.127 andDaII= 2.37 × 10

− 3). This occurs when
advection is much faster than reaction (smallDaI), and the dissolved mineral is flushed away quickly before being
able to precipitate. All the grains in the domain are gradually dissolved and the flow velocity increases as the flow
paths are widened.

Figure 10. (Regime: compact dissolution‐precipitation) The phase fraction maps (left) and the velocity fields (right) at three
different times with Pe = 2.52 × 10− 2 and DaII = 2.37 × 10

− 3. The green and yellow lines in the phase fraction maps
represent the initial and final grain boundaries.
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To conclude, we have identified three regimes of dissolution‐precipitation coupling: (a) compact dissolution‐
precipitation, (b) wormhole dissolution with clustered precipitation, and (c) dissolution dominant. The three
regimes are classified by Pe and DaI in Figure 13. Laboratory experiments have found dissolution‐precipitation
patterns similar to the first and third regimes (Singurindy & Berkowitz, 2005). The second regime is observed
when 0.01 <DaI < 0.1, which also agrees with the condition for wormhole occurrence in dissolution experiments
(0.01 < DaI < 1) (Fredd & Fogler, 1998; Li et al., 2019). For coupled dissolution‐precipitation, the precipitation
can block the main flow paths at the downstream. In such scenarios, we may observe the compact dissolution‐
precipitation regime rather than wormholes, for example, when 0.1< DaI < 1. We also note that a precipita-
tion dominant regime can exist when the precipitation is much faster than dissolution, that is, the dissolved ion
instantaneously precipitates at the same location (Deng et al., 2022; Singurindy & Berkowitz, 2005). This is not
pursued here because we assume the precipitation and dissolution have similar rates, and the scenario has been
investigated in the literature (Deng et al., 2022).

The three regimes demonstrate different behavior in the permeability‐porosity relationship during mineral
dissolution‐precipitation. We compute porosity by integrating the phase fraction field in the entire computational
domain, and permeability by recording the flow rate and using Darcy's law. Both porosity and permeability are
calculated at several time instances to track their variations. Figure 14 plots the permeability‐porosity curves for
DaII = 2.37 × 10

− 3 and DaII = 2.37 × 10
− 2 under various Pe, where all the curves begin at the initial porosity‐

permeability value (0.561, 2.615 × 10− 11 m2). The Pe and DaII values in Figure 14 (a) correspond to the linear
distributed points at the bottom in Figure 13, which are in the “compact dissolution‐precipitation” regime and the
“dissolution dominant” regime. In the “compact dissolution‐precipitation” regime, both porosity and permeability
decrease from the initial porosity‐permeability value, as the precipitation clogs all the flow paths. In the
“dissolution dominant” regime, both porosity and permeability increase, since all the flow paths are widened by
dissolution. The Pe andDaII in Figure 14 (b) correspond to the linear distributed points at the middle in Figure 13,
where all the three regimes exist. In the “wormhole dissolution with clustered precipitation” regime, the
permeability can increase while the overall porosity decreases. The permeability increases because the main flow
paths are widened by the wormhole dissolution, while the overall porosity decrease is caused by the clustered
precipitation in the pore space next to the main flow paths.

Figure 11. (Regime: wormhole dissolution with clustered precipitation) The phase fraction maps (left) and the velocity fields
(right) at three different times with Pe= 0.886 andDaII= 2.37 × 10

− 2. The green and yellow lines in the phase fraction maps
represent the initial and final grain boundaries.

Water Resources Research 10.1029/2023WR036122

WANG ET AL. 14 of 18

 19447973, 2024, 6, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023W

R
036122, W

iley O
nline L

ibrary on [15/07/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



The dissolution‐precipitation regimes have not been fully conformed in laboratory experiments yet. However,
Singurindy and Berkowitz (2005) have presented experiments of coupled dissolution and precipitation in frac-
tures of carbonate rocks. Dominant dissolution at the upstream and dominant precipitation at the downstream
have been observed, which is the same as the “compact dissolution‐precipitation” regime. A dissolution dominant
regime is also observed at high acid concentrations. The “wormhole dissolution with clustered precipitation”
regime, on the other hand, cannot be observed in a single fracture. Microfluidic chips with embedded realistic
rocks (Ling et al., 2022) could be a promising approach for further investigation. The microfluidic devices allow

accurate measurements of the moving fluid‐solid interfaces, thus the disso-
lution dominant and precipitation dominant regions can be identified.

5. Conclusions
We have developed a pore‐scale model for multicomponent reactive flow
with coupled mineral dissolution and precipitation. A phase transformation
vector field is introduced, with its direction indicating whether dissolution or
precipitation occurs. Based on the phase transformation vector, the
dissolution‐precipitation equation is solved with the downwind differencing
scheme, which ensures the phase fraction is always bounded between 0 and 1.
We also employ an effective viscosity model in the momentum equation to
immobilize the flow at fluid‐solid interfaces, which is compared with a micro‐
continuum approach where an empirical parameter associated with drag
forces needs to be carefully selected. Major conclusions of this work are
summarized as follows.

• A diffusion‐reaction problem is investigated, where mineral dissolution
and precipitation occur on two opposing fluid‐solid interfaces, respec-
tively. The proposed model achieves an excellent match with the analyt-
ical solution in predicting interface movement and concentration profiles.

Figure 12. (Regime: dissolution dominant) The phase fraction maps (left) and the velocity fields (right) at three different
times with Pe= 0.127 andDaII= 2.37 × 10

− 3. The green and yellow lines in the phase fraction maps represent the initial and
final grain boundaries.

Figure 13. The classification of the three regimes of dissolution‐precipitation
coupling, where the points represent the modeling conditions we have
employed.
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• Multicomponent reactive flow in a channel with mineral dissolution‐precipitation is modeled by the proposed
approach and an interface tracking approach for reference. The two approaches agree well in predicting
concentration, interface movement, and velocity.

• The proposed model can accurately predict the parabolic velocity profile in channel flow without introducing
empirical parameters. For the drag force model in the micro‐continuum approach, different values of the
empirical parameter KCK are investigated and the best match is only observed when KCK = 5 × 10

− 14 m2 with
our problem setup.

• Coupled mineral dissolution and precipitation in realistic rocks is modeled and three coupling regimes are
identified: (a) compact dissolution‐precipitation, (b) wormhole dissolution with clustered precipitation, and
(c) dissolution dominant. The three regimes exhibit different behavior in terms of the permeability‐porosity
relationship.

Although the rock structure investigated in this work is two dimensional, the proposed model is also applicable in
three dimensional geometries. This requires more computational resources, as capturing moving interfaces
generally needs higher grid resolution than flow and transport modeling. In future work, we expect to implement
more sophisticated reaction models, such as the blockage effects and nucleation processes of mineral precipi-
tation. This can help to obtain more accurate the dissolution and precipitation rates, for example, the precipitation
rate can be affected by the nucleation possibilities on different mineral surfaces.

Data Availability Statement
The data in this work is available at http://doi.org/10.5281/zenodo.10729574.
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