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Abstract--Recent advances in the photon counting, imaging 
readout for microchannel plate (MCP) detectors has led to a 
substantial improvement in their spatial resolution. The spatial 
accuracy (~7-10 µm) of an MCP detector with a cross strip 
readout has been shown to be limited by the MCP pore size (<10 
µµµµm). In this paper we study the ultimate resolution limits of the 
cross strip readout itself. The model allows us to determine the 
requirements on the anode’s geometry and the signal processing 
electronics in order to reach a particular spatial resolution. The 
optimal detector parameters, such as the width of the charge 
footprint at the anode (determined by the distance and the field 
between the MCP and the anode), and the gain of the detector can 
also be found with the help of our model. The model indicates that 
the optimum FWHM of the charge footprint distribution at the 
anode is a factor of ~1.6 larger than the anode period. Given a 
noise of charge sensitive amplifiers of 350 electrons rms each we 
predict that the MCP gain can be as low as 2.5x105 for this 
detector to resolve ~7 µm features.

Results of our modeling also indicate that the accuracy of the 
position obtained for center of gravity centroiding of the charge 
distribution is inferior to fitting a Gaussian-like analytical 
function, providing the geometry of the anode is accurate enough. 
The model predictions are compared with the experimentally 
measured images and reveal the critical parameters (anode’s 
geometric accuracy and amplifier noise), which can be improved 
in future detectors.

Index Terms—Position sensitive detectors, Photon detectors, 
Image resolution.

I. INTRODUCTION

HE cross strip (XS) anode is a high resolution (~5 µm) 
charge division readout used in photon counting imaging 

detectors with microchannel plates [1]-[3]. The anode has a 
coarse (~0.5 mm) multi-layer metal and ceramic cross strip 
pattern on a ceramic (alumina) substrate. The charge from a 
microchannel plate stack is divided between two orthogonal 
sets of strips. Each strip of the anode is connected to a low 
noise charge sensitive amplifier followed by subsequent analog 
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to digital conversion of individual strip charge values. The 
event position is determined from the measured charges by 
centroiding. The coarse position of the registered photon or 
particle corresponds to the center peak of the charge cloud, 
while the charge cloud centroid can be calculated to a small 
fraction of the strip period (currently to ~1%) by an 
appropriate software or hardware algorithm. In the simplest 
case the centroid is just the weighted sum of the strip charges.
Fitting an analytical function corresponding to the charge 
distribution (e.g. non-linear Gaussian fit) can result in higher 
accuracy of centroiding. The measured resolution of our 
current cross strip readout and its associated electronics is on 
the scale of the MCP pore dimension (~6-10 µm) and is not 
limiting the spatial resolution of the detector. However, the 
discrete nature of the event detection by an MCP will not be a 
limiting factor when microchannel plates with smaller pore 
sizes (down to 2 µm) become widely available. The resolution 
of the XS readout can then be further improved in order to 
match the ~ 2 µm resolution limit due to the MCP geometry.
Besides that, the linearity of the existing anode does not match 
its spatial resolution capabilities. The fixed-pattern (and 
therefore correctable by appropriate calibration) image 
distortions are currently larger than the anode’s spatial 
resolution. 

We have developed a model of the interaction of the MCP 
charge cloud with the cross strip anode and its associated 
electronics including the centroiding algorithms. For a given 
charge cloud distribution at the plane of the XS anode, the 
ideal charge values are calculated for each anode electrode by 
the numerical integration of the charge distribution over the 
area of each electrode. Subsequently the charges corresponding 
to electronic noise (generated by a random number generator in 
accordance with the given noise distribution) are added to each 
electrode and the resulting arrays of charge values are passed 
to a centroiding algorithm. This process is repeated for each 
individual photon. With the help of this model, described in 
this paper, we have localized the source of XS anode
distortions and subsequently have improved the anode’s 
manufacturing process in order to meet the linearity 
requirements. We also use the model to determine the detector 
operational parameters (such as the charge footprint dimension, 
and MCP gain versus the noise of charge sensitive amplifiers) 
in order to achieve a given spatial resolution.
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II. MODEL DESCRIPTION

In our model the charge footprint on the anode is 
approximated by a best fit of Gaussian function to the 
experimentally measured charge distribution, which was found 
to be very close to a Gaussian [4],[5]. For each modeled 
photon with position (Xph,Yph) relative to the anode the charge 
is divided between the electrodes of the cross strip anode. The 
value of charge at each finger is determined by a numerical 
integration of charge distribution over the area of the electrode. 
Subsequently, a charge variation corresponding to the 
electronic noise of charge sensitive amplifiers is 
added/subtracted to the charges in each strip. The noise is 
generated in accordance with the normal distribution for a 
given rms value by a random number generator. The two arrays 
of resulting charges are passed to a centroiding algorithm, 
which recovers the event coordinates (Xc,Yc) from the given 
charge values. The process is repeated for a given number of 
photon events with coordinates (XphYph) distributed over the 
modeled image area. 

Strictly speaking this algorithm simulates only top electrodes 
of XS anode, which comprise a set of continuous electrodes, 
while the bottom electrodes are shadowed by the top fingers 
and therefore for the electron collection effectively consist of 
interrupted set of rectangles. Although the present model is 
developed primarily for top electrodes of XS anode, it still can 
be applied to the bottom electrodes, providing the width of top 
electrodes is small enough. Our experimental data, indicating 
that the spatial resolution achievable with both top and bottom 
electrodes is effectively the same, confirms the latter statement.

Full field illumination images were used to study the 
linearity and resolution of the XS anode itself. The full field 
illumination of the detector was represented in our model by 
photon positions (XphYph) corresponding to the centers of 
micropores (hexagonally packed for the circular pore 
geometry). The resulting images were compared to the 
experimentally obtained images, where individual pores were 
resolved [1],[2]. 

The other type of images used in our modeling represented a 
section of standard US Air Force (USAF) resolution mask 
(Group 5, elements 1-6 and Group 6, elements 1 and 2). These 
images represent the detector spatial resolution for a given set 
of parameters and can also be compared with the previously 
obtained experimental data [3] for the verification of the 
model.

III. MODELING RESULTS

A. Width of the Charge Footprint

The width of the charge cloud footprint at the plane of the 
anode obviously has to be optimized in order to achieve the 
highest resolution. Indeed, a too narrow footprint results in an 
under-sampled charge distribution. At the same time too wide 
charge footprint leads to charge division between large number 
of anode electrodes and consequently to the reduction of 
signal-to-noise ratio (especially at the edge of the charge 
distribution) leading to the resolution degradation. We 

investigated how sensitive is the detector resolution to the 
variation of the charge footprint. First the error of recovered 
photon coordinate Xc was calculated as a function of photon 
position Xph. In these calculations we assumed that there is no 
electronic noise, thus only the effect of anode sampling 
function influenced the resolution. Fig. 1 shows the calculated 
error (Xc - Xph) as a function of Xph. The error of recovered 
photon position is obviously a periodic function with the period 
equal to the period of the anode. The legend indicates the value 
of charge footprint widths (FWHM of Gaussian distribution, in 
units of anode period) for each calculated curve. 
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Fig. 1.  The predicted error of the measured photon centroid Xc as a function 
of photon incidence coordinate Xph, calculated for different charge footprint 
widths. The value of charge footprint FWHM (in units of anode period) is 
shown in the legend. No electronic noise is taken into account in calculations. 
Charge footprint is approximated by a Gaussian function. XS anode electrodes 
are 0.2 mm wide on 0.5 mm period.

The maximum error as a function of charge footprint width 
is shown in Fig. 2 for three different widths of anode electrodes 
(the period of anode - Panode is the same). It is seen from Fig. 2 
that the charge footprint FWHM cannot be smaller than ~1.6 
Panode for the sampling function not to limit the detector 
resolution. In case the amplifiers’ noise is not negligible the 
error will increase more rapidly for footprint FWHM >2 Panode

then the curves shown in Fig.2, calculated for zero noise 
amplifiers. For the calculations described in the following 
sections the width of the charge footprint FWHM was chosen 
to be equal to 1.6 Panode (in agreement with our experimental 
conditions [3]). The footprint width of 1.6 Panode was found to 
be optimal as a narrower charge footprint would be 
undersampled (as seen from Fig. 2) and a wider footprint 
would have smaller signal-to-noise ratio, leading to 
degradation of spatial resolution.
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Fig. 2.  The predicted maximum error of measured photon position Xc as a 
function of charge footprint size. Three curves represent different widths of 
anode fingers for the same anode period of 0.5 mm: crosses – 50 µm, 
diamonds – 200 µm and triangles – 450 µm wide electrodes, respectively. No 
electronic noise is taken into account.

B. Electronic Noise of Charge Sensitive Amplifiers and 
Detector Gain

The noise in the charge-sensing amplifiers is one of the most 
important parameters of the detector determining the accuracy 
of the cross strip anode position encoding. Defining the level of 
acceptable noise in the amplifiers for a given detector spatial 
resolution can be very useful for the selection and design of the 
signal processing electronics. Not only the spatial accuracy of 
the detector can be predicted, but also the counting rate 
capabilities are influenced by the selection of a particular set of 
amplifiers. Indeed, the minimum time required for the 
processing of a single event cannot be smaller than the peaking 
time of the charge amplifiers. Generally it takes longer to 
measure the charge with better accuracy (less noise) and 
therefore the dead time of the detector increases with the 
reduction of the electronic noise. The images generated with 
the help of our model for different levels of amplifier noise are 
shown in Fig. 3. In these calculations the input to the detector 
corresponded to an image mask with a set of dark/white line 
pairs. 

The hexagonal pattern seen in Fig. 3.a corresponds to the 
hexagonal MCP pore geometry (4 µm pore-to-pore spacing), 
which is resolved at electronic noise of 200 e rms and detector 
operating at gain of 5x105. Each spot in this image represents a 
single pore, indicating that the spatial resolution of the XS 
anode better than 4 µm. In the ideal case the image of each 
pore is a point, but the presence of noise and discreteness of 
measured charge distribution determines the width of a pore 
image. As seen from Fig. 3, the spatial resolution of the 
detector degrades as noise is increased. The finest lines (71.8 
line pairs per millimeter) are not resolved at noise larger than 
700 e. Cross sections through the same groups of lines on the 

images illustrate the level of modulation for these sets of line 
pairs, Fig. 4. 

The high frequency oscillations in Fig. 4.a correspond to 
single pores on 4 µm period being resolved by the anode. It is 
obvious that in order to resolve the smallest features in this 
image mask (7 µm wide lines) the detector gain can be further 
decreased if electronic noise is below 500 e (the advantages of 
low gain operation are emphasized in our previous papers 
[2],[3] and references therein). In general it is the value of the 
ratio of detector gain to the electronic noise which should be 
considered as a parameter defining the limit of spatial 
resolution of the detector. In theory the gain of our existing 
detectors with XS anode can be increased so that the spatial 
resolution will match the geometry of emerging small pore (~2 
µm) MCPs. The dynamic range of charge sensitive amplifiers, 
however, sets up the upper limit of detector gain for a given 
value of electronic noise.

The modeled images can be compared to experimentally 
obtained image of USAF resolution mask shown in Fig. 5. The 
cross sections through the element 1 of Group 6 in this image 
correspond to the middle three peaks in cross sections of Fig. 
4.b (64 line pairs per millimeter). The agreement between the 
modeled and measured data proves the accuracy of our model. 
The distortions seen in the Fig. 5 are due to some inaccuracy of 
finger geometry in our first XS anodes, discussed in the next 
section.

Providing the accuracy of the anode geometry is adequate 
(see next section), the spatial resolution of the detector can be 
improved by application of more efficient centroiding 
algorithms, discussed in detail in references [6]-[8]. 



Fig. 3.  Predicted resolution mask images obtained with different level of noise in charge sensitive amplifiers: 200, 300, 500, 700 and 900 electrons rms. The 
image mask has groups of 32, 36, 40.3, 45.3, 50.8, 57, 64 and 71.8 line pairs per mm, corresponding to Group 5 (elements 1-6) and Group 6 (elements 1 and 2). 
The mask was positioned in front of an MCP with hexagonally packed pores on 4 µm period. Calculation of photon position Xc is done with the center of gravity 
algorithm, except for the image (f), where Gaussian fit to charge distribution was used. XS anode geometry: anode period is 0.5 mm; top and bottom fingers are 
0.2 mm and 0.45 mm wide, respectively. Image of each MCP pore has 500 modeled photons. Charge footprint assumed to be a Gaussian function with FWHM of 
1.6 anode period. Detector gain is assumed to be 5x105. The cross sections through the same position in all images indicated by a dashed rectangle in (a) are 
shown in Fig. 4.
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Fig. 4.  Cross-sections through the images (a), (c), (e) and (f) of Fig. 3 taken at 
the same position, shown in the image of Fig3.a. The 3 sets of peaks in these 
cross sections correspond to 57, 64 and 71.8 line pairs per mm. The electronic 
noise for each image is shown in the legend. Individual pores on 4 µm centers 
are resolved in cross-section (a).

The cross sections shown in Figs. 4.c and 4.d, correspond to 
center of gravity and Gaussian fit centroiding algorithms 
respectively applied to the same detector data (anode geometry 
was assumed to be perfect in these calculations). The Gaussian 
fit centroiding resolved the smallest features on the mask (71.8 
line pairs per mm) for electronic noise of 900 electrons rms, 
while center of gravity did not. Our experimental efforts to 
apply analytical function fit to measured charge distributions 
did not improve the detector resolution due to the limited 
accuracy of the geometry of our first XS anodes, which has
been substantially improved by some refinements of the 
manufacturing process.

Fig. 5.  Experimentally measured UV image of USAF resolution mask 
obtained with XS anode at detector gain of 6x105 and electronic noise of ~500 
e rms [3]. Chevron stack of 80:1 L/D MCP with 6 µm pores on ~7.2 µm 
centers is used in the measurements. The XS anode geometry is the same as 
the anode used in calculations of Fig.3. The image nonlinearity is due to 
geometric imperfections of fingers of our first XS anodes.

A. Accuracy of the Anode Geometry and Image Linearity

The linearity of images obtained with a cross strip anode was 
found to be strongly dependent on the accuracy of the anode 
geometry. There are technological limitations to the achievable 
accuracy of the anode geometry comprising a 3-dimensional 
structure. The accuracy of top electrodes is obviously most 
difficult to control as some geometric artifacts accumulate 
through the layers. In our modeling described in this section we 
shifted the boundaries of individual top electrodes by a given 
value and then calculated the images obtained with such anode. 
The bottom electrodes were assumed to have perfect geometric 
accuracy. 

(d)

(c)

(b)

(a)



Fig. 6.  The image of modeled XS anode with geometrical error ∆geom of top 
electrodes equal to 50 µm. Anode period 0.5 mm, top and bottom electrodes 
ideally are 0.2 and 0.45 mm wide, respectively. The width of top electrodes 
changes between 0.1 and 0.3 mm and the center of each electrode can be 
shifted by 50 µm.

Fig. 7.  The modeled images obtained with XS anode with different values of 

geometrical error ∆geom of top electrodes: (a) 5 µm, (b) 25 µm, (c) 50 µm 
(anode shown in Fig. 6) and (d) 75 µm. An array of hexagonally packed holes 
on 50 µm centers is imaged. 500 photons per individual hole are modeled. 
Detector gain is 5x105 and electronic noise is 500 electrons rms. 

The fragment of an anode shown in Fig. 6 corresponds to a 
∆geom = 50 µm inaccuracy of the anode electrodes. The left and 
right boundaries of each electrode were shifted (in a randomly 
chosen direction) by ∆geom and the direction of the individual 
shifts was the same during calculations with different values of 
parameter ∆geom. Both position of the electrode center and its 
width could be changed by these ∆geom shifts, as seen in Fig. 6. 

The images obtained with different values of parameter ∆geom

are shown in Fig. 7. Only distortions along the vertical axis are 
seen in these images. In reality the inaccuracies of top 
electrodes influence charge collection by bottom electrodes, 
but not vice versa, and we believe that the image distortions 
along the axis encoded by bottom electrodes to be not larger 
than along the other axis. An illumination through an array of 
hexagonally packed pinholes was selected as an input to the 
detector. Results of our calculations illustrate by how much the 
linearity of cross strip anode degrades as parameter ∆geom is 
increased. With the help of our model we can determine now 
what should be the accuracy of the anode geometry in order to 
limit image distortions within a given value. At the same time it 
should be noted that these distortions are fixed and can be 
corrected by a proper detector calibration. We confirmed with 
the help of the model that the ~20 µm distortions of the images 
obtained with our initial cross strip anodes are indeed due to 
geometric inaccuracies. Some considerable efforts were 
invested in optimizing the manufacturing process, which led to 
a better geometric accuracy of our newest anodes.
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