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The volume penalization method (VP), a type of Fictitious Domain Method, is a widely

used technique for solving partial differential equations (PDEs) in complex domains. Its appli-

cations span various fields, from fluid-structure interactions like wave energy converters, bird

and insect flight, fish swimming, and cardiovascular flows, to phase change applications such

as glacier melting and additive manufacturing processes. This thesis presents robust and adap-

tive VP techniques for simulating non-isothermal phase-changing flows, as well as isothermal

multiphase fluid-structure interaction problems. Using the numerically constructed flux-forcing
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functions for arbitrarily complex boundaries, we extend the flux-based volume penalization (VP)

method to handle more general boundary conditions, including spatially varying inhomogeneous

Neumann and Robin boundary conditions. Several two- and three-dimensional test examples,

including flux-driven thermal convection in a concentric annular domain, are considered to

assess the spatial accuracy of the numerical solutions. In addition, we propose a projection

method-based preconditioning strategy for solving VP incompressible and low-Mach Navier-

Stokes equations. The solver converges faster as the penalty coefficient decreases, contrary to

prior experience. The developed preconditioning strategy is used in a novel low Mach enthalpy

method to solve solidification and melting problems with variable thermophysical properties,

including density. The proposed method captures the density change-induced flow during phase

change material (PCM) melting and solidification. A gas phase is also incorporated and coupled

to the solid-liquid PCM region in this formulation. The new low Mach enthalpy method is

validated against analytical solutions for a PCM undergoing a large density change during its

phase transition. Furthermore, we propose a set of simple sanity checks to serve as benchmarks

for evaluating computational fluid dynamics (CFD) algorithms that aim to capture the volume

change effects of PCMs. Adaptive mesh refinement is employed to achieve fine grid resolution

in domains requiring more accuracy, such as PCM-gas and liquid-solid interfaces.
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Chapter 1

Introduction

Since its introduction in the 1960s, computational fluid dynamics (CFD) has become

a primary tool with widespread applications across academia and industry. Initially, CFD was

predominantly used in traditional sectors such as automotive, aerospace, and power generation.

However, over the years, significant research conducted by academia and industry has enhanced

and popularized CFD techniques, leading to its expansion into cutting-edge technologies and

processes. For example, CFD has improved the design of electronic chips through thermal

analysis and cooling strategies. Additionally, CFD plays a critical role in advanced manufacturing

processes such as 3D printing by predicting part properties and performance [5]. Other notable

cutting-edge applications include battery simulation with CFD and optimization of Heating,

Ventilation, and Air Conditioning (HVAC) systems.

Fluid-structure interaction (FSI) involves the interplay between a structure and the fluid

surrounding it. Fluid forces induce movement in the structure, leading to changes in fluid

flow. FSI has numerous applications across various scales, including the flow of blood in the

heart and circulation, the flight of birds and insects, and the dispersal of seeds and pollen by

wind [6]. Additionally, FSI plays a crucial role in engineering applications such as wave energy

converters and ship design. Simulating FSI applications poses a challenge due to the potential

for significant deformations and displacements at the interface. Therefore, body-fitted methods

require frequent remeshing and incur high computational costs for solving linear systems of
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equations. To overcome the limitations of body-fitted grid methods, fictitious domain (FD)

methods have been proposed. In fictitious domain methods, an irregular region of interest is

embedded within a larger, simpler computational domain, and the original partial differential

equation (PDE) is reformulated over the entire domain. FD methods typically employ regular

Cartesian grids to mesh the computational domain, allowing for simpler discretization of PDEs

and faster linear solvers to solve the discrete system of equations. However, since the regular

grid does not conform to the irregular interface, incorporating original boundary conditions into

the reformulated equation is not straightforward.

The volume penalization (VP) method was initially introduced by Angot et al. [7]

and initially considered only Dirichlet boundary conditions. Subsequently, the VP method

was extended to include Neumann and Robin boundary conditions within a finite element

framework by Ramière, Angot, and Belliard [8]. In their formulation, inhomogeneous Neumann

and Robin boundary conditions were incorporated by introducing a surface delta function into

the reformulated equation, with regularization of the singular delta function during numerical

implementation. More recently, Kadoch et al. [9] presented a volume penalization method

for enforcing homogeneous Neumann boundary conditions. They implemented their method

using a pseudo-spectral code to simulate moving domain problems involving chemical mixers.

Since homogeneous Neumann boundary conditions were considered in this work, the need for

a surface delta function kernel was circumvented. Sakurai and colleagues [1] introduced the

flux-based VP method, which extends the approach of Kadoch et al. [9] to handle inhomogeneous

Neumann boundary conditions. The flux-based VP method utilizes a flux-forcing function to

impose the inhomogeneous Neumann conditions at the interface. Sakurai et al. employed

second-order central finite differences and interpolation to implement the flux-based VP method

and assessed its spatial convergence rate by solving one- and two-dimensional Poisson problems.

The authors in [1] considered simple interfaces in two-spatial dimensions (circles and rectangles)

in their study, which allowed them to construct flux-forcing functions analytically. Moreover,

the imposed flux values were considered spatially constant on the interface. The analytical
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construction of flux-forcing functions limits the feasibility of the flux-based VP method for

practical applications. The objectives of this thesis include generalizing the flux-based VP

method to handle arbitrarily complex interfaces in two and three spatial dimensions. This is

achieved through numerical construction of flux-forcing functions, as described in Chapter 2 of

this thesis. Furthermore, the thesis extends the flux-based VP method to incorporate spatially

varying Robin boundary conditions.

While VP methods have been extensively studied for their accuracy in penalized solutions

and used for simulating FSI problems [10, 11, 12, 13, 14, 15, 16], to our knowledge, there has

been no study proposing efficient solvers for the volume penalized Navier-Stokes equations,

particularly under stiff system conditions. Projection methods are typically employed to solve

the volume penalized incompressible Navier-Stokes (INS) equations [15, 16]. However, the pro-

jection algorithms used by [15, 16] do not lead to robust convergence of the solver, particularly

when the permeability is very low. One objective of this thesis is to propose a correct projec-

tion algorithm by including the Brinkman penalty term into the pressure Poisson equation, as

described in Chapter 3 of this thesis. In this work, we solve the volume penalized Navier-Stokes

equations using a monolithic velocity-pressure solver with the projection method employed as a

preconditioner. Results indicate that the proposed preconditioner performs well for low values of

the penalization coefficient. Contrary to prior experience, the solver’s convergence rate improves

as the permeability parameter decreases.

VP method is also utilized to model phase change problems under a different name,

known as the Carman-Kozeny drag model [17, 18]. In melting/solidification problems, a

volumetric penalty/drag force is applied to retard solid phase motion [18, 19]. Melting and

solidification are primary physical phenomena in the phase change materials (PCMs). The

numerical modeling and simulation of PCMs is a very active area of research due to their critical

role in energy systems, including concentrated solar power plants and latent thermal energy

storage units [20, 21, 22, 23, 24], as well as in geophysical processes such as sea ice formation

and glacier melting [25, 26], and manufacturing technologies like casting, welding, and metal
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3D printing [27, 28, 29, 30].

The numerical modeling of PCMs is difficult because the energy equation is nonlinear,

and most problems involve liquid flows, with some also including gas flows and solid motion.

CFD models for simulating the phase change of materials began to be developed in the late 80s

and early 90s. These models can be categorized into two main groups based on how they handle

the moving phase boundary: deforming and fixed grid schemes. Fixed grid schemes offer greater

flexibility for incorporating additional physics into heat transfer problems (e.g., fluid flow) and

are easier to implement than deforming grid schemes. They also naturally handle complex

topological changes of the interface (merging, pinching, break-up, self-folding), which the

deforming grid methods cannot. Despite significant improvements in numerical methodologies,

volume change in PCM with melting or solidification was often ignored and the variable density

in the liquid was described using the Boussinesq approximation [31, 32, 33, 34, 35, 36, 37]. In

this thesis, as described in Chapter 4, a fixed-grid low Mach enthalpy method is developed to

capture density change-induced flow during PCM melting and solidification. In this formulation

a gas phase is also incorporated and coupled to the solid–liquid PCM region. Our ultimate goal

is to develop a simulation method that can handle simultaneous occurrences of evaporation,

condensation, melting, and solidification.

Finally in Chapter 5, ongoing and future research topics are described, including ex-

tending the framework to accommodate condensation and evaporation, adding new features

such as recoil pressure and radiation models to simulate full-scale additive manufacturing (AM)

processes, and addressing turbulent fluid-structure interaction problems.
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Chapter 2

Handling Neumann and Robin boundary
conditions in a fictitious domain volume
penalization framework

This chapter presents a flux-based volume penalization (VP) approach for imposing

inhomogeneous Neumann and Robin boundary conditions on embedded interfaces. The flux-

based VP method modifies the diffusion coefficient of the original elliptic (Poisson) equation and

uses a flux-forcing function as a source term in the equation to impose the Neumann boundary

conditions. As such, the flux-based VP method can be easily incorporated into existing fictitious

domain codes. Previous studies relied on an analytical construction of flux-forcing functions,

which limits the practicality of the approach. In this chapter, we present a numerical technique

for constructing flux-forcing functions for arbitrarily complex boundaries. The imposed flux

values are also allowed to vary spatially in our approach. Furthermore, the flux-based VP

method is extended to include (spatially varying) Robin boundary conditions, which makes

the flux-based VP method even more general. The numerical construction of the flux-forcing

functions relies only on a signed distance function that describes the distance of a grid point from

the interface and can be constructed for any irregular boundary. We consider several two- and

three-dimensional test examples to access the spatial accuracy of the numerical solutions. The

method is also used to simulate flux- driven thermal convection in a concentric annular domain.
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2.1 Introduction

Partial differential equations (PDEs) in complex domains describe many natural and

engineering processes. Examples include heat and mass transfer across melting/solidifying fronts,

aquatic locomotion, cellular phenomena like cellular blebbing and cell crawling, flow in internal

combustion engines or left ventricular assist devices, energy harvesting using wind turbines

and wave energy converters, etc. In order to obtain meaningful solutions to PDEs, appropriate

boundary conditions are required on the domain boundaries. Traditionally, body-fitted grid

approaches, in which a complex domain is triangulated using sophisticated grid generation

software, have been employed to solve PDEs numerically. Although body-fitted grid approaches

allow imposing various types of boundary conditions accurately, they pose a serious challenge

when the solution domain changes its topology over time. Issues like constant remeshing of

the computational domain, the high aspect ratio of the elements, etc., limit the feasibility of

body-fitted grid methods for modeling challenging moving domain problems.

To overcome the limitations of the body-fitted grid methods, fictitious domain (FD) meth-

ods have been proposed. In fictitious domain methods, an irregular region of interest is embedded

into a larger, simpler computational domain and the original PDE is reformulated on the entire

domain. FD methods typically employ regular Cartesian grids to mesh the computational domain.

This allows simpler discretization of PDEs and fast linear solvers to solve the discrete system

of equations. Since the regular grid no longer adheres to the irregular interface, incorporating

original boundary conditions in the reformulated equation is not straightforward. Neverthe-

less, several techniques to incorporate Dirichlet boundary conditions have been proposed for

various variants of the FD method. Dirichlet boundary conditions are particularly relevant for

modeling fluid-structure interaction (FSI) problems, where velocity matching condition on the

fluid-structure interface is required. Fictitious domain methods such as the immersed boundary

(IB) method [38] and the volume penalization (VP) method [7] have been successfully used to

model several FSI problems, including wave energy converters [39, 40, 13], water entry/exit
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problems [41], fish swimming [11, 42], esophageal transport [43], cardiovascular flows [44],

etc. The IB method was introduced by Peskin to model flow in a human heart [45] and is a

two-grid approach to FSI modeling: Lagrangian mesh for describing the moving structure and

an Eulerian grid for describing the fluid flow. In contrast, the VP method introduced by Angot et

al. [7] is a single grid approach in which all quantities related to fluid and structure are described

on the Eulerian grid. The moving structure in the VP method is typically tracked using an

indicator function. Since all quantities are described on a single grid, parallel implementation

of VP methods on distributed memory systems is relatively easier compared to the two-grid IB

methods.

The original VP method introduced by Angot et al. [7] considered only Dirichlet boundary

conditions. Later the VP method was generalized to Neumann and Robin boundary conditions

by Ramière, Angot, and Belliard [8]. The authors in [8] implemented their VP technique within

a finite element framework. In their formulation, inhomogeneous Neumann and Robin boundary

conditions were incorporated by introducing a surface delta function in the reformulated equa-

tion; the singular delta function was regularized in the numerical implementation. Recently, in

Kadoch et al. [9], a volume penalization method for imposing homogeneous Neumann boundary

conditions was presented. The authors in [9] implemented their method within a pseudo-spectral

code and used it to simulate moving domain problems involving chemical mixers. Since ho-

mogenous (Neumann) boundary conditions were considered in Kadoch et al. [9], the need for

a surface delta function kernel was circumvented. More recently, Sakurai and co-workers [1]

introduced the so-called flux-based VP method, which extends Kadoch et al.’s approach to

imposing inhomogeneous Neumann boundary conditions. The flux-based VP approach uses a

flux-forcing function to impose the inhomogeneous Neumann boundary conditions on the inter-

face. Sakurai et al. used second-order central finite differences and interpolation to implement

the flux-based VP method and solved several one- and two-dimensional Poisson problems to

assess the spatial convergence rate of the numerical solutions. Sakurai et al. considered simple

interfaces in two-spatial dimensions (circles and rectangles) in their study, which allowed them to
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construct flux-forcing functions analytically. Moreover, the imposed flux values were considered

spatially constant on the interface. The analytical construction of flux-forcing functions limits

the feasibility of the flux-based VP method for practical applications. Recently, Thirumalaisamy

et al. [46] critiqued Sakurai et al. for some inconsistencies in their results and conclusions,

following which the authors of [1] published a corrigendum [47] to their original work. Similar

to Sakurai et al., Thirumalaisamy et al. also relied on the analytical construction of flux-forcing

functions for the flux-based VP method.

One of the objectives of this work is to generalize the flux-based VP method to handle

arbitrarily complex interfaces in two and three spatial dimensions. This is achieved through nu-

merical construction of flux-forcing functions, as described in Sec. 2.5.1 of this thesis. Moreover,

the imposed flux values are allowed to vary spatially on the interface. The proposed numerical

approach for constructing flux-forcing functions requires only a signed distance function that

describes the distance of a grid point from the interface. The signed distance function can be

constructed analytically for simple geometries, or through computational geometry techniques

for complex interfaces [48]. Another objective of this work is to extend the flux-based VP

method to include (spatially varying) Robin boundary conditions. This allows imposing both

types of boundary conditions (Neumann and Robin) through similar (numerical) flux-forcing

functions.

Similar to Sakurai et al., we also discretize the volume penalized equations using second-

order finite differences. Using the method of manufactured solution, we assess the accuracy of

the proposed approach by solving two- and three-dimensional Poisson problems with constant

and spatially varying Neumann/Robin boundary conditions. We compare the performance of

our approach using both continuous and discontinuous indicator functions in the test problems

considered in Sec. 2.7. It is observed that the continuous indicator function performs better

(in terms of order of accuracy and uniformity of convergence rate) for imposing the spatially

constant Neumann/Robin boundary condition, whereas the discontinuous one performs better

for the spatially varying Neumann/Robin problem.
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We also provide a formal derivation of the flux-based VP Poisson equation, which was

not provided in Sakurai et al. [1], where the equation first appeared for the Neumann problem.

The derivation reveals that the flux-based volume penalization method also uses a surface delta

function to impose inhomogeneous Neumann/Robin boundary conditions. Interestingly, explicit

construction of the delta function is not required in the flux-based approach, which is in contrast

to the volume penalization approach of Ramière et al. [8]. We remark that on a formulation level

the volume penalization approaches of Ramière et al., Kadoch et al., and Sakurai et al. (and the

present work) are equivalent; minor differences in these works arise from the definition of the

surface delta function. This insight is gained from Li et al. [49] who derived phase field-based

diffuse domain equations satisfying Dirichlet, Neumann, and Robin boundary conditions. Li

et al. used the method of matched asymptotic expansions to provide different diffuse domain

approximations for the Neumann/Robin problem 1; these approximations differ in the way how

surface delta function is defined.

Characteristic-based approaches to impose Neumann and Robin boundary conditions for

the volume penalized PDEs have also been proposed in the literature; see, for example, Brown-

Dymkoski et al. [50] and Hardy et al. [51] who used characteristic-based VP approach to model

the energy transport equation satisfying Neumann and Robin boundary conditions in the context

of compressible flows and low Mach formulation of compressible flows, respectively. The main

limitation of the characteristic-based VP method is that it relies on having a time-derivative term

in the PDE and as such cannot be applied to steady-state (i.e., having no temporal derivative term)

elliptic equations. In addition to the volume penalization methods [8, 9, 1, 50, 51, 52, 53, 54],

other fictitious domain techniques have also been proposed to impose flux boundary conditions

on embedded interfaces. Notable ones include the flux-correction technique (FCT) of Ren et

al. [55], Wang et al. [56], and Guo et al. [57] and the direct forcing method of Lou et al. [58]. FCT

is a predictor-corrector scheme and is implemented using the Lagrangian-Eulerian machinery of

the IB method. In the prediction step of FCT, an intermediate scalar field is computed on the

1Different diffuse domain approximations for the Dirichlet problem are also provided in Li et al. [49].
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Eulerian grid, which in general does not satisfy the flux boundary condition on the interface

defined by the Lagrangian markers. Next, in the correction step, a Lagrangian forcing term is

computed either implicitly [56, 57] or explicitly [55] that corrects the intermediate scalar field

to satisfy the Neumann boundary condition. In an essence, FCT is a time-splitting approach

(similar to the characteristic-based VP approach), which requires having a time-derivative term

in the scalar transport equation. Therefore, unlike the flux-based VP method, FCT cannot be

used for time-independent elliptic equations. In the direct forcing method, the scalar field near

the interface is reconstructed locally using second- or third-degree polynomials in order to satisfy

the flux boundary condition. This is achieved by identifying “forcing” points on the fictitious

(solid) side of the interface, on which the reconstructed scalar field value is directly imposed.

Direct forcing methods are also typically implemented as a predictor-corrector scheme, which

avoids modifying the system of linear equations.

In the following sections, we first describe the continuous form of the volume penalized

equations and thereafter describe the numerical construction of the flux-forcing functions. Finally,

various test cases are considered in two- and three-spatial dimensions to access the accuracy of

the numerical solutions.

2.2 Mathematical formulation

2.2.1 The Neumann problem

Consider an irregular fluid domain Ωf embedded into a larger, regular computational

domain Ω, as shown in Fig. 2.1. Define Ω \ Ωf = Ωs as the fictitious solid domain and n as a

unit outward normal of the fluid-solid interface ∂Ωs (or ∂Ωf). With q as the scalar quantity of

interest, κ as the diffusion coefficient, and f as a source term, Sakurai et al. [1] extended the

Poisson equation defined in the fluid region Ωf

−∇ · κ ∇q = f, (2.1)
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Figure 2.1. Schematic of a regular computational domain Ω with an embedded irregular fluid
region Ωf. The solid domain is defined as Ωs = Ω \ Ωf. The fluid-solid interface ∂Ωs (or ∂Ωf)
has the unit normal vector n pointing out from the fluid and into the solid.

satisfying inhomogeneous Neumann/flux boundary conditions on ∂Ωs

−κ n · ∇q = g, (2.2)

to the entire computational domain Ω using the flux-based VP approach. The extended domain

Poisson equation satisfying the inhomogeneous flux boundary conditions on the interface reads

as

−∇ · [{κ (1− χ) + ηχ}∇q] = (1− χ) f +∇ · (χβ)− χ∇ · β. (2.3)

Here, η is the penalization parameter, χ(x) is an indicator function whose value is 1 in the solid

region and 0 in the fluid region, and fb = ∇ · (χβ) − χ∇ · β is an additional forcing term

required to impose the flux boundary conditions on ∂Ωs. The vector-valued flux-forcing function

β(x) is selected such that β · n = −g on the interface. In the limit of η → 0, the solution to the

volume penalized (VP) Poisson equation converges to the solution of non-penalized Poisson

equation (Eqs. (2.1) and (2.2)). A formal derivation of Eq. (2.3) is provided in the next section.

As noted in Thirumalaisamy et al. [46], the flux-based VP approach allows κ and g to vary

spatially as well.
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2.3 Derivation of the flux-based volume penalized Poisson
equation: the Neumann problem

In this section, we derive Eq. (2.3) by following the diffuse domain equation derivation

provided in Li et al. [49]. Similar derivation appeared in Ramière et al. [8]. To begin, multiply

Eq. (2.1) by a test function ψ and integrate it over the fluid domain Ωf to obtain

∫
∂Ωf

ψg dS +

∫
Ωf

κ ∇q · ∇ψ dV =

∫
Ωf

ψf dV. (2.4)

In the above equation we used the vector identity

∇ · (ab) = (∇a) · b + a (∇ · b), (2.5)

with the scalar field a = ψ and vector field b = κ ∇q, along with the Neumann boundary

condition on the fluid-solid interface ∂Ωf as written in Eq. (2.2). Note that Eq. (2.4) is the weak

form of the Poisson Eq. (2.1) defined in the fluid domain Ωf. Next, extend the integration domain

from region Ωf to Ω in the integral Eq. (2.4) by introducing the indicator function χ (χ = 0 in Ωf

and χ = 1 in Ωs) and a surface delta function δ∂Ωf to obtain

∫
Ω

δ∂Ωf ψg dV +

∫
Ω

(1− χ)κ ∇q · ∇ψ dV =

∫
Ω

(1− χ)ψf dV. (2.6)

Again invoking the vector identity defined in Eq. (2.5), but with b = (1− χ)κ ∇q this time, the

second integrand in the left-hand side of the above equation can be written as

(1− χ)κ ∇q · ∇ψ = ∇ · [ψ(1− χ)κ ∇q]− ψ ∇ · [(1− χ)κ ∇q].
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This allows us to simplify the second integral in the left-hand side of Eq. (2.6) as

∫
Ω

(1− χ)κ ∇q · ∇ψ dV =

∫
∂Ω

ψ(1− χ)κ (∇q · n∂Ω) dS︸ ︷︷ ︸
= 0 as χ = 1 on ∂Ω

−
∫

Ω

ψ ∇ · [(1− χ)κ ∇q] dV.

Therefore, the weak form of the Poison equation in the extended domain can be written as

∫
Ω

ψ (−∇ · [(1− χ)κ ∇q] + δ∂Ωf g − (1− χ)f) dV = 0. (2.7)

Since ψ is an arbitrary test function, the collective term multiplying ψ in Eq. (2.7) should evaluate

to zero at each point in the domain. This gives the strong form of the extended domain Poisson

equation as

−∇ · [(1− χ)κ ∇q] + δ∂Ωf g = (1− χ)f. (2.8)

Next, we show that the flux-based volume penalized Poisson Eq. (2.3) can be obtained

from Eq. (2.8) using a specific definition of the surface delta function δ∂Ωf . First, simplify the

forcing term fb in the right hand-side of Eq. (2.3) to

∇ · (χβ)− χ∇ · β = β · ∇χ. (2.9)

Next, noticing that∇χ = δ∂Ωf n, the forcing term of VP poisson equation becomes

β · ∇χ = δ∂Ωf(β · n) = −δ∂Ωf g. (2.10)

Substituting δ∂Ωf g term from Eq. (2.10) into the extended domain Poisson equation (2.8)

eliminates the explicit representation of the delta function and the extended domain equation

reads as

−∇ · [(1− χ)κ ∇q] = (1− χ)f +∇ · (χβ)− χ∇ · β. (2.11)
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The flux-based VP Poisson equation is obtained from Eq. (2.11) by introducing a small amount

of diffusion in the solid domain which is controlled by the penalization parameter η. For an easy

reference, the VP equation is re-written below

−∇ · [{κ(1− χ) + ηχ}∇q] = (1− χ)f +∇ · (χβ)− χ∇ · β.

2.4 Derivation of the flux-based volume penalized Poisson
equation: the Robin problem

The flux-based volume penalization method can be easily extended to include Robin

boundary conditions of the type

ζ q + κ n · ∇q = −g (2.12)

on the irregular boundary ∂Ωf (or ∂Ωs). First, it can be easily verified that the weak form of the

Poisson equation defined in the fluid domain and satisfying Robin boundary conditions written

in Eq. (2.12) is

∫
∂Ωf

ψ(ζq + g) dS +

∫
Ωf

κ ∇q · ∇ψ dV =

∫
Ωf

ψf dV. (2.13)

Next, following the procedure to reformulate the PDE on the entire domain as described above,

the strong form of the Poisson equation reads as

−∇ · [(1− χ)κ ∇q] + δ∂Ωf (ζq + g) = (1− χ)f. (2.14)
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Defining a flux function β that satisfies the property of β · n = −g on ∂Ωf, the above equation

can be written as

−∇ · [(1− χ)κ ∇q] +∇χ · (ζq n− β) = (1− χ)f. (2.15)

The flux-based VP Poisson equation satisfying the Robin boundary conditions is obtained from

Eq. (2.15) by adding a small amount of diffusion in the solid domain

(ζ ∇χ · n)q −∇ · [{κ (1− χ) + ηχ} ∇q] = (1− χ)f +∇ · (χβ)− χ∇ · β. (2.16)

In order to avoid computing the gradient of a possible discontinuous indicator function χ,

the above equation is re-written as

ζ[∇ · (χn)−χ∇ ·n]q−∇ · [{κ (1− χ) + ηχ} ∇q] = (1−χ)f +∇ · (χβ)−χ∇ ·β. (2.17)

The normal vector appearing in the first term of Eq. (2.17) can be computed numerically using

the signed distance function as n = −∇φ.

2.4.1 The Robin problem

Next, we consider the inhomogeneous Robin boundary conditions of the type

ζ q + κ n · ∇q = −g (2.18)

on the fluid-solid interface ∂Ωs. The flux-based VP Poisson equation for the Robin problem,

which reads as

ζ[∇ · (χn)−χ∇ ·n]q−∇ · [{κ (1− χ) + ηχ} ∇q] = (1−χ)f +∇ · (χβ)−χ∇ ·β. (2.19)
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In the equation above, the flux-forcing function satisfies the requirement of β · n = −g. The

unit normal vector n appearing in the first term of Eq. (2.19) can be computed numerically using

a signed distance function as explained later in Sec. 2.4.3. In our formulation, ζ, κ, and g are

allowed to vary spatially.

2.4.2 Multiple interfaces and coupled volume penalized equations

The VP Poisson equations (Eqs. (2.3) and (2.19)) can also be generalized to handle

multiple interfaces within the computational domain Ω. For some of these interfaces, Dirichlet

boundary conditions may also be prescribed. Following Thirumalaisamy et al. [46], the general-

ized form of the VP Poisson equation satisfying Neumann and Dirichlet boundary conditions

reads as

−∇ ·
[{

κ

(
1−

N∑
j=1

χn
j

)
+

N∑
j=1

ηχn
j

}
∇q
]

=
N∑
j=1

{
∇ ·

(
χn
jβj
)
− χn

j∇ · βj
}

−
D∑
i=1

χd
i

(
q − qd

i

)
η

+

(
1−

N∑
j=1

χn
j

)
f. (2.20)

For the above equation to hold true, the computational domain Ω is assumed to consist of disjoint

volumetric regions Ωd
i (for i = 1, 2, . . . , D) and Ωn

j (for j = 1, 2, . . . , N ), with imposed Dirichlet

(q = qd
i ) and Neumann (−κ ∇q · nj = gn

j ) boundary conditions, respectively. Furthermore,

the union of Ωd
i and Ωn

j regions defines the total solid domain, i.e., Ωs = Ωd
1 ∪ Ωd

2 ∪ · · ·Ωd
D ∪

Ωn
1 ∪ Ωn

2 ∪ · · ·Ωn
N . In Eq. (2.20) the indicator function χn(x)(respectively, χd(x)) is 1 if x ∈

Ωn(respectively,Ωd) and 0 if x ∈ Ω\Ωn(respectively,Ωd). Note that Robin boundary conditions

can be easily included in Eq. (2.20), as their form is very similar to the Neumann problem. We

omit Robin boundary conditions in the generalized equation written above for brevity.

The volume penalization approach can also be extended to other governing equations that

describe conservation of momentum, energy, species, etc. For example, the VP incompressible

Navier-Stokes equations coupled to the flux-based VP advection-diffusion equation satisfying
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Neumann boundary condition reads as

∂ρu

∂t
+∇ · ρuu = −∇p+∇ ·

[
µ
(
∇u +∇uT

)]
+
χ

η
(ub − u) + f(x, q, t), (2.21)

∇ · u = 0, (2.22)

∂q

∂t
+ (1− χ) (u · ∇q) = ∇ · [{κ (1− χ) + ηχ}∇q] + (1− χ) f +∇ · (χβ)− χ∇ · β.

(2.23)

In the equations above, u(x, t) is the fluid velocity, ub(x, t) is the structure velocity, p(x, t)

is the hydrodynamic pressure, f denotes the momentum body force, ρ(x) is the mass density,

and µ(x) is the dynamic viscosity. The equation set (5.6)-(2.23) is written considering only

a single interface in the domain; generalization to handle multiple interfaces is also possible

following Eq. 2.20. We remark that in the context of fluid-structure interaction (FSI) problems,

only velocity matching condition on the fluid-structure interface is required, i.e., u = ub on ∂Ωs

is essential, whereas u = ub in Ωs is optional. In the volume penalization approach to FSI, both

these conditions are imposed through the penalization term χ
η
(ub − u). Therefore, in the VP

momentum equation (5.6), only Dirichlet boundary conditions have been considered.

2.4.3 Interface capturing

We use a signed distance function φ(x) to implicitly define the fluid-solid interface ∂Ωs.

The scalar field φ(x) is defined to satisfy the following property: φ(x) > 0 if x ∈ Ωf, φ(x) < 0

if x ∈ Ωs and φ(x) = 0 is x ∈ ∂Ωs. Moreover, the negative gradient of the signed distance

function φ(x) gives the unit outward normal vector of the interface, i.e., n = −∇φ. The signed

distance function can also be used to define the indicator function χ(x). In this work we use
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Figure 2.2. Schematic of a single Cartesian grid cell along with the placement of various
variables: the velocity components are stored at the edge centers (black,→); the fluid pressure p,
the transported quantity q and the signed distance function φ are stored at the cell centers (black,
◦).

φ(x) to define two types of indicator functions: one is smooth and continuous and written as

χ(x) =


1, φ(x) < −nsmear h,

1− 1
2

(
1 + 1

nsmearh
φ(x) + 1

π
sin
(

π
nsmearh

φ(x)
))

, |φ(x)| ≤ nsmear h,

0, otherwise,

(2.24)

and the other one is discontinuous, which reads as

χ(x) =


1, φ(x) < 0,

1
2
, φ(x) = 0,

0, otherwise.

(2.25)

In the Eq. (2.24) above, nsmear ∈ R is the number of grid cells over which the indicator function

is smoothed on either side of the interface and h is the grid cell size.

2.5 Discrete equations

We use second-order finite difference stencils to discretize the spatial derivative terms of

cell-centered Poisson and face-centered momentum equations (Eqs. (2.3) and (5.6), respectively)

on a Cartesian grid. Fig. 2.2 shows a schematic representation of a two-dimensional Cartesian

18



grid cell, in which the velocity components are stored on edge centers (face centers in three

spatial dimensions), whereas the transported variable q, the fluid pressure p, and the signed

distance function φ are stored at the cell center. The computational domain Ω is discretized

into Nx × Ny Cartesian grid cells with mesh spacing ∆x and ∆y in the x- and y-direction,

respectively. In this work we use equal mesh spacing in the two directions, i.e., ∆x = ∆y = h.

In what follows next, we primarily focus on the discretization of the VP Poisson Eq. (2.3) for

the Neumann problem; details on the spatiotemporal discretization of the VP incompressible

Navier-Stokes equations can be found in our prior works [59, 41, 40].

Referring to Fig. 2.2, let (i, j) denote the cell index, (i− 1
2
, j) denote the lower x edge

index and (i, j − 1
2
) denote the lower y edge index. Then the discretized form of the VP Poisson

Eq. 2.3 in two spatial dimensions reads as

{ψi+ 1
2
,j + ψi− 1

2
,j + ψi,j+ 1

2
+ ψi,j− 1

2
} qi,j − ψi+ 1

2
,j qi+1,j − ψi− 1

2
,j qi−1,j − ψi,j+ 1

2
qi,j+1

− ψi,j− 1
2
qi,j−1 = Si,j,

(2.26)

in which

ψi+ 1
2
,j =

1

∆x2

{
κ (1− χ+ ηχ)

}
i+ 1

2
,j

(2.27a)

ψi− 1
2
,j =

1

∆x2

{
κ (1− χ+ ηχ)

}
i− 1

2
,j

(2.27b)

ψi,j+ 1
2

=
1

∆y2

{
κ (1− χ+ ηχ)

}
i,j+ 1

2

(2.27c)

ψi,j− 1
2

=
1

∆y2

{
κ (1− χ+ ηχ)

}
i,j− 1

2

, (2.27d)
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and the right hand side term Si,j is given by

Si,j = (1− χi,j) fi,j +
(χβ)i+ 1

2
,j − (χβ)i− 1

2
,j

∆x
+

(χβ)i,j+ 1
2
− (χβ)i,j− 1

2

∆y

− χi,j
(
βi+ 1

2
,j − βi− 1

2
,j

∆x
+
βi,j+ 1

2
− βi,j− 1

2

∆y

)
. (2.28)

Analogous discretization formulas can be written for the three-dimensional VP Poisson equation.

In the discretized Eq. (2.26) written above, the indicator function χ and the diffusion coefficient

κ are required at the edge centers; these properties are first defined at the cell centers and then

interpolated onto the edge centers using a second-order accurate linear interpolation scheme.

The flux-forcing function β(x) is also required at the edge centers; methods to construct β are

discussed next.

2.5.1 Construction of flux-forcing functions

The vector-valued flux-forcing function β(x) plays a crucial role in imposing the desired

inhomogeneous Neumann and Robin boundary conditions on the interface. In this section,

we introduce three approaches to construct β(x), namely Approach A, B, and C. The three

approaches are in increasing order of generality. While Approach A is specialized for the

Neumann problem, Approaches B and C are equally applicable to the Robin problem.

Approach A: Analytical construction of spatially varying g

Consider for a moment that the solution to the non-penalized Poisson equation with

inhomogeneous Neumann boundary conditions on ∂Ωs is known. Denote the exact solution

by qexact. If the flux-forcing function is taken to be of the form β(x) = κ ∇qexact(x), then it

satisfies the requirement of β · n = −g on ∂Ωs. In practice the solution to the Poisson Eq. (2.1)

with boundary condition (2.2) is sought and not known a priori. However, if an analytical
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approximation q̃ to the exact solution qexact exists, such that n · ∇q̃ = n · ∇qexact on ∂Ωs, then

β(x) = κ ∇q̃(x), (2.29)

can be prescribed as a flux-forcing function. Away from the interface, the approximation q̃ can

be close to or very different from qexact, depending upon whether a continuous or a discontinuous

indicator function χ is used. We denote the analytical construction of β as Approach A. In

component form, Approach A is written as

βi− 1
2
,j =

(
κ
∂q̃

∂x

)
x
i− 1

2 ,j

, (2.30a)

βi,j− 1
2

=

(
κ
∂q̃

∂y

)
x
i,j− 1

2

. (2.30b)

Approach A was employed in Sakurai et al. [1] and Thirumalaisamy et al. [46] to

demonstrate the feasibility of flux-based volume penalization method to solve PDEs with flux

boundary conditions in complex domains, but is quite restrictive in practice as discussed next.

Approach B: Numerical construction of spatially constant g

Although Approach A allows for imposing spatially varying g values on the interface,

approximating an analytical solution to the exact solution near the interface is a non-trivial

task, especially if the interface is geometrically complex. However, if g is spatially constant,

then constructing β is easy. This is achieved by taking β(x) = −g n(x), as it satisfies the

requirement of β · n = −g on ∂Ωs. Now, recalling from Sec. 2.4.3 that the negative gradient of

the signed distance function φ(x) is the continuous normal vector field n(x), the flux-forcing

function can be constructed numerically for an irregular boundary as

β(x) = −g n(x) = g ∇φ(x). (2.31)
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(A) Cartesian grid and an embedded interface (B) Propagation of interface cell g values

Figure 2.3. Approach C for constructing the flux-forcing function β. (A) Schematic of a
Cartesian grid (black lines) with an embedded fluid-solid interface ∂Ωs (red line). Two interface
cells are highlighted in the figure: one whose cell center xF lies in the fluid region and the other
whose cell center xN lies in the the solid region. For these interface cells the corresponding
function values gF and gN and the outward unit normal vectors nF and nN are shown. (B)
Propagation of the g value into the domain following an interface cell normal and a grid cell
where multiple normals intersect shown in light pink color. Out of the gF and gN values arriving
at the shaded cell, the one with the larger modulus is chosen.

We denote the numerical construction of spatially constant g value on the interface as Approach

B, which in component form is written as

βi− 1
2
,j = g

(
φi,j − φi−1,j

∆x

)
, (2.32a)

βi,j− 1
2

= g

(
φi,j − φi,j−1

∆y

)
. (2.32b)

Approach C: Numerical construction of spatially varying g

As a generalization of Approach B, the flux-forcing function can be taken as

β(x) = −g(x) n(x) = g(x)∇φ(x). (2.33)
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However, Eq. (2.33) poses a challenge of extending the codimension-1 boundary condition

function g defined over the interface to a codimension-0 function g(x) defined in the neighbor-

hood of the interface. Although there are several ways to achieve this function extension (in

absence of a constraint), in this work we follow a simple strategy of propagating the interfacial

g values to the neighboring grid cells along the interface normal. More specifically, consider a

fluid-solid interface ∂Ωs embedded into a Cartesian grid as shown in Fig. 2.3(A). The signed

distance function φ(x) can be used to identify the grid cells through which the interface passes.

Denote these grid cells as interface cells. Fig. 2.3(A) highlights two such interface cells: one

whose cell center xF lies in the fluid region and the other whose cell center xN lies in the solid

region. The normal vector of the interface cells is also known from the signed distance function:

nF = (−∇φ)F and nN = (−∇φ)N. Next, the g value at the cell center of an interface cell is set

equal to the closest interfacial g value:

gF ← g(xF∂Ωs
), (2.34a)

gN ← g(xN∂Ωs
), (2.34b)

in which xF∂Ωs
= xF + φFnF and xN∂Ωs

= xN + φNnN are the closest points on the interface to

the cell centers xF and xN, respectively. Note that the g function on the interface is prescribed

and therefore, g(xF∂Ωs
) and g(xN∂Ωs

) are known a priori. In the next part of the algorithm, gF and

gN values are propagated to the grid cells that are within a distance of nprop h to the interface

cells along ± nF and ± nN directions, respectively. This procedure is pictorially described in

Fig. 2.3(B). The number of grid cells nprop to which g values are propagated depends upon the

choice of the indicator function χ—we will explore the effect of nprop on the solution accuracy

in Sec. 2.7. Note that propagating g values along the normal directions may lead to a situation of

conflict at a grid cell where two or more interface cell normals intersect. This situation is shown

for the shaded cell in Fig. 2.3(B) where the two normals nF and nN intersect. For such cells, a g
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value with the larger modulus is chosen:

g� = maxmodulus(gF, gN). (2.35)

We also considered an average and the minimum modulus of g at the conflicted cells; these

choices however reduced the order of accuracy of the solution for the continuous/smoothed

indicator function. Note that for the discontinuous indicator function, the g value at the conflicted

cells does not matter much for the solution accuracy. This is because such cells are generally

located far away from the interface where the discontinuous indicator function is already zero.

Nevertheless, we always make use of Eq. (2.35) even for the discontinuous indicator function in

this work. With g values defined at the cell centers, the component form of β reads as

βi− 1
2
,j =

(
gi−1,j + gi,j

2

)(
φi,j − φi−1,j

∆x

)
, (2.36a)

βi,j− 1
2

=

(
gi,j−1 + gi,j

2

)(
φi,j − φi,j−1

∆y

)
. (2.36b)

The propagation strategy of Approach C can also be implemented by solving a hyperbolic

equation of the form
∂g(x)

∂τ
+ n(x) · ∇g(x) = 0. (2.37)

The equation above can be integrated over a pseudo-time interval ∆τ that is directly related to

the propagation distance. However, the test examples of Sec. 2.7 show that the method of g

propagation described in Approach C is quite effective in imposing the spatially varying flux

boundary conditions. Moreover, it does not require solving any additional partial differential

equation.

Note that there can be other ways of extending the flux-forcing function in the vicinity

of the interface as discussed at the beginning of this section. One straightforward approach is

to extend the β function defined over the interface Ωs to a flux-forcing function valid near the
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interface using the top hat or a Gaussian bell-like function, which we refer to as Approach D.

However, as demonstrated in Appendix 6.1, this particular function continuation approach does

not produce satisfactory results; the numerical and actual solutions differ significantly and the

numerical scheme does not converge under grid refinement in any norm. In contrast, Approach

C produces the correct solution and a convergent numerical scheme. This also highlights the non-

triviality in allowing spatially varying Neumann/Robin boundary conditions in the flux-based

VP method.

2.6 Software

The numerical formulations and the problems described in this thesis are implemented

within the IBAMR library [60], which is an open-source C++ simulation software focused on

immersed boundary and volume penalization methods with adaptive mesh refinement. The code

and test cases presented in this thesis are publicly available at https://github.com/IBAMR/IBAMR.

IBAMR relies on SAMRAI [61, 62] for Cartesian grid management and the AMR framework.

Linear and nonlinear solver support in IBAMR is provided by the PETSc library [63, 64, 65].

All of the example cases in the present work made use of distributed-memory parallelism using

the Message Passing Interface (MPI) library.

2.7 Results and discussion

In this section we discretely solve the volume penalized Poisson Eqs. 2.3 and 2.19

satisfying inhomogeneous Neumann and Robin boundary conditions, respectively, to assess the

accuracy of the numerical solutions. We use the flexible GMRES (FGMRES) iterative solver with

a tight relative residual tolerance of 10−12 to solve the system of linear equations. The order of

accuracy results presented here are computed only in the fluid domain and are determined based

on the L1 and L∞ norm of the error (denoted E1 and E∞, respectively) between the numerical and
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analytical 2 solutions. Since the VP method is expected to produce a non-uniform convergence

rate under grid refinement because of the delta function formulation (see Appendices 2.3 and 2.4

for derivation), we curve-fit the error data and report the slope/convergence rate, denoted m and

the coefficient of determination, denoted R2, in each case. Appendix 6.9 tabulates the error data.

The spatial convergence rate of the error is shown for both continuous (denoted E∞c and E1
c ) and

discontinuous (denoted E∞d and E1
d ) indicator functions. We consider two- and three-dimensional

examples involving constant and spatially varying flux boundary conditions on ∂Ωs. In the test

examples, the fluid region Ωf is embedded into a larger computational domain Ω with Dirichlet

boundary conditions imposed on the external boundary ∂Ω of the domain. The computational

domain is discretized into N ×N and N ×N ×N grid cells for the two- and three-dimensional

examples, respectively. The penalization parameter η is taken to be 10−8 (Appendix 6.2 considers

the effect of η on the convergence rate) and the diffusion coefficient κ is taken to be 1 for all of

the tests. While imposing the Robin boundary conditions we take ζ to be 1 in the test examples.

The numerical solutions are presented for Approach C and where applicable, results obtained

from Approach C are compared against Approach A or B. Since Approach A constructs the

flux-forcing function from the known solution to the problem, for a given indicator function χ,

Approach A is expected to perform better than or at least as well as Approach B and C. This

expectation is also confirmed from the tests that follow next.

2.7.1 Analysis of 1D Poisson equation with same inhomogeneous Neu-
mann boundary condition

We first consider the 1D Poisson problem with the same flux boundary condition on the

two ends of the fluid domain Ωf, as done in Sec. 2.1 of Sakurai et al. [1]. The fluid domain

Ωf ∈ [0, π] is embedded into a larger computational domain Ω ∈ [0, 2π], as shown in Fig. 2.4.

Same inhomogeneous Neumann boundary condition value is imposed on the two fluid-solid

2Analytical solution of the non-penalized equation is used for computing the error.
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Figure 2.4. Schematic of the computational domain used in Sakurai et al. [1] to solve the 1D
Poisson problem in the fluid region. The solid region in the figure represents the fictitious domain.
Periodic boundary conditions are imposed on the external boundaries.

interfaces located at x = 0 and x = π, respectively, and is taken to be

dq

dx

∣∣∣∣
x=0

= α and
dq

dx

∣∣∣∣
x=π

= α. (2.38)

We take the flux forcing function to be β = α î for this test case. Here, î denotes the unit vector

in the positive x−direction. The forcing function f(x) is taken to be

f(x) = m2 cos(mx). (2.39)

The analytical solution of this problem using a zero-mean condition on q in Ωf ,
∫

Ωf
q(x) dx = 0,

reads as

qexact(x) = cos(mx) + αx− πα

2
. (2.40)

We solve the penalized Poisson equation using both continuous and discontinuous

indicator functions as defined in Sec. 2.4.3. The parameters α and m are taken to be 1, and

periodic boundary conditions are imposed on ∂Ω (see Fig. 2.4). Since the solution to the Poisson

equation on a periodic computational domain is determinable only up to an additive constant,

the discrete set of equations for this case results in a singular matrix. To invert the matrix using

a direct solver, we replace the first linear equation with
∫

Ω
q(x) dx = 0 condition, as done in

Kolomenskiy et al. [53]. We remark that although the obtained numerical solution depends on

the linear equation that is replaced by the zero-mean condition (as also noted in [53]), the order

of accuracy of the solution remains the same.
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Two sets of N values are selected to assess the order of accuracy of the solution: (i)

Naligned = [32, 64, 128, 256, 512,1024] which aligns the fluid-solid interface located at x = π

with the Cartesian cell face, as done in [1], and (ii) Nnon−aligned = [25, 75, 225, 675, 2025]

which does not. The other two fluid-solid interfaces at x = 0 and x = 2π are located on grid

cell faces by construction. Fig. 2.5 compares the spatial convergence rate for the two grid

setups. As observed in Fig. 2.5(A), when the interface aligns with the Cartesian grid face,

O(h2) convergence rate is obtained using both continuous and discontinuous indicator functions.

Second-order spatial accuracy is also obtained in Sakurai et al. [1] using the discontinuous

indicator function using a similar grid setup. However, the order of accuracy degrades to O(h1)

when the interface is not aligned with the grid, as observed in Fig. 2.5(B). The authors in [1] did

not present the order of accuracy results using a non-conforming grid (to the interface) for this

problem. Finally, Fig. 2.5(C) shows the numerical solution q, and compares it against the exact

solution for N = 256 grid. An excellent agreement is obtained.

2.7.2 Analysis of 1D Poisson equation with different inhomogeneous
Neumann boundary conditions

We now consider the 1D Poisson problem with different inhomogeneous Neumann

boundary conditions on the two ends of the fluid domain, as done in Sec. 2.3 of Sakurai et al.

The forcing function f(x) for this case is

f(x) = m2 sin(mx), (2.41)

and the inhomogeneous Neumann boundary condition values on the two ends are

dq

dx

∣∣∣∣
x=0

= α +m and
dq

dx

∣∣∣∣
x=π

= α−m. (2.42)

Here, α and m parameters are taken to be 1. The problem setup remains the same as shown in

Fig. 2.4. The analytical solution of this problem (using a zero-mean condition on q in Ωf ) reads
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(A) Convergence rate using interface con-
forming grid

(B) Convergence rate using interface non-
conforming grid

(C) Solution

Figure 2.5. 1D Poisson problem with same flux boundary conditions. Error norms E1 and E∞ as
a function of grid size N using continuous (solid line with symbols) and discontinuous (dashed
line with symbols) indicator functions when (A) the fluid-solid interface at x = π is aligned
with the Cartesian cell face, and (B) when it is not; (C) numerical solution q obtained using
N = 256, α = 1, and m = 1, along with the exact solution. The penalization parameter η is
taken as 10−8.
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as

qexact(x) = sin(mx) + αx− 2

mπ
− πα

2
. (2.43)

The flux forcing function is taken to be β = ∇qexact = (m cos(mx) + α) î, which also satisfies

the boundary conditions written in Eq. (2.42). We again replace the first linear equation with

zero mean of q in Ω to obtain the unique solution. The results for this case are presented in

Fig. 2.6 for Naligned and Nnon−aligned grid size values, as taken in the previous section.

In Fig. 2.6(A) we observe O(2) convergence for both types of indicator functions when

the interface aligns with the Cartesian grid face. This is in contrast to Sakurai et al. [1] where

O(h1) convergence is reported for this test problem using a similar grid setup; the results reported

in [1] are not reproducible despite the use of same discretization method and problem setup. The

authors in [1] attribute the reduction in accuracy to different values of flux boundary condition,

which is clearly not the case here. Fig. 2.6(B) shows the order of accuracy results when the

interface is not aligned with the Cartesian cell face — O(h1) convergence rate is exhibited using

both continuous and discontinuous indicator functions. Finally, Fig. 2.6(C) shows the numerical

solution q, and compares it against the exact solution for N = 256 grid. An excellent agreement

is obtained.

The results presented in the above two sections may suggest that the spatial accuracy of

the flux-based VP method is O(h2) when the interface aligns the Cartesian mesh, but degrades

to O(h1) when it does not. This is also one of the conclusions in Sakurai et al. However, our

next examples contradict this conclusion.

2.7.3 Concentric circular annulus with spatially constant flux on the
interface

We consider the concentric circular annulus problem from Sakurai et al. [1] in which

different inhomogeneous, but spatially constant, Neumann boundary conditions are specified on

the two interfaces defining the annulus. The inner radius of the annulus is ri = π/4 and its outer

radius is ro = 3π/4. The center of the annulus is positioned at (π, π). The circular annulus is
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(A) Convergence rate using interface con-
forming grid

(B) Convergence rate using interface non-
conforming grid

(C) Solution

Figure 2.6. 1D Poisson problem with different flux boundary conditions. Error norms E1 and
E∞ as a function of grid size N using continuous (solid line with symbols) and discontinuous
(dashed line with symbols) indicator functions when (A) the fluid-solid interface at x = π is
aligned with the Cartesian cell face, and (B) when it is not; (C) numerical solution q obtained
using N = 256, α = 1, and m = 1, along with the exact solution. The penalization parameter η
is taken as 10−8.
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embedded into a larger computational domain of extents Ω ∈ [0, 2π]2. The source term of the

Poisson equation for this case is

f(r) = 16 cos(4r) +
4 sin(4r)

r
, (2.44)

in which r =
√

(x− π)2 + (y − π)2 and the Neumann boundary condition values on the two

interfaces are taken to be

dq

dr

∣∣∣∣
r=π

4

= 3m and
dq

dr

∣∣∣∣
r= 3π

4

= m. (2.45)

The exact solution of this problem using the zero-mean condition
∫

Ωf
rq(r) dr = 0 reads as

qexact(r) = cos(4r) +
3

4
mπ log(r)− 3

32
mπ

(
9 log

(
3

4
π

)
− log

(π
4

)
− 4

)
. (2.46)

The mean of the numerical solution in the fluid region is subtracted as a post-processing step to

impose the zero-mean condition numerically.

Relatively simple geometry and constant flux boundary conditions of this test problem

allows for an analytical construction of β. Indeed, in [1, 46], the flux-forcing function β was

constructed analytically (Approach A) as β = κ ∇q̃ = dq̃
dr
er, in which er =

(
x−π
r
, y−π

r

)
and dq̃

dr

is

dq̃

dr
=

 m
(

4r
3π

)2 (
4
(
1− r

π

))3
, if 0 ≤ r ≤ π,

0, otherwise.
(2.47)

It is to be noted that dq̃
dr

reduces to 3m at r = π/4 and m at r = 3π/4, respectively.

Since the flux boundary condition value is spatially constant on the interface, Approach

B is also applicable for this test problem. The g value required for Approach B is m and −3m

on the inner and outer interface, respectively. Figs. 2.7(A) and 2.7(B) show the order of accuracy

of the solution as a function of mesh resolution for Approach A and B, respectively. As can
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(A) Spatial convergence rate for Approach A (B) Spatial convergence rate for Approach B

0 2 4 6
-3

-2

-1

0

1

2

(C) Solution variation along y−direction
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(D) Solution variation along x−direction

Figure 2.7. Concentric circular annulus with constant flux on the two interfaces using Approach
A and B. Error norms E1 and E∞ as a function of grid size N using the continuous (solid
lines with symbols) and discontinuous (dashed lines with symbols) indicator functions for (A)
Approach A; and (B) Approach B. The penalization parameter η is taken as 10−8 and m and κ
are taken as 1. (C) Variation of the numerical solution along y−direction at a fixed x = 3.12
location; and (D) variation of the numerical solution along x−direction at a fixed y = 3.12
location using N = 256 grid.
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(A) Spatial convergence rate for Approach C (B) Effect of number of smear width and prop-
agation cells

Figure 2.8. Concentric circular annulus with constant flux on the two interfaces using Approach
C. Error norms E1 and E∞ as a function of grid size N using the continuous (solid lines with
symbols) and discontinuous (dashed lines with symbols) indicator functions. (A) Convergence
rate using nsmear = 1 and nprop = 2. (B) Effect of nsmear and nprop on the solution accuracy.

be observed in Fig. 2.7(A), for Approach A, O(h1.98) (respectively, O(h1.94)) convergence rate

with an R2 value of 0.99 (respectively, 0.96) in L∞ (respectively, L1 ) norm is achieved using

the continuous indicator function. With the discontinuous χ, O(h1.50) (respectively, O(h1.78))

convergence rate with an R2 value of 0.98 (respectively, 0.99) in L∞ (respectively, L1) norm is

achieved. We note that the convergence rate using the continuous indicator function is better

than the discontinuous function for Approach A. Looking at Fig. 2.7(B), it is seen that Approach

B exhibits a very similar convergence rate as Approach A, but in contrast to Approach A,

Approach B is more versatile as it requires only ∇φ(x) information, which can be constructed

for any irregular boundary [48]. Figs. 2.7(C) and 2.7(D) compare the analytical and numerical

solutions along x− and y−direction, respectively. Numerical solutions using Approach B and

discontinuous indicator function are presented. As can be observed in the figures, an excellent

agreement is obtained between the analytical and numerical solutions.

Next, we solve this problem using Approach C. As can be seen in Fig. 2.8(A), Approach

C also exhibits a very similar convergence rate as Approach A and B when the discontinuous

indicator function is used, whereas the convergence rate is reduced when the continuous function
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is employed. Specifically, O(h0.91) (respectively, O(h1.22)) convergence rate with an R2 value

of 0.79 (respectively, 0.82) in L∞ (respectively, L1) norm is obtained using the continuous χ.

However, Approach C is the most general one, since it can be used for imposing spatially varying

flux values as demonstrated in later examples.

The present example is also used to study the effect of the number of propagation cells

nprop on the solution accuracy for the continuous indicator function. The results are shown in

Fig. 2.8(B), in which it can be observed that 2 cells on either side of the interface are sufficient

for propagating g values for a fixed number of nsmear cells; the error norms are mostly affected

by the nsmear choice. Based on the results of this problem, we choose nsmear = 1 and nprop = 2

for the continuous masking function, unless otherwise stated. For the discontinuous indicator

function also, we use nprop = 2 for the remainder of the problems (although nprop = 1 is also

sufficient).

2.7.4 Spatially varying flux values along complex interfaces

In this section, we assess the accuracy of the numerical solution for spatially varying flux

values using a manufactured solution of the form

qexact(x) = sin(x) sin(y). (2.48)

Inhomogeneous Neumann boundary conditions g(x) = −κ n · ∇qexact are imposed on the

fluid-solid interface ∂Ωs, whereas Dirichlet boundary conditions are imposed on the external

boundaries of the computational domain, i.e., q|∂Ω(x) = qexact(x). Note that g(x) varies spatially,

and therefore, Approach B is not applicable for this test. Eq. (2.48) is plugged into the non-

penalized Poisson Eq. (2.1) to generate the required source term f(x). We consider three

geometrically complex solid domains: a hexagram, an egg, and a x-cross; these geometries are

embedded in a larger Cartesian domain of extents Ω ∈ [0, 2π]2 and the numerical solutions are

computed in the corresponding fluid domains Ωf = Ω \ Ωs.

35



Figure 2.9. Numerical solution q (top row) and the error norms E1 and E∞ as a function of
grid size N (bottom row) for three complex shapes: (A) Hexagram; (B) Egg; and (C) X-cross
using Approach C. The convergence rate results are shown for both continuous (solid line with
symbols) and discontinuous (dashed line with symbols) indicator functions. The penalization
parameter η is taken as 10−8 and κ is taken to be 1.
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Using Approach A for constructing the flux-forcing function for this problem, wherein

qexact was used to define β = κ ∇qexact results in second-order convergence rate of the numerical

solution for this problem; refer [46]. We solve the same problem using Approach C. Fig. 2.9

presents the numerical solution and its convergence rate as a function of grid resolution. For

the hexagram case, at least O(h0.56) accuracy is achieved using the continuous indicator func-

tion whereas at least O(h0.78) accuracy is achieved using the discontinuous indicator function.

Similarly, for the egg case, at least O(h0.67) accuracy is achieved using the continuous χ and at

least O(h0.54) accuracy is obtained using the discontinuous indicator function. Lastly, for the

x-cross geometry, Approach C exhibits at least O(h0.67) accuracy using the continuous indicator

function and at least O(h0.85) accuracy with the discontinuous one. As noted in the previous

section also, Approach C with the discontinuous indicator function is able to achieve a better

convergence rate than with the discontinuous one. We remark that for Approach C, the reduction

in accuracy (when compared to Approach A) is attributed to the codimension-0 extension of

the spatially varying g function in the neighborhood of the interface. Nevertheless, Approach C

is able to impose spatially varying flux values on a complex interface (sharp corners, etc.) and

the solution accuracy is also reasonable. Later in Sec. 2.7.8 we demonstrate that smoothing of

geometric features like sharp corners improves the accuracy of Approach C further.

2.7.5 Constant and spatially varying flux on three-dimensional inter-
faces

In this section, we consider two complex geometries in three spatial dimensions: a sphere

and a torus. These geometries are embedded into a larger computational domain of extents

Ω ∈ [0, 2π]3.

For the spherical geometry, the manufactured solution is taken to be

qexact(r) = r2 + c, (2.49)
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in which r =
√

(x− π)2 + (y − π)2 + (z − π)2 and c is a constant. Eq. (2.49) when plugged

into the non-penalized Poisson Eq. (2.1) yields a constant source term f(x) = −6. The radius

of the sphere is taken to be R = 3/2. Two cases are considered for the spherical geometry:

fluid inside the sphere and fluid outside it. For the first case, a constant flux boundary condition

g = −κ ∂qexact/∂n = −2R is imposed on the spherical surface and a homogeneous Dirichlet

boundary condition is imposed on the external domain boundary ∂Ω. Since the solution of

this Poisson problem is defined up to an additive constant c, we use the zero-mean condition∫ R
0

4πr2 qexact dr = 0 to determine the constant c = −3R2

5
. For the second case, in which the

fluid is considered between the spherical interface and the computational domain boundary,

constant flux boundary condition g = −κ∂qexact/∂n = −2R is imposed on the spherical

interface and inhomogeneous Dirichlet boundary conditions q|∂Ω(x) = qexact(x) are imposed on

the external boundary. The constant c is taken to be zero for this case.

The comparison between the numerical and analytical solutions, as well as the spatial

convergence rate of E1 and E∞ error norms using Approach B and C are shown in Fig. 2.10. As

can be observed in the figure, the numerical solution is in excellent agreement with the exact

solution. Largely O(h2) convergence rate is obtained for this example using Approach B with

both continuous and discontinuous indicator functions. Approach C also yields the same order

of accuracy with the discontinuous indicator function as Approach B. However, the convergence

rate using the continuous indicator function is between 0 and 1 for Approach C. Clearly, the

discontinuous indicator function performs better than the continuous one for Approach C. Second-

order convergence rate is also obtained with Approach A, when β = κ ∇qexact is used for the

spherical geometry (data not shown for brevity). Better performance of Approach A compared

to Approach B and C is expected, as mentioned in the beginning of Sec. 2.7.

For the next three-dimensional test example, a solid torus is embedded in a computational

domain of extents Ω ∈ [0, 2π]3 as shown in Fig. 2.11(A) and the fluid region is taken outside of

38



Figure 2.10. Spherical interface with constant flux boundary condition using Approach B and
C. Top row corresponds to fluid inside the sphere case and the bottom row corresponds to fluid
outside the sphere case. Also shown are the error norms, E1 and E∞ as a function of grid size
N using continuous (solid lines with symbols) and discontinuous (dashed lines with symbols)
indicator functions. (A) Comparison of numerical solution at z = π using N = 256 grid. Error
norms using (B) Approach B; and (C) Approach C. The penalization parameter η is taken as
10−8, κ as 1 and the radius of the sphere is 3/2.
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(A) Toroidal interface (B) Numerical solution at y = π

(C) Spatial convergence rate for Approach C

Figure 2.11. Toroidal interface with spatially varying flux boundary conditions using Approach
C. (A) Zero-contour of the solid torus; (B) numerical solution at y = π using N = 256 grid;
and (C) the error norms E1 and E∞ as a function of grid size N using the continuous (solid
lines with symbols) and discontinuous (dashed lines with symbols) indicator functions. The
penalization parameter η is taken as 10−8 and κ is taken to be 1.
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the torus. We consider a manufactured solution of the form

qexact(x) = − cos(x) cos(y) cos(z). (2.50)

Eq. (2.50) is plugged into the non-penalized Poisson Eq. (2.1) to generate the required source

term f(x). On the toroidal interface, spatially varying inhomogeneous Neumann boundary

conditions are imposed, whereas on the external domain boundary inhomogeneous Dirichlet

boundary conditions using the exact solution are imposed. We solve this test problem using

Approach C and the results are shown in Fig. 2.11. As can be observed in Fig. 2.11, at least

O(h1.25) is achieved with the discontinuous indicator function and at least O(h0.63) is achieved

with the continuous indicator function.

2.7.6 Spatially constant Robin boundary condition on two-dimensional
interfaces

We consider the concentric circular annulus problem of Sec. 2.7.3 with the same exact

solution qexact(r) and source term f(r), as written in Eqs. (2.46) and (2.44), respectively. Plugging

the exact solution into the Robin boundary condition Eq. 2.18 yields a spatially constant g value

for the inner and outer interface, respectively.

The VP Poisson Eq. 2.19 is solved using Approach B and C for this problem. The

numerical solution compared against Eq. 2.46 using Approach C is shown in Fig. 2.12(A); an

excellent agreement is obtained. We also present the convergence rate for Approach B and C in

Fig. 2.12. As can be seen in Fig. 2.12, the convergence rates obtained by using the discontinuous

indicator function for Approach B and C are quite close to what we had obtained in Sec. 2.7.3.

For the continuous indicator function, we obtain approximately second-order accuracy with

Approach B and at least O(h0.71) accuracy with Approach C. As also observed in Sec. 2.7.3, the

discontinuous indicator function performs better than the continuous one with Approach C; the

reverse is true for Approach B.
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(A) Numerical solution

(B) Order of convergence using Approach B (C) Order of convergence using Approach C

Figure 2.12. Concentric annulus with spatially constant Robin boundary conditions using
Approach B and C. (A) Numerical solution using N = 256 grid. Error norms E1 and E∞ as
a function of grid size N using the continuous (solid lines with symbols) and discontinuous
(dashed lines with symbols) indicator functions for (B) Approach B; and (C) Approach C. The
penalization parameter η is taken as 10−8. The values of κ and ζ are taken to be 1.
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(A) Numerical solution (B) Order of convergence

Figure 2.13. Hexagram domain with spatially varying Robin boundary conditions using Ap-
proach C. (A) Numerical solution using N = 256 grid; and (B) the error norms E1 and E∞ as
a function of grid size N using the continuous (solid lines with symbols) and discontinuous
(dashed lines with symbols) indicator functions. The penalization parameter η is taken as 10−8.
The values of κ and ζ are taken to be 1.

2.7.7 Spatially varying Robin boundary condition on a complex
two-dimensional interface

In this section, we assess the accuracy of Approach C for spatially varying Robin

boundary conditions on a complex two-dimensional interface. A hexagram geometry is embedded

into a computational domain of extents Ω ∈ [0, 2π]2, as considered in Sec. 2.7.4. The fluid is

occupied between the computational domain boundary ∂Ω and the fluid-solid interface ∂Ωs.

The same manufactured solution as written in Eq. 2.48 is considered here; this solution yields

spatially varying g values when plugged into the Robin boundary condition Eq. (2.18). We solve

the VP Poisson Eq. 2.19 using Approach C. The numerical solution and the spatial convergence

rate of the error norms are presented in Fig. 2.13. As observed in the figure, at least O(h0.71)

accuracy is achieved with the continuous indicator function and at least O(h0.72) accuracy is

achieved with the discontinuous indicator function.
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2.7.8 Effect of smoothing geometric features on the convergence rate of
Approach C

In this section, we study the effect of sharp geometric features, such as corners on the

convergence rate of Approach C. We consider a slightly modified version of the hexagram

interface, which was considered earlier in Secs. 2.7.4 and 2.7.7. Instead of the sharp corners, in

this case, we embed a hexagram having smooth exterior corners (see Fig. 2.14(A)) in a larger

Cartesian domain of extents Ω ∈ [0, 2π]2 and solve the Neumann/Robin problem using Approach

C. The order of accuracy results for spatially varying Neumann and Robin boundary conditions

using the discontinuous indicator function are presented in Fig. 2.14. For the sharp corner

geometry case with spatially varying Neumann boundary conditions (as shown in Fig 2.9(A)),

the convergence rates were O(h0.78) and O(h0.84) in L∞ and L1 norm, respectively. In contrast,

with smooth corners, the convergence rates are O(h0.95) and O(h1.08) in L∞ and L1 norm,

respectively. A similar trend is obtained when spatially varying Robin boundary conditions are

considered: For the sharp geometry case (as shown in Fig. 2.13), the convergence rates were

O(h0.71) and O(h1.00) in L∞ and L1 norm, respectively. With smooth corners, the convergence

rates are O(h1.00) and O(h1.26) in L∞ and L1 norm, respectively. This test demonstrates that the

convergence rate of Approach C also depends upon local geometric features.

2.7.9 Application to free convection problem

Finally, we consider steady natural convection in a concentric annulus. A constant heat

flux Q is imposed on the inner cylinder of radius ri and a fixed temperature To is maintained on

the outer cylinder of radius ro. The concentric annulus is embedded into a larger computational

domain of extents Ω ∈ [−2.56, 2.56]2, as shown in Fig. 2.15. This example was studied in

Yoo [66] using a body-fitted grid approach and more recently, it has been used to validate the

IB/FCT relying on time-splitting approach to handle the flux boundary conditions on embedded

interfaces [55, 56, 57]; see Introduction Sec. 2.1 for a brief discussion on IB/FCT.

We solve the volume penalized advection-diffusion equation for the temperature field
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(A) Smoothed hexagram geometry (B) Order of convergence for spatially vary-
ing Neumann boundary condition

(C) Order of convergence for spatially vary-
ing Robin boundary condition

Figure 2.14. Hexagram domain with smooth exterior corners. (A) Zero-contour of the smoothed
hexagram interface. Error norms E1 and E∞ as a function of grid size N using the discontinuous
indicator function with Approach C. (B) Spatially varying Neumann boundary conditions; and (C)
spatially varying Robin boundary conditions. The penalization parameter η is taken as 10−8. The
values of κ and ζ are taken to be 1.
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Figure 2.15. 2D free convection problem at two Rayleigh numbers: Ra = 5700 and Ra =
5×104.(A) Schematic of the problem. Steady state temperature field and temperature distribution
on the surface of the left half of the inner cylinder at (B) Ra = 5700 and (C) Ra = 5× 104.
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coupled to the volume penalized incompressible Navier-Stokes equations (Eqs. (5.6)-(2.23))

in a non-dimensional form. The non-dimensional quantities are defined as: dimensionless

temperature Φ∗ = k(T − T0)/(QL), velocity u∗ = uL/α, time t∗ = tα/L2, and position

x∗ = x/L. Here, k is the thermal conductivity, α is the thermal diffusivity α = k/(ρcp), ρ is the

density, cp is the heat capacity at constant pressure, and L = ro − ri is the annulus thickness.

For this case we consider r∗i = ri/L = 1 and r∗o = ro/L = 2. Dropping the ∗ superscript from

the non-dimensional quantities, the system of non-dimensional equations reads as

∂u

∂t
+∇ · (uu) = −∇p+ Pr∇2u + [1− (χd + χn)]RaPrΦey −

χd + χn

ηd

u, (2.51)

∇ · u = 0, (2.52)

∂Φ

∂t
+ (1− χn) (u · ∇Φ) = ∇ · [{(1− χn) + ηnχ

n}∇Φ] +∇ · (χnβ)− χn∇ · β − χd

ηd

Φ.

(2.53)

Here, ey = (0, 1) is a unit vector in the y−direction and the continuous indicator functions χd

and χn are defined to be

χd =


1, φd(x) < −nsmear h,

1− 1
2

(
1 + 1

nsmearh
φd(x) + 1

π
sin
(

π
nsmearh

φd(x)
))

, |φd(x)| ≤ nsmear h,

0, otherwise,

(2.54)

χn =


1, φn(x) < −nsmear h,

1− 1
2

(
1 + 1

nsmearh
φn(x) + 1

π
sin
(

π
nsmearh

φn(x)
))

, |φn(x)| ≤ nsmear h,

0, otherwise.

(2.55)

In the above, φd(x) and φn(x) are the signed distance functions for the Dirichlet (outer cylinder)

and Neumann (inner cylinder) boundary, respectively. The Rayleigh number Ra =GγQL4/(kαν)

and the Prandtl number Pr = ν/α are the two main non-dimensional parameters that characterize
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buoyancy-driven flows; these parameters are seen in the right-hand side of the non-dimensional

momentum Eq. (2.51). Here, γ is the coefficient of thermal expansion, G is the gravitational

constant, and ν is the kinematic viscosity. The flux-forcing function β imposing the constant

flux boundary condition on the surface of the inner cylinder, ni · ∇Φ = 1, is constructed using

Approach B and C for this problem. Here, ni is the unit outward normal vector of the inner

cylinder. On the outer cylinder homogeneous Dirichlet boundary condition, Φ = 0, is imposed

through the last term of Eq. (2.53). Periodic boundary conditions are used on the external domain

boundaries.

Two Rayleigh numbers Ra = 5700 and Ra = 5 × 104 are considered for this problem.

The same Prandtl number Pr = 0.71 is used for the two cases. The computational domain Ω

is discretized by a uniform Cartesian grid of size 256 × 256. The penalization parameters ηd

and ηn are taken to be 10−8. We treat the convective and the advective terms of Eqs. (2.51)

and (2.53) explicitly, whereas the rest of the terms are treated implicitly. The implicit treatment

of volume penalization terms in Eqs. (2.51) and (2.53) allows us to use a relatively large time

step sizes of ∆t = 10−4 and ∆t = 5× 10−5 for Ra = 5700 and Ra = 5× 104 cases, respectively.

In contrast, Sakurai et al. [1] used a time step size of ∆t = 10−6 for these two cases as they

employed an explicit Euler time marching scheme. More details on the second-order accurate

spatial discretization and time-stepping scheme employed in the fluid solver can be found in our

prior works [59, 4].

To compare our results with those reported in [1] we plot the steady-state temperature

distribution on the left half of the inner cylinder for both Ra cases in Fig. 2.15. In the figure, the

polar angle Θ = 0◦ starts from the top position (x, y) = (0, 1) of the inner cylinder and ends at

its bottom position (x, y) = (0,−1), where Θ = 180◦. As observed in the figure, the numerical

results obtained using both Approach B and C are in excellent agreement with those reported

in [1] who used Approach A for constructing β. Sakurai et al. compared their numerical results

with Yoo [66] and Ren et al. [55]; comparison with Yoo and Ren et al. is therefore omitted in

Fig. 2.15 in the interest of clarity. We also present the steady-state temperature field in the whole
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annular domain at the two Rayleigh numbers in Fig. 2.15.

2.8 Conclusions

In this work, we proposed a numerical technique for constructing flux-forcing functions

for the flux-based VP method introduced by Sakurai et al. We also extended the flux-based

VP approach to include Robin boundary conditions. Our method of flux-forcing functions is

more general than the analytical approach (denoted Approach A in this work) of Sakurai et

al. and requires only a signed distance function to construct the flux-forcing function. Two

numerical-based approaches were presented for constructing flux-forcing functions: Approach

B for imposing spatially constant and Approach C for imposing spatially varying (as well

spatially constant) Neumann/Robin boundary conditions. Within Approach C we extended the

(spatially varying) codimension-1 g function to the neighborhood of the interface using a simple

propagation strategy. We considered several two- and three-dimensional Poisson problems in

complex domains to assess the accuracy of the numerical solutions. Results were presented for

both continuous and discontinuous indicator functions. For Approach B, largely O(h2) accuracy

is observed using the continuous indicator function. BetweenO(h1) andO(h2) convergence rate

is observed for Approach B with the discontinuous indicator function and a similar convergence

rate is observed for Approach C with the discontinuous indicator function when it is used

for solving the constant Neumann/Robin boundary condition problem. For spatially varying

boundary conditions, Approach C using the discontinuous indicator function exhibits close to

O(h1) convergence rate; the accuracy of the method is further improved by smoothing the sharp

geometric features. However, Approach C using the continuous indicator function exhibits a

convergence rate between O(h0) and O(h1). Based on our results, we recommend using the

discontinuous indicator function with Approach C to impose spatially varying Neumann/Robin

boundary conditions and using the continuous indicator function with Approach B to impose

spatially constant Neumann/Robin boundary conditions. Finally, we used Approach B and
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C to study the flux-driven thermal convection problem in a concentric annulus and compared

our results against the literature. An excellent agreement was obtained. We also provided

formal derivation of the flux-based volume penalized Poisson equations in strong form for both

Neumann and Robin problems. The formulation shows that an explicit construction of the delta

function is not necessary for the flux-based VP method, which makes it different from other

diffuse domain equations presented in the literature.
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Chapter 3

An effective preconditioning strategy for
volume penalized incompressible/low
Mach multiphase flow solvers

In this chapter, we propose a projection method-based preconditioning strategy for

solving volume penalized (VP) incompressible and low-Mach Navier-Stokes equations. The

projection preconditioner enables the monolithic solution of the coupled velocity- pressure

system in both single phase (uniform density and viscosity) and multiphase (variable density and

viscosity) flow settings. In this approach, the penalty force is treated implicitly, which is allowed

to take arbitrary large values without affecting the solver’s convergence rate or causing numerical

stiffness. It is made possible by including the penalty term in the pressure Poisson equation

(PPE), which was not included in previous works that solved VP incompressible Navier-Stokes

equations using the projection method. We show how and where the Brinkman penalty term

enters the PPE by re-deriving the projection algorithm for the VP method. Solver scalability

under grid refinement is demonstrated, i.e., convergence is achieved with the same number of

iterations regardless of the problem size. A manufactured solution in a single phase setting

is used to determine the spatial accuracy of the penalized solution. Various values of body’s

permeability are considered. Second-order pointwise accuracy is achieved for both velocity and

pressure solutions for reasonably small values of permeability. Error saturation occurs when

permeability is extremely small, but the convergence rate of the solver does not degrade. The
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solver converges faster as permeability decreases, contrary to prior experience. Two multiphase

fluid-structure interaction (FSI) problems from the ocean engineering literature are also simulated

to evaluate the solver’s robustness and performance (in terms of its number of iterations). The

proposed solver also allows us to investigate the effect of permeability on the motion of the

contact line over the surface of the immersed body. It also allows us to investigate the dynamics

of the free surface of a solidifying metal.

3.1 Introduction

The VP method was originally developed by Arquis and Caltagirone [67] to simulate

isothermal obstacles in incompressible single-phase flows. In 1999, Angot et al. [7] provided

convergence proofs and error estimates of the penalized solution in terms of the penalty parameter.

Inspired by Brinkman’s work [68], the VP technique treats solids embedded in a fluid as porous

media with extremely low permeabilities κ� 1. The velocity boundary condition on the fluid-

solid interface, which is of Dirichlet type, is imposed through a volumetric feedback force that is

inversely proportional to the body’s permeability κ. The feedback force is commonly referred to

as the Brinkman penalty force. A number of extensions and improvements have been made to the

VP method over the years due to its simplicity, robustness, ease of implementation, and ability

to handle complex geometries. We have extended the VP method to allow spatially-varying

Neumann and Robin boundary conditions over complex interfaces for advection-diffusion

PDEs (see Chapter 2 and [46, 69]). In our VP method [46, 69], the parameter κ has no

physical relationship to the solid’s permeability, but rather is a numerical diffusion parameter

that ensures flux continuity across the interface. To achieve high-order (up to fourth-order)

spatial accuracy of the penalized solution, Kou et al. [70] used a combination of VP and

high-order flux reconstruction techniques in a discontinuous Galerkin framework. VP is also

used to model phase change problems, but under a different name, the Carman-Kozeny drag

model [17, 18]. In melting/solidification problems, a volumetric penalty/drag force is applied to
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retard solid phase motion [18, 19]. In literature, volume penalization is most commonly used

to model fluid-structure interaction (FSI). The technique has been extensively used to model

FSI in incompressible single phase flows (uniform density and viscosity) [10, 11, 12]. The VP

technique has also recently gained popularity in modeling multiphase FSI, such as solid motion in

incompressible gas-liquid flows. In Bhalla et al. [41], water entry/exit problems were simulated

and hydrodynamic loads were calculated for solid bodies slamming into air-water interfaces.

Khedkar et al. [13, 14] modeled FSI and optimal control of wave energy converters. Sharaborin

et al. [15] combined the VP method with a volume of fluid approach to model the prescribed

motion of rigid bodies in gas-liquid flows. Bergmann used the VP method to investigate the

hydrodynamics of a dolphin jumping out of water [16]. In addition, there are some alternative

methods for modeling multiphase FSI that are worth mentioning. In recent years, sharp interface

cut cell methods have been proposed to simulate solid-liquid-gas flows [71, 72]. They have the

advantage of conserving mass and resolving three-phase triple points over VP methods. These

methods also employ discontinuous interface tracking methods, such as the volume of fluid

method to truncate the air-water interface at the solid surface. This is different from a fictitious

domain/VP method that employs a continuous representation of the air-water interface, whose

implications are discussed in Sec. 3.5.1 of this article. The implementation of cut cell methods

requires more work, especially when considering three spatial dimensions, and special care must

be taken when addressing non-prescribed motions of solid bodies and the intersection of multiple

phases [72].

In spite of the fact that the VP method has been extensively studied to understand the

accuracy of the penalized solution, there is no study (to our knowledge) that proposes efficient

solvers for the volume penalized Navier-Stokes equations, particularly when the system becomes

stiff as κ → 0. Several studies have treated the Brinkman penalty term explicitly [73, 1] (i.e.,

using the prior time value of the penalty force) or via an operator-splitting approach [74, 10, 75,

76] (i.e., accounting the penalty force separately in a substep), but this limits the time step size

∆t and/or κ values in order to avoid numerical stiffness/instability. An interesting linearization-
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based technique was recently proposed by Kou et al. [70] to treat the stiff penalty term in an

implicit-explicit manner in the context of volume penalized compressible flows, which allowed

the authors to take κ one to two orders of magnitude lower than needed in an explicit treatment.

As we aim to develop solver technology for arbitrary small κ values (e.g., four orders lower

compared to that required in an explicit treatment) for incompressible flows in this thesis, we do

not discuss the explicit and operator-splitting approaches further. This is needed in situations

like modeling phase change problems, where it is necessary to experiment with increasingly

large values of κ−1 in order to find out what is large enough to obtain physically correct phase

change dynamic. Similarly, for multiphase FSI problems κ controls the contact line motion

over the immersed surface, as demonstrated in this work. To alleviate the aforementioned issues

related to numerical stiffness and instability, the stiff penalty term can be treated implicitly, and

this is commonly accomplished by solving the penalized system using projection solvers in

literature. Bergmann and Iolla [11] describe the projection method to solve the volume penalized

single-phase incompressible Navier-Stokes (INS) system, and more recently, Sharaborin et

al. [15] have extended and described the projection approach for volume penalized multiphase

flows. Prior works [11, 15] have employed an incorrect projection algorithm to solve the volume

penalized INS equations, which is corrected in this study.

An alternative to the projection solver is the monolithic velocity-pressure solver, which

does not split velocity and pressure degrees of freedom. Monolithic flow solvers are believed

to be computationally inefficient compared to velocity-pressure split solvers such as the pro-

jection solver. Griffith [77] and Cai et al. [78] point out that this is a misconception, and that

the coupled velocity-pressure system can be solved as efficiently as the projection method.

Moreover, the monolithic approach does not suffer from order of accuracy reductions caused by

operator-splitting or artificial boundary conditions that are required in the projection algorithm.

In 2009, Griffith proposed to use an inexact projection solver as a preconditioner for the GM-

RES/FGMRES solver to solve the single phase INS equations monolithically and efficiently. Cai

et al. [78] extended the projection preconditioner approach to the variable density and viscosity
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INS system in 2014. The authors considered periodic, free-slip, and velocity boundary conditions

for the multiphase solver in their work [78]. Later in 2019, Nangia et al. [59] demonstrated

that the multiphase projection preconditioner can also handle spatially and temporally varying

traction boundary conditions. Based on the success of using projection method as a precon-

ditioner for the coupled velocity-pressure system, this work extends the technique to volume

penalized single and multiphase INS systems. The same preconditioner can also be used to solve

volume penalized low Mach Navier-Stokes equations. Low Mach volume penalized systems,

for instance, are used to model the melting/solidification of phase change materials undergoing

volume changes (i.e., velocity is not divergence-free) during the phase change process. An

example of this can be found in the motivating Sec. 3.2. It is interesting to note that some phase

change problems can also be modeled under isothermal conditions; see for example Ahlkrona

and Elfverson [79] and Löfgren [80], who simulate glacier melting due to the shear thinning of

ice. Unlike Sec. 3.2, these works assume divergence-free velocity.

An obvious choice for the projection preconditioner (to solve the volume penalized INS

system) is inexact versions of the projection solvers of Bergmann and Iolla [11] and Sharaborin

et al. [15]. An inexact solver solves the system of equations only approximately, such as by

using few iterations or setting a loose convergence tolerance. Empirical testing shows, however,

that the projection algorithms of [11, 15] do not lead to robust convergence of the monolithic

solver, particularly when κ is small. This is because prior projection algorithms have not taken

into account the Brinkman penalty term in the pressure Poisson equation (PPE). By re-deriving

the projection algorithm for the VP method, we show how and where the Brinkman penalty term

enters the PPE. Using the correct projection algorithm, we are able to achieve robust convergence

of the monolithic multiphase flow solver, even when the value of κ is very small. In addition, the

solver is demonstrated to remain scalable under grid refinement, i.e., the number of iterations

required to converge remains essentially the same regardless of the problem size. To test the

spatial accuracy of the penalized solution, we consider a manufactured solution for a uniform

density and viscosity flow. A wide range of κ values is considered in the test. For both velocity
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Figure 3.1. Solidification of liquid aluminum in presence of gas phase. As the liquid aluminum
solidifies a pipe defect appears due to the volume shrinkage effect. The effect of the permeability
parameter κ = ε∆t/(ρS) on the solidification dynamics is shown. Based on the results of this
simulation κ = ∆t/(100 ρS) or lower is suggested for this class of problems.

and pressure solutions, second-order pointwise accuracy is achieved for reasonably small values

of κ. In the case of extremely small κ, error saturation occurs, but the convergence rate of the

solver does not deteriorate. In fact, as κ values decrease, the proposed solver converges faster,

contrary to prior experience [73, 1, 76, 74, 10], where the system becomes stiff (difficult to

solve) at small values of κ. An additional test evaluates the solver’s performance (in terms of

iteration count) for a multiphase FSI problem with two- to three-order differences in density

and viscosity. The convergence rates remain robust in the multiphase case as well. Finally, the

proposed preconditioner also allows us to study the effect of κ on the contact line motion over

the immersed surface.

3.2 Motivation behind the proposed solver and precondi-
tioner

The motivation behind the development of the preconditioner proposed in this work

comes from our efforts to model phase change problems involving melting/solidification of phase

change materials (PCMs). Consider, for example, liquid aluminum/PCM (blue color) solidifying

in a cast in the presence of air (white color) as illustrated in Fig. 3.1. The computational domain

is taken to be a square of extents Ω ∈ [0, 8×10−3]2, which is discretized intoN×N = 256×256

uniform cells.Temperature T is fixed on all boundaries at 0.5Tm (Tm = 933.6 K is aluminum’s
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solidification temperature), except at the bottom wall, where zero-heat flux is imposed. Initially,

liquid aluminum has a temperature of 2Tm, whereas gas has a temperature of 0.5Tm. The

imposed boundary conditions cause solidification to begin on the right and left sides of the

domain. Solidification is not affected by the top open boundary (which is exposed to the

atmosphere) since air has a low thermal conductivity k (gas, liquid, and solid conductivities are

taken to be kG = 6.1 × 10−2, kL = 91, and kS = 211 W/m·K, respectively). Solid and liquid

aluminum and gas have densities of ρS = 2700, ρL = 2475, and ρG = 0.4 kg/m3, respectively,

specific heats of CS = 910, CL = 1042.4, and CG = 1100 J/kg·K, respectively, and viscosities

of µl = µs = 1.4× 10−3, and µg = 4.5× 10−5 Pa·s, respectively. Viscosity in the solid phase is

fictitious and does not affect numerical results. The surface tension coefficient between liquid

aluminum and gas is taken to be γ = 0.87 N/m. The latent heat of fusion/melting of aluminum

is L = 383840 J/kg.

The time evolution of the non-isothermal phase changing gas-liquid-solid system is

governed by the equation of state, and conservation of mass, momentum and energy equations

that read as

Equation of state (EOS): ρ = ρG + (ρS − ρG)H + (ρL − ρS)Hϕ, (3.1a)

Indicator advection:
DH

Dt
=
dH

dφ

(
Dφ

Dt
+ u · ∇φ

)
= H ′

Dφ

Dt
= 0, (3.1b)

Mass/Low-Mach: ∇ · u = −1

ρ

Dρ

Dt
=

(ρS − ρL)

ρ
H
Dϕ

Dt
, (3.1c)

Momentum:
D(ρu)

Dt
+∇ · (ρu⊗ u) = −∇p+∇ · [µ(∇u + (∇u)ᵀ)]

+ ρg − Adu, (3.1d)

Energy/Enthalpy:
D(ρh)

Dt
+∇ · (ρuh) = ∇ · (k∇T ) +Qsrc. (3.1e)

The EOS (Eq. (3.1a)) defines density in terms of: (i) an indicator function H that is defined to

be 1 in the solid-liquid PCM region and 0 in the gas region; and (ii) a liquid fraction variable

ϕ that is defined to be 1 in the liquid, 0 in the solid, and between 0 and 1 in the “mushy” zone.
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H is transported with the local velocity u (Eq. (3.1b)), whereas ϕ is defined to be an explicit

function of enthalpy and evolves with it. The indicator function H is defined in terms of a

signed distance/level set function φ that satisfies the same linear advection equation as H; see

Eq. (3.1b). More details on the novel low Mach formulation of the enthalpy method, its numerical

implementation, and its validation with an analytical solution to a two-phase Stefan problem

involving jumps in density, kinetic energy, and specific heat is provided in the next chapter 4. We

note that the enthalpy h and temperature T of the system evolves due to the boundary conditions

and/or heat source/sink term Qsrc; see Eq. (3.1e). Qsrc is taken to be zero for this case.

The momentum Eq. (3.1d) contains a volume penalization term Adu that retards any fluid

motion in the solid region. Here, Ad = Cd
ϕS

2

(1− ϕS)3 + ε
is the Carman-Kozeny drag coefficient,

ϕS = H(1− ϕ) is solid fraction of the grid cell, and ε is a tunable parameter that controls the

strength of the permeability parameter κ = ε/Cd = ε∆t/(ρS) in the solid region; small values

of ε (or κ) increase the drag force and retard the motion of solid. This particular choice of

Cd = ρS/∆t is based on an inertial scale and will be explained later. Here, ∆t is the time step

size. κ is usually chosen through numerical experiments where one can start with ε ∼ O(10) or

O(1) and gradually reduce its value until no further changes are discernible in the solution or

phase change dynamics. As an example, Fig. 3.1 shows the solidification dynamics of liquid

aluminum using ε = 10, 1, 10−2 in the permeability parameter κ. Additionally, we also simulated

the solidification dynamics with ε = 10−3; the solidification dynamics remained qualitatively

the same as in the ε = 10−2 case. In the case of ε = 10 and 1, the solidification dynamics

are incorrect—a lower value of drag force is not sufficient to prevent the gas-solid interface

from moving upon complete solidification, which occurs around t = 0.25 s in the simulation.

However, lowering ε to 10−2 or below gives the correct dynamics, which has the solidified metal

remaining stationary for t > 0.25 s. In addition, the low Mach Eq. (3.1c) captures the volume

shrinkage/pipe defect due to the density difference between solid and liquid metal (ρS > ρL). We

also compute the percentage change in aluminum’s mass as it solidifies over time for different

grid sizes. It is computed as Em = |m(t)−m0|
m0

× 100, in which m(t) =
∫

Ω
H[ρS(1−ϕ) + ρLϕ] dΩ
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Figure 3.2. Percentage change Em in aluminum’s mass as it solidifies over time for different grid
sizes. A uniform time step size ∆t is used in the simulations. For the coarsest grid N2 = 322, a
uniform time step size of ∆t = 8× 10−5 is employed, and for each successively refined grid ∆t
is halved.

is aluminum’s mass at time t and m0 = m(t = 0) is its initial mass when it is all liquid. As can

be observed from Fig. 3.2, Em decreases significantly under grid refinement. For the finest grid

N2 = 5122, the percentage mass change is approximately 0.62%.

At first, we were unable to go below ε = 1 without breaking the monolithic velocity-

pressure solver; the linear solver would take a large number of iterations (and long time) to

converge, particularly at high mesh resolutions. This was because our initial implementation of

the preconditioner employed the projection algorithm suggested by Bergmann and Iolla [11] for

solving volume penalized Navier-Stokes equations. Later in this work, we demonstrate that the

prior projection algorithm does not consider the volume penalized term in the pressure Poisson

equation (PPE), which leads to poor performance of the solver1. For incompressible or low

Mach systems, one can also use segregated velocity-pressure solvers instead of monolithic ones

(where issues related to incorrect/inaccurate PPE would remain “hidden”), but we advocate using

monolithic solvers since they have several advantages. This is discussed in Sec. 3.4.3. Monolithic

solvers require robust preconditioners, and the proposed preconditioner is an effective strategy.

In what follows, we explain the solution strategy for solving volume penalized equations

1This foresight came after much struggle and time.
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by considering an isothermal (no phase change) and incompressible multiphase system. It avoids

the additional complexity associated with heat transfer and phase change. There is no change to

the coupled velocity and pressure linear system for low Mach and incompressible Navier-Stokes

equations, except for the non-zero right hand side of Eq. (3.1c).

3.3 Equations of motion

3.3.1 The continuous isothermal multiphase equations

Let Ω ⊂ Rd represent a fixed region of space in spatial dimensions d = 2 or 3. The

volume penalized incompressible Navier-Stokes (INS) equations governing the dynamics of the

coupled multiphase fluid-structure system are:

∂ρu(x, t)

∂t
+∇ · (ρu(x, t)⊗ u(x, t)) = −∇p(x, t) +∇ · [µ (∇u(x, t) +∇u(x, t)ᵀ)] + f

+
χ(x, t)

κ
(ub(x, t)− u(x, t)) , (3.2)

∇ · u(x, t) = 0, (3.3)

which describe the momentum and incompressibility of a fluid with velocity u(x, t) and pressure

p(x, t) in an Eulerian coordinate system x ∈ Rd. Eqs. (5.6) and (5.7) are written for the entire

computational domain Ω. The domain Ω is further decomposed into two non-overlapping

regions, one occupied by the fluid—liquid and gas—Ωf (t) = Ωl(t) ∪ Ωg(t) ⊂ Ω and the other

by an immersed body Ωb(t) ⊂ Ω, so that Ω = Ωf (t) ∪ Ωb(t). Fig. 3.3 shows the schematic

representation of the domain occupied by the three (air, water, solid) phases.

The right-hand side of Eq. (5.6) involves the Brinkman penalty force

λ(x, t) =
χ(x, t)

κ
(ub(x, t)− u(x, t)) (3.4)

that imposes the structural velocity ub(x, t) onto the fictitious fluid contained within Ωb(t). In
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this work, we consider ub to be a rigid body velocity. The immersed body is treated as a porous

region with vanishing permeability κ� 1, and is tracked using an indicator function χ(x, t) that

is defined to be one inside Ωb(t) and zero outside. In the limit κ → 0, the Brinkman penalty

coefficient χ/κ→∞, and λ becomes an unknown Lagrange multiplier that needs to be solved

for. The Lagrange multiplier formulation is not considered here and we refer the readers to

Kallemov et al. [81] and Usabiaga et al. [82] for a solution strategy to this problem. Here,

we examine the case of finite, but small values of κ that can make the system of Eqs. (5.6)-

(5.7) stiff if treated explicitly or via operator-splitting. The density and viscosity fields vary

spatiotemporally and are denoted ρ(x, t) and µ(x, t), respectively. In Eq. (5.6), f represents an

additional body force term, such as gravity. The rigid body velocity ub(x, t) in the solid region

Ωb(t) can either be prescribed or determined by the combined actions of the hydrodynamic and

external forces (e.g., gravity).

When describing multiphase flows, it is useful to introduce additional scalar fields, such as

the level set/signed distance function (SDF) whose zero-contour defines the two-phase interface

implicitly [83, 84]. To describe three phase solid-liquid-gas flows, two level set functions are

required: φ(x, t) and ψ(x, t). The level set function φ(x, t) is used to demarcate the liquid (e.g.,

water) and gas (e.g., air) regions, Ωl ⊂ Ω and Ωg ⊂ Ω, respectively, in the computational domain.

The zero-contour of φ defines the two fluid interface Γ(t) = Ωl ∩ Ωg. Similarly, the surface of

the immersed body Sb(t) = ∂Vb(t) is tracked using the zero-contour of the level set function

ψ(x, t); see Fig. 3.3(B). The indicator function χ(x, t) for the solid domain is computed based

on the level set function ψ. The two SDFs are advected using the local fluid velocity:

∂φ

∂t
+ u · ∇φ = 0, (3.5)

∂ψ

∂t
+ u · ∇ψ = 0. (3.6)

The density and viscosity in the entire computational domain is expressed as a function of φ(x, t)
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(A) Continuous domain (B) Discretized domain

Figure 3.3. (A) Two-dimensional computational domain Ω showing a body immersed in a
fluid and interacting with two fluids. (B) Discretization of the domain Ω on a Cartesian mesh
and values of the indicator function χ(x, t) used to differentiate the fluid and solid regions in
the fictitious domain volume penalization method. Here, χ(x, t) = 1 inside the solid domain
and χ(x, t) = 0 in liquid and gas domains. The liquid-gas interface Γ(t) is tracked by the
zero-contour of φ(x, t), while the zero-contour of ψ(x, t) tracks the solid-fluid interface Sb(t).

and ψ(x, t) using the signed distance property:

ρ(x, t) = ρ(φ(x, t), ψ(x, t)), (3.7)

µ(x, t) = µ(φ(x, t), ψ(x, t)). (3.8)

To maintain their signed distance property, both level set functions need to be reinitialized after

each time step. To reinitialize φ, the relaxation approach of Sussman et al. [84] is used to compute

the steady state solution to the Hamilton-Jacobi equation. This is explained in Sec. 3.3.4. For

simple solid geometries (e.g., cylinder, sphere, wedge) ψ can be reinitialized analytically by

using constructive solid geometry operators (i.e., the min/max operator) on primitive shapes [85].

3.3.2 Spatial discretization

The continuous equations of motion given by Eqs. (5.6) and (5.7) are discretized on a

staggered Cartesian grid. Without loss of generality, we explain the spatial discretization in d = 2

spatial dimensions. Extension to three spatial dimensions is analogous. A discrete Nx × Ny
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(A) 2D staggered Cartesian grid (B) Single grid cell

Figure 3.4. Schematic representation of a 2D staggered Cartesian grid. (A) shows the coordinate
system for the staggered grid. (B) shows a single grid cell with velocity components u and v
approximated at the cell faces (→) and scalar variable pressure p approximated at the cell center
(•) at nth time step.

Cartesian grid covers the physical domain Ω with mesh spacing ∆x and ∆y in each direction.

The bottom left corner of the domain is situated at the origin (0, 0). The position of each grid

cell center is then given by xi,j =
(
(i+ 1

2
)∆x, (j + 1

2
)∆y

)
, where i = 0, . . . , Nx − 1 and

j = 0, . . . , Ny−1. For a given cell center, xi− 1
2
,j =

(
i∆x, (j + 1

2
)∆y

)
where i = 0, . . . , Nx and

j = 0, . . . , Ny−1 denotes the physical location of the cell face that is half a grid space away from

xi,j in the negative x-direction. Similarly xi,j− 1
2

=
(
(i+ 1

2
)∆x, j∆y

)
, where i = 0, . . . , Nx − 1

and j = 0, . . . , Ny denotes the physical location of the cell face that is half a grid cell away

from xi,j in the negative y-direction. The pressure is defined at cell centers of the staggered grid

and are denoted by pni,j = p (xi,j, t
n), where tn is the time at time step n. Velocity components

are defined at cell faces: un
i− 1

2
,j

= u
(
xi− 1

2
,j, t

n
)

and vn
i,j− 1

2

= v
(
xi,j− 1

2
, tn
)

. The components

of the body force f = (f1, f2) are also defined at x- and y-faces of the staggered grid cells,

respectively. The density and viscosity are defined at cell centers of the staggered grid and

are denoted by ρni,j = ρ (xi,j, t
n) and µni,j = µ (xi,j, t

n), and are interpolated onto the required

degrees of freedom as needed. Similarly, the phase interface is tracked via the level set functions,

which are also defined at cell centers and denoted by φni,j = φ (xij, t
n) and ψni,j = ψ (xij, t

n).

63



Fig. 4.2 shows the staggered-grid discretization of Ω.

Standard second-order finite differences are used to approximate the spatial differential

operators [77, 78, 86, 87]. These are briefly described here to facilitate the discussion.

The divergence of the velocity field u = (u, v) is approximated at cell centers by

D · u = Dxu+Dyv, (3.9)

(Dxu)i,j =
ui+ 1

2
,j − ui− 1

2
,j

∆x
, (3.10)

(Dyv)i,j =
vi,j+ 1

2
− vi,j− 1

2

∆y
. (3.11)

The gradient of cell-centered quantities (i.e., p) is approximated at cell faces by

Gp = (Gxp,Gyp), (3.12)

(Gxp)i− 1
2
,j =

pi,j − pi−1,j

∆x
, (3.13)

(Gyv)i,j− 1
2

=
pi,j − pi,j−1

∆y
. (3.14)

The continuous strain rate tensor form of the viscous term is

∇ · [µ (∇u +∇uᵀ)] =

 2 ∂
∂x

(
µ∂u
∂x

)
+ ∂

∂y

(
µ∂u
∂y

+ µ ∂v
∂x

)
2 ∂
∂y

(
µ∂v
∂y

)
+ ∂

∂x

(
µ ∂v
∂x

+ µ∂u
∂y

)
 , (3.15)

which couples the velocity components through spatially variable viscosity

Lµu =

 (Lµu)x
i− 1

2
,j

(Lµu)y
i,j− 1

2

 . (3.16)

64



The viscous operator is discretized using standard second-order, centered finite differences

(Lµu)x
i− 1

2
,j

=
2

∆x

[
µi,j

ui+ 1
2
,j − ui− 1

2
,j

∆x
− µi−1,j

ui− 1
2
,j − ui− 3

2
,j

∆x

]
+

1

∆y

[
µi− 1

2
,j+ 1

2

ui− 1
2
,j+1 − ui− 1

2
,j

∆y
− µi− 1

2
,j− 1

2

ui− 1
2
,j − ui− 1

2
,j−1

∆y

]
+

1

∆y

[
µi− 1

2
,j+ 1

2

vi,j+ 1
2
− vi−1,j+ 1

2

∆x
− µi− 1

2
,j− 1

2

vi,j− 1
2
− vi−1,j− 1

2

∆x

]
(3.17)

(Lµu)y
i,j− 1

2

=
2

∆y

[
µi,j

vi,j+ 1
2
− vi,j− 1

2

∆y
− µi,j−1

vi,j− 1
2
− vi,j− 3

2

∆y

]
+

1

∆x

[
µi+ 1

2
,j− 1

2

vi+1,j− 1
2
− vi,j− 1

2

∆x
− µi− 1

2
,j− 1

2

vi,j− 1
2
− vi−1,j− 1

2

∆x

]
+

1

∆x

[
µi+ 1

2
,j− 1

2

ui+ 1
2
,j − ui+ 1

2
,j−1

∆y
− µi− 1

2
,j− 1

2

ui− 1
2
,j − ui− 1

2
,j−1

∆y

]
, (3.18)

in which viscosity is required on both cell centers and nodes of the staggered grid (i.e., µi± 1
2
,j± 1

2
).

Node centered quantities are obtained via interpolation by either arithmetically or harmonically

averaging the neighboring cell centered quantities. In three dimensions the viscosity is required

on both cell centers and edges of the staggered grid. Arithmetic averaging is more accurate

(second-order accurate interpolation), whereas harmonic averaging provides a better convergence

rate at the expense of solution accuracy for solvers dealing with large contrasting material

properties, such as density, viscosity, and thermal conductivity. A discussion of this topic can be

found in the classic CFD textbook of Patankar [88]. We have also observed this in our previous

work related to two phase flows [59]. In this work we use arithmetic averaging.

The linear operators described above are needed to fully discretize the continuous equa-

tions of motion. An additional approximation to a variable-coefficient Laplacian is required for

the projection preconditioner described in Sec. 3.4.3

(Lρχ p)i,j =
1

∆x

[
1

ρχ i+ 1
2
,j

pi+1,j − pi,j
∆x

− 1

ρχ i− 1
2
,j

pi,j − pi−1,j

∆x

]

+
1

∆y

[
1

ρχ i,j+ 1
2

pi,j+1 − pi,j
∆y

− 1

ρχ i,j− 1
2

pi,j − pi,j−1

∆y

]
, (3.19)
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which requires sum of density and Brinkman penalty coefficient, denoted ρχ, on faces of the

staggered grid (ρχ i± 1
2
,j and ρχ i,j± 1

2
in Eq. (3.19)). These can also be computed using either the

arithmetic or harmonic averages of density from the two adjacent cell centers. It is important to

note that our formulation utilizes the interpolated face-centered density within the preconditioner,

which does not affect solution accuracy or stability as long as the linear system of equations

converges. This means that any suitable interpolation scheme for density works equally well for

the preconditioner.

Evaluation of finite difference operators near boundaries of the computational domain

requires specification of abutting “ghost” values. We also use an adaptive mesh refinement

(AMR) framework to reduce computational costs of 3D simulations. For further details on the

spatial discretization and boundary conditions on uniform and spatially adaptive grids, see our

prior work [59].

3.3.3 Density and viscosity specification

Smoothed Heaviside functions are used to transition between liquid-gas and fluid-solid

interfaces Γ(t) and Sb(t), respectively2 The material properties in the transition area are smoothly

varied by using nsmear grid cells on either side of the interface. As an example, to calculate a

given material property =, such as density or viscosity, the flowing phase property (i.e., gas and

liquid) is calculated first

=flow
i,j = =L + (=G −=L)H̃flow

i,j , (3.20)

and later correcting =flow to account for the solid body by

=full
i,j = =S + (=flow

i,j −=S)H̃body
i,j . (3.21)

2Due to the scale of problems we are interested in, such as simulating wave energy converters and objects
slamming into air-water interfaces, we do not impose any contact angle condition at the three material points, since
this does not affect the rigid dynamics and the hydrodynamic forces acting on them. Furthermore, this detail also
does not affect the spectrum of linear operators, which is the main area of concern for the preconditioner.

66



Here, =full is the final scalar material property field throughout Ω. For the transition specified by

Eqs. 3.20 and 3.21, the usual numerical Heaviside functions are used:

H̃flow
i,j =


0, φi,j < −nsmear h,

1
2

(
1 + 1

nsmear h
φi,j + 1

π
sin
(

π
nsmear h

φi,j

))
, |φi,j| ≤ nsmear h,

1, otherwise.

(3.22)

H̃body
i,j =


0, ψi,j < −nsmear h,

1
2

(
1 + 1

nsmear h
ψi,j + 1

π
sin
(

π
nsmear h

ψi,j

))
, |ψi,j| ≤ nsmear h,

1, otherwise.

(3.23)

in which h is a suitable measure of the cell size (e.g., ∆x). By convention, we define φ and ψ to

be negative (positive) in the liquid (gas) and solid (fluid) regions. In all simulations performed in

this study, the number of transition cells nsmear = 1 for both air-water and fluid-solid interfaces,

unless mentioned otherwise.

The VP method is a diffuse interface method in which all quantities (pressure, velocity,

etc.) vary smoothly over the transition region (which is 2nsmear wide in our model), and therefore,

do not jump across the interface. In addition, the transition region remains incompressible,

since the same kinematic constraint is imposed on the velocity (Eq. (5.7)) in this region as well.

Diffuse interface methods differ from their sharp interface counterparts, such as the immersed

interface method [89, 90] and the ghost fluid method [91], which assume the interface thickness

is zero and explicitly impose jump conditions for the quantities of interest.

3.3.4 Temporal discretization

A fixed-point iteration scheme with ncycles cycles per time step is used to evolve quantities

from time level tn to time level tn+1 = tn + ∆t. The cycle number of the fixed-point iteration

scheme is denoted with a k superscript. At the beginning of each time step, the solutions from the
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previous time step are used to initialize cycle k = 0: un+1,0 = un, pn+ 1
2
,0 = pn−

1
2 , φn+1,0 = φn,

and ψn+1,0 = ψn. The physical quantities at the initial time n = 0 are prescribed via initial

conditions. Unless mentioned otherwise, we use ncycles = 2 in all of the test cases.

Level set advection

The two level set/signed distance functions φ and ψ are advected using an explicit

advection scheme as follows

φn+1,k+1 − φn
∆t

+Q
(
un+ 1

2
,k, φn+ 1

2
,k
)

= 0, (3.24)

ψn+1,k+1 − ψn
∆t

+Q
(
un+ 1

2
,k, ψn+ 1

2
,k
)

= 0, (3.25)

in which Q(·, ·) represents an explicit piecewise parabolic method (xsPPM7-limited) approxima-

tion to the linear advection terms on cell centers [77, 92].

Mitigating mass/volume loss with the level set method

With the geometries considered in this study, we are able to reset the solid level set

function ψ(x, t) analytically. The analytical resonstruction preserves the mass/volume of the

body while not distorting ψ’s signed distance property following the linear advection Eq. (3.25).

In contrast, φ cannot be reinitialized analytically after its signed distance property is disrupted

by the linear advection Eq. (3.24). To restore its signed distance property, a reinitialization

strategy is required. Let φ̃n+1 denote the level set function following an advection procedure

after time stepping through the interval [tn, tn+1]. We aim to reinitialize it to obtain a signed

distance function φn+1. As proposed by Sussman et al. [84], this can be achieved by computing

a steady-state solution to the Hamilton-Jacobi equation

∂φ

∂τ
+ sgn

(
φ̃
)

(‖∇φ‖ − 1) = 0, (3.26)

φ(x, τ = 0) = φ̃(x), (3.27)
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in which we have dropped the n+ 1 superscript because this process is agnostic to the particular

time step under consideration. At the end of a physical time step, Eq. (3.26) is evolved in pseudo-

time τ , which, at steady state, produces a signed distance function satisfying the Eikonal equation

‖∇φ‖ = 1. Here, sgn denotes the sign of φ̃, which is either 1, −1, or 0. The discretization of

Eq. (3.26) from the pseudo-time interval [τm, τm+1] yields

φm+1 − φm
∆τ

+ sgn
(
φ̃i,j

) [
HG
(
D+
x φi,j, D

−
x φi,j, D

+
y φi,j, D

−
y φi,j

)
− 1
]

= 0, (3.28)

in which HG denotes a discretization of ‖∇φ‖ using the Godunov-Hamiltonian, and D±x and D±y

denote one-sided discretizations of ∂φ
∂x

and ∂φ
∂y

, respectively. These are typically discretized using

high-order essentially non-oscillatory (ENO) or weighted ENO (WENO) schemes [93].

It is well known that continually applying Eq. (3.28) will cause the interface to shift

as a function of τ [94], which will eventually shrink closed interfaces and lead to substantial

spurious changes in the volume of each phase. To mitigate the spurious volume loss associated

with Eq. (3.26), we employ second-order ENO finite differences combined with a subcell-fix

method described by Min [95]. Briefly, the subcell-fix method uses φ̃ to estimate the interface

location (i.e., where φ̃ = 0) by fitting a high-order polynomial and computing an improved

estimate of the one-sided derivatives D±x and D±y from the polynomial fit. A dimension-by-

dimension approach is followed to fit the high-order polynomial. After iterating Eq. 3.28 (using

an appropriate time-stepping scheme, e.g., TVD RK2) to some desired convergence criteria, the

level set function φn+1 is updated, and the next physical time step is carried out. In the present

work, we always reinitialize the level set every time step and declare convergence when the L2

norm between subsequent pseudo-time iterations is smaller than some tolerance (taken to be

10−6 in the present work) or when a maximum number of iterations (taken to be 50) have been

carried out — whichever happens first.

All simulations that involve liquid-gas interfaces report percentage mass/volume changes.
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Additionally, a two-phase dam break problem and two- and three-phase Rayleigh-Taylor insta-

bility problems are simulated in Appendix Secs. 6.4 and 6.5, respectively . We compare the

percentage volume change of conserved phases with prior numerical studies that also employ

the standard level set methodology. Our level set method implementation achieves acceptable

mass/volume loss, as shown in the results. We note that mitigating mass/volume loss issues with

the level set method is an active area of research; see for example, Howard and Tartakovsky [96]

who recently proposed a conservative level set method for N -phase flows that preserves the

volume of every phase simultaneously. Our current work focuses primarily on solving the stiff

system of equations that result from discretizing volume penalized multiphase flow equations.

The proposed preconditioner is agnostic to level set implementation details and applies equally

to conservative level set and volume of fluid methods.

The discrete multiphase equations

The discretized form of the multiphase incompressible Navier-Stokes Eqs. (5.6) and (5.7)

in conservative form reads as

ρ̆n+1,k+1un+1,k+1 − ρnun

∆t
+ Cn+1,k = −∇h p

n+ 1
2
,k+1 + (Lµu)n+ 1

2
,k+1 + fn+ 1

2
,k+1

+
χ̃n+1,k+1

κ

(
un+1,k+1
b − un+1,k+1

)
, (3.29)

∇ · un+1,k+1 = 0, (3.30)

in which Cn+1,k = C(ρn+1,k,un+1,k) is the discretized version of the convective term∇·(ρu⊗u)

and the density approximation ρ̆n+1,k+1 is computed by integrating the (auxiliary) mass balance

equation to achieve mass and momentum transport consistency at the discrete level. The

consistent mass/momentum transport scheme ensures the numerical stability of cases involving

high density contrast between solid, liquid and gas phases. This is discussed in greater detail in

our previous work [59].

The viscous strain rate in Eq. (3.29) is handled using the Crank-Nicolson (trapezoidal
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rule) approximation: (Lµu)n+ 1
2
,k+1 = 1

2

[
(Lµu)n+1,k+1 + (Lµu)n

]
, in which (Lµu)n+1 = ∇h ·[

µn+1 (∇u +∇uᵀ)n+1]. The newest approximation to the viscosity µn+1,k+1 is obtained using

the two-stage process as described in Sec. 3.3.3.

Fluid-structure coupling

Next, we describe the Brinkman penalization term that imposes the rigidity constraint in

the solid region, and the overall fluid-structure coupling scheme. The Brinkman penalization

term is treated implicitly and computed as

λn+1,k+1 =
χ̃

κ

(
un+1,k+1
b − un+1,k+1

)
, (3.31)

in which the discretized indicator function χ̃ = 1− H̃
body

is 1 only inside the body domain and

defined using the structure Heaviside function H̃body from Eq. (3.23). With Xcom denoting the

position of the center of mass of the body, the rigid body velocity ub = Ur + Wr × (x−Xcom)

can be expressed as a sum of translational Ur and rotational Wr velocities. The rigid body

velocities can be obtained by integrating Newton’s second law of motion

Mb
Un+1,k+1
r −Un

r

∆t
= Fn+1,k +Mbg, (3.32)

(IbWr)
n+1,k+1 − (IbWr)

n

∆t
=Mn+1,k, (3.33)

in which Mb is the mass, Ib is the moment of inertia, F is the net hydrodynamic force,M is the

net hydrodynamic torque and Mbg is the net gravitational force acting on the body. Eqs. (3.32)

and (3.33) are integrated using an explicit forward Euler scheme to compute Un+1,k+1
r , Wn+1,k+1

r

and Xn+1,k+1
com . In practice we employ quaternions to integrate Eq. (3.33) in the initial reference

frame, which avoids recomputing Ib as the body rotates in a complex manner in three spatial

dimensions.
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The multiphase FSI simulations presented in this work consider immersed bodies with

only one unlocked translational degree of freedom. In a previous work [41], simultaneous free

translation and rotational motions of the body have been considered with the VP approach.

3.4 Solution methodology

3.4.1 Fully-coupled Brinkman penalized Stokes system

Solving for un+1,k+1 and pn+ 1
2
,k+1 in Eqs. (3.29) and (3.30) requires the solution of the

following block linear system

 1
∆t
ρ̆n+1,k+1 + 1

κ
χ̃n+1,k+1 − 1

2
Lµ

n+1,k+1 G

−D· 0


 un+1,k+1

pn+1,k+1

 =

 fu

0

 , (3.34)

in which ρ̆n+1,k+1 and χ̃n+1,k+1 = 1− H̃
body

are diagonal matrices of face-centered densities

and body characteristic function corresponding to each velocity degree of freedom, respectively.

The right-hand side of the momentum equation is lumped into fu, which reads as

fu =

(
1

∆t
ρn +

1

2
Lµ

n

)
un +

(
χ̃

κ

)n+1,k+1

un+1,k+1
b −Cn+1,k + fn+ 1

2 . (3.35)

The operator on the left-hand side of Eq. (3.34) is the time-dependent, incompressible staggered

Stokes operator with an additional Brinkman penalty term in the (1,1) block. We call this the

Brinkman penalized Stokes operator or Stokes-BP operator for short. In the next section, we

describe the solution of Eq. (3.34) via the GMRES or flexible GMRES (FGMRES) Krylov

solver [97] that is preconditioned with an inexact projection solver.
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3.4.2 Projection solver for the Brinkman penalized Stokes system

The most popular approach to solving the incompressible Stokes system is the fractional-

step projection method. Bergmann and Iolla [11] solved the Stokes-BP system (Eq. (3.34))

using the projection solver by considering spatially uniform density and viscosity in the domain.

Recently, Sharaborin et al. [15] solved the Stokes-BP system for variable density and viscosity

flows. However, in both works [11, 15] the pressure Poisson equation (PPE) did not include the

Brinkman penalty term χ̃/κ. Our tests suggest that including the penalty term in the projection

algorithm ensures robust convergence of the monolithic fluid solver, particularly when κ values

are small. To see how the penalty term appears in PPE, the algorithmic derivation of projection

method for variable density and viscosity Stokes-BP system is presented next. The special case

of spatially uniform density (and viscosity) is also discussed.

The Stokes-BP system of Eq. (3.34) can be succinctly written in the following form

M x = b A G

−D· 0


 xu

xp

 =

 bu

bp

 (3.36)

in which M denotes the Stokes-BP operator, A = 1
∆t
ρ̆n+1,k+1+ 1

κ
χ̃n+1,k+1− 1

2
Lµ

n+1,k+1 denotes

the discretization of the temporal, Brinkman penalty and viscous operator, xu and xp denote the

velocity and pressure degrees of freedom, and bu and bp = 0 denote the velocity and pressure

right-hand sides.

Formally, the projection method can be derived by approximating the inverse of the Schur

complement of the saddle-point system Eq. (3.36). This is shown in the Appendix Sec. 6.3.

Algorithmically, in the first step of the projection method, an intermediate approximation to u is

computed by solving

Ax̂u = bu. (3.37)
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Note that this approximation does not in general satisfy the discrete continuity equation i.e.,

−D · x̂u 6= bp. This condition can be satisfied by introducing an auxiliary scalar field φ and

writing out a fractional timestep

(
ρ̆

∆t
+

χ̃

κ

)
(xu − x̂u) = −Gφ, (3.38)

−D · xu = bp. (3.39)

Multiplying Eq. (3.38) by

ρ−1
χ =

(
ρ̆ +

χ̃∆t

κ

)−1

, (3.40)

taking the discrete divergence D·, and substituting in Eq. 3.38 yields the density and Brinkman

penalty-weighted Poisson problem

−(D · ρ−1
χ G)φ = −Lρχ φ = − 1

∆t
(bp + D · x̂u) . (3.41)

The updated velocity solution can be computed as

xu = x̂u −∆tρ−1
χ Gφ, (3.42)

and that of pressure can be computed as

xp = φ. (3.43)

The main difference between our projection method and that of Bergmann and Iolla and

Sharaborin et al. is that we include the stiff Brinkman penalty term χ̃/κ in the pressure Poisson

Eq. (3.41) and the velocity update Eq. (3.42). This is a small but a crucial detail that leads to

robust convergence of the monolithic velocity-pressure solver, particularly when κ is small. In

Sec. 3.6, we careful study the effect of the Brinkman penalty term on the solver convergence
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rate. Note that in Bergmann and Iolla [11] a variable coefficient Poisson solver was not used to

solve the PPE. This is because for constant density and without the Brinkman penalty ρ−1
χ = 1

ρ
I

trivializes to a scalar multiple of the identity matrix I.

3.4.3 Projection preconditioner for the Brinkman penalized Stokes
system

Although the Stokes-BP system of Eq. (3.36) can be solved using the projection method,

we do not follow this approach here. Instead we use the projection method as a preconditioner to

solve the coupled velocity-pressure system. There are several advantages to using the projection

method as a preconditioner rather than as a solver. These are discussed in more detail in

Griffith [77] and Cai et al. [78]. Below is a summary of the main ones.

• The projection method solves the Stokes system by splitting the velocity and pressure

degrees of freedom. The operator-splitting approach requires specifying artificial boundary

conditions for the velocity (Eq. (3.37)) and pressure (Eq. (3.41)) fields. This split affects

the global order of accuracy of the solution [98]. For example, it is not possible to impose

normal traction boundary condition in the projection solver because this requires a linear

combination of discretized pressure and velocity variables. This combination can be

accounted for in the (Brinkman penalized) Stokes operator M directly, and the projection

preconditioner can still use the artificial boundary conditions in the split velocity and

pressure solves. A preconditioner based on artificial boundary conditions does not affect

the final outcome of the discretized system it only affects the solver’s convergence rate.

In Sec. 3.6.1 we consider a test problem with spatially-varying normal traction boundary

conditions. The projection preconditioner uses homogeneous Dirichlet and Neumann

boundary conditions for the pressure and normal component of velocity, respectively when

the normal traction boundary condition is imposed.

• The projection solver is derived under the assumption that certain operators commute;

see Appendix Sec. 6.3 for operator commutations associated with the projection method.
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These assumptions are typically only satisfied by constant-coefficient operators defined on

periodic domains. There is an unavoidable commutator error associated with using the

projection method as a solver for variable-coefficient operators.

• Furthermore, using the projection method as a preconditioner is no less efficient than using

it as a solver, as Griffith [77], Cai et al. [78], and Nangia et al. [59] demonstrate.

It is relatively straightforward to use the projection solver discussed in Sec. 3.4.2 as a

projection preconditioner. In this approach, an outer Krylov solver (e.g., GMRES or FGMRES)

is employed that generates a Krylov subspace by applying the action of matrix M on vectors.

When the Krylov solver is preconditioned with the projection solver, it also requires the action

of the preconditioner on residual vectors to get estimates on velocity and pressure errors. For

the projection preconditioner, the unknowns xu and xp defined in Eq. (3.36) should be inter-

preted as errors in velocity and pressure degrees of freedom, respectively, and the right-hand

side vectors bu and bp 6= 0 as residuals of momentum and continuity constraint equations,

respectively. The projection preconditioner computes the error in velocity (xu) and pressure (xp)

only approximately. This is achieved by solving Eqs. (3.37) and (3.41) in an inexact manner.

Specifically, we solve the velocity and pressure subdomain problems using a Richardson solver

that is preconditioned with a single V-cycle of a geometric multigrid solver [99]. For both

velocity and pressure problems, 3 iterations of Gauss-Seidel smoothing are performed on each

multigrid level.

For the first-order accurate projection method, the pressure solution can be approximated

as xp = φ as written in Eq. (3.43); see Brown et al. [98]. In the presence of a spatially-varying

viscosity, a more accurate approximation to the pressure solution can be obtained as

xp =
(
I−∆t µ Lρχ

)
φ, (3.44)

in which µ is a diagonal matrix of cell-centered viscosities corresponding to each pressure
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Figure 3.5. Schematic of the 2D wedge slamming on an air-water interface.

degree of freedom. The above form of xp is derived by approximating the inverse of the Schur

complement of the saddle-point system Eq. (3.36) as done in Cai et al. [78]. Appendix Sec. 6.3

provides the derivation. In the projection preconditioner we update pressure using Eq. (3.44)

instead of Eq. (3.43). Note that in Cai et al. Lρ is the density-weighted Laplace operator, whereas

in this work Lρχ is the density and Brinkman penalty-weighted Laplace operator (Eq. (3.41)).

3.5 Validation of the multiphase VP method: Free falling
wedge slamming into an air-water interface

As a validation case, we simulate the free fall of a two-dimensional and a three-

dimensional wedge slamming against an air-water interface. The top length of the 2D wedge is L

= 1.2 m, which is positioned within a computational domain of extents Ω = [0, 10L]× [0, 5L/2].

The 3D wedge simulation is performed in a computational domain of extents Ω = [0, 10L]×

[0, 5L/3]× [0, 5L/2]. The top surface of the 3D wedge is a square of extents L× L. The origin

O of the computational domains are at the bottom left corner; see Fig. 3.5. The initial coordinates

of the lower-most vertex of the 2D wedge is (x0, y0) = (5L, 23L/12) and that of the 3D wedge is

(x0, y0, z0) = (5L, 5L/6, 23L/12). The wedge makes an angle of 25◦ with the horizontal and its

free fall height is ∆s = 13L/12. There is a distance of 5L/12 between the wedge vertical sides

and the lateral wall of the 3D computational domain. The depth of the water column is 5L/6 and

the remainder of the domain is occupied by air. We assume the density of water is ρL = 1000

kg/m3 and the viscosity is µl = 10−3 Pa·s. For air, the density is assumed to be ρG = 1.2 kg/m3
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and viscosity to be µg = 1.8×10−5 Pa·s. Wedge density is assumed to be ρS = 466.6 kg/m3 and

its fictitious viscosity µs is the same as that of water.

The computational domain for the 2D case is discretized into a uniform grid of size

1200× 300, which corresponds to 120 grid cells per wedge length. The uniform mesh spacing

is ∆x = ∆y = 0.01 m. A similar grid size in 3D would be computationally very expensive;

therefore, we employ an adaptive mesh refinement framework to keep the mesh resolution

high in only a few select regions. Among these are regions containing immersed bodies,

air-water interfaces, and vorticity of large magnitude. The 3D domain is discretized using

` = 3 grid levels with a refinement ratio nref = 2. The mesh spacing on the coarsest level is

∆x0 = ∆y0 = ∆z0 = 0.04 m and on the finest level is ∆xmin = ∆ymin = ∆zmin = 0.01 m. A

constant time step size of ∆t = 6.25 × 10−5 s is used in both cases. As determined by a grid

resolution study (see Fig. 3.12), the mesh and time step size used are adequate to resolve the FSI

dynamics of the freely falling wedge.

Figs. 3.6(A) and 3.6(B) illustrate the temporal evolution of the wedge’s vertical position

and velocity, respectively. The results are in good agreement with previous 3D volume of fluid

simulations of Pathak et al. [2] 3 and experimental study of Yettou et al. [3]. There is some

mismatch between the 2D simulations and experimentally measured dynamics during later

times. In contrast, the present 3D simulation agrees better with the 3D simulations of Pathak et

al. [2] and the experimental results of Yettou et al. [3]. Fig. 3.6(B) illustrates how the vertical

velocity of the wedge decreases as the wedge penetrates the water and how it reverses directions

due to buoyancy forces. Fig. 3.6(C) compares the vertical hydrodynamic force (viscous and

pressure forces) on the wedge surface over time for both 2D and 3D cases. Some differences are

observed. A peak load around the time of slamming (t ≈ 0.52 s) can be observed in the figure.

Fig. 3.7 shows the evolution of wake behind the falling 2D wedge and the vortex shedding upon

slamming. This type of wake has also been observed in experiments with falling cones [100].

In Fig. 3.8 we show pressure in the domain at various times. As the 2D wedge impacts, a high

3Pathak et al. also impose a contact angle condition at the three material points in their volume of fluid simulation.
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(A) Vertical postion (B) Vertical velocity

(C) Vertical force

Figure 3.6. Temporal evolution of a free falling wedge slamming against an air-water interface:
(A) vertical position; (B) vertical velocity; and (C) vertical component of the hydrodynamic force
for 2D and 3D wedge case. The simulation results are compared against previous 3D volume of
fluid simulations of Pathak et al. [2] and experimental study of Yettou et al. [3].

pressure region forms at its bottom tip. When the wedge penetrates further into the water, the

high pressure region shifts to its inclined surface. After a period of time, the pressure in the

domain becomes hydrostatic (increases linearly with depth).

Fig. 3.9 shows the fluid-structure interaction of the 3D wedge case simulated using AMR

at three distinct time instances: (left column) density plot; (center column) mesh levels; (right

column) shed vortex structures shown on a 2D slice of the domain taken at y = 5L/6 . Initially,

the finest mesh level captures only the air-water interface and the region around the 3D wedge.

More fine mesh regions are dynamically generated when the wedge slams the air-water interface,
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(A) t = 0.4375 s (B) t = 0.4375 s

(C) t = 0.5625 s (D) t = 0.5625 s

(E) t = 0.875 s (F) t = 0.875 s

(G) t = 1.25625 s (H) t = 1.25625 s

Figure 3.7. Temporal evolution of free falling 2D wedge slamming into an air-water interface:
(left) density and (right) vorticity generated in the range -100 to 100 s−1.
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(A) t = 0.525 s (B) t = 0.55 s

(C) t = 0.65 s (D) t = 1.25 s

Figure 3.8. Temporal evolution of pressure in the domain for a free falling 2D wedge slamming
on an air-water interface.
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Figure 3.9. Temporal evolution of a free falling 3D wedge slamming on an air-water interface
using AMR: (left) density; (center) different mesh levels with the coarsest level shown in red
boxes and the finest level shown in blue boxes; and (right) vorticity generated in the air region
shown on a 2D slice of the domain at y = 5L/6. Vorticity is in the range -50 to 50 s−1.

so that larger vortex structures shed in the air phase can be resolved accurately.

Fig. 3.10 shows the percentage volume (or mass) change for the liquid and gas phases

in the 2D wedge case. The percentage error Ev is defined as Ev = |v(t)−v0|
v0

× 100, in which

v(t) =
∫

Ω
Hflow dΩ is the volume occupied by the gas phase at time t, and v0 = v(t = 0) is its

volume at the beginning of the simulation. The liquid volume/mass can be defined similarly. The

errors are below 1% and they decrease as the grid refines.

3.5.1 Choosing the right κ value for the multiphase FSI model and its
effect on the contact line

In both 2D and 3D wedge problems considered in this section, the permeability coefficient

is taken to be κ = ∆t/ρS ∼ O(10−8). While this value is small, it does not approach machine

precision. In the case of a small but non-zero value of κ, the Brinkman penalty term only weakly

imposes the no-slip condition on the solid surface. Weak no-slip conditions on solid surfaces can

also allow fluid to penetrate into porous solids and wet them. It is also possible to observe this
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(A) Percentage change in liquid volume (B) Percentage change in gas volume

Figure 3.10. Percentage volume (or mass) change Ev of liquid and gas as a function of time for
the two-dimensional wedge case under grid refinement.

Figure 3.11. Evolution of the zero contours of fluid φ (black line) and solid ψ (red line) level set
functions.
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wetting phenomenon in Fig. 3.11, which illustrates the temporal evolution of the zero contours of

the fluid and solid level set functions. When the wedge impacts the water surface, the liquid-gas

interface deforms and conforms to the wedge shape. Over time, the liquid-gas interface gradually

wets the wedge to conserve mass and to achieve force balance (weight of the wedge = buoyancy

force). Once the system reaches mechanical equilibrium (when velocity is zero everywhere after

a long time), the air-gas interface flattens out and returns to its original shape.

Fluid leakage into an immersed structure is a common trait of immersed boundary (IB)

methods that use penalty forces to enforce no-slip conditions. Most IB methods in this category

use delta functions proposed by Peskin; for a description of the leakage problem for single phase

IB methods see [38, 101, 81, 102, 103]. By lowering κ, it is possible to control flow leakage

within the Brinkman/volume penalization approach. However, this will make the system of

equations stiff. For the proposed preconditioner, the stiff system of equations is not an issue.

The solver remains robust even at very low values of κ ∼ O(10−12), as demonstrated in the

next Sec. 3.6. Nevertheless, very small κ values break a key assumption behind the multiphase

FSI model employed here: to conserve mass and to achieve force balance, we need the fluid

to penetrate the structure. Moreover, we need to relax the no-slip boundary condition for the

tangential velocity components to avoid singularities in tangential stress and pressure at the

contact line. Considering the falling wedge problem, we can understand the need for normal

penetration of the fluid into the impacting wedge as follows:

The enclosed domain consists of liquid and gas phases at t = 0. As far as material

mass is concerned, the wedge is not present (recall that the structure domain is fictitious and the

immersed body interacts only through the penalty term in the momentum equation). Imagine that

the wedge comes to rest after a very long time, and we have imposed the no-penetration boundary

condition perfectly throughout the simulation. For the tangential components of velocity we

can assume either a slip or no-slip condition for the purpose of this discussion. Eventually, the

air-water interface will conform to the wedge geometry (also called the “dry” contact line or the

180 degree contact angle condition), and both the stationary water level and wedge will be in
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equilibrium. However, this implies that the wedge has displaced the liquid and placed air in the

region where it is submerged. At the stationary air-water interface comprising both horizontal

and wedge-shaped regions, the hydrostatic pressure level is the same. Physically, this is not

possible as the horizontal and curved-down regions of the interface are at different elevations.

Instead, the method allows liquid and gas to penetrate the wedge, conserving both phases’ mass

and achieving the same (hydrostatic) pressure at the air-water interface. In the model, if κ is not

too small, this mechanism is permitted. Fluid leakage also means contact angle conditions cannot

be controlled directly, and they emerge numerically from mass and force balance conditions. Our

simulations demonstrate this in Fig. 3.11. Initially, the contact angle appears to be 180 degrees.

However, over time, the fluid penetrates into the porous solid at some numerical or apparent

angle less than 180 degrees. A further discussion on the issue of fluid entering the immersed

structure is provided at the end of this section.

Based on empirical tests, κ = ∆t/ρS represents a robust choice for multiphase FSI

models. This results in a continuous air-water interface near the triple points and within the

solid, as well as converged FSI dynamics. In Fig. 3.12, we show the convergence of 2D wedge

velocity and position, and liquid-gas interface at three grid resolutions: coarse, medium, and fine.

Numerical instability occurs when κ is lowered by a factor of 2 or more. In the simulations we

observe a sudden large rise in pressure and velocity magnitude at triple points when the wedge

meets the air-water interface; very low κ values do not affect the stability of the simulations when

the wedge is completely in the air phase. This is because the no-slip condition for the tangential

velocity components at the contact line leads to singularities in shear stress and pressure. Huh

and Scriven analyzed this situation analytically in their 1971 paper [104], where they considered

a solid driven into phase B from phase A (similar to the wedge problem considered in this

section). The authors showed that the classical no-slip condition (for the tangential velocity)

breaks down as it leads to infinite stress and pressure at the contact line and remarked that “not

even Herkales [Hercules] could sink a solid if the physical model [i.e., the no-slip model] were

entirely valid, which it is not.” As a possible means to remedy this situation, Huh and Scriven
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(A) Vertical postion 2D wedge (B) Vertical velocity 2D wedge

(C) Liquid-gas interface

Figure 3.12. Grid convergence study for the free falling 2D wedge case: (A) vertical position;
(B) vertical velocity; and (C) liquid-gas interface at two different time instants. κ = ∆t/ρS is
used as the penalty factor. A uniform time step size of ∆t = 2.5× 10−4 s is employed for the
coarse grid, which is halved for each successively refined grid.

suggest using a slip model (see Eq. 37 of [104]) in the tangential direction, which is what the

Brinkman penalty term is also doing. Furthermore, the authors in [104] also suggest relaxing the

no-slip condition in the normal direction, where they remark “Relaxing the normal component

of the adherence condition, Eqs. [2] and [5], in the immediate vicinity of the contact line—to

allow for fracture, for example–is another possibility, but seems to demand slip anyway, along

the fluid interface.” Thus, low but non-zero κ values in the volume penalization approach allow

tangential slip and mass flux into the solid. The simulations presented in this section confirm

Huh and Scriven’s theoretical analysis. Multiple viewpoints (e.g., force and mass balance at

the final equilibrium position and singularities in shear stress and pressure) lead to the same

conclusion that κ should not be taken too low. Further physical insights on the effect of κ on

the contact line/angle are provided in Sec. 3.6.2, where we consider a different multiphase FSI

problem (a rigid cylinder heaving on an air-water interface).
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Last but not least, we discuss the usefulness of our multiphase FSI model for certain

classes of problems (e.g., wave energy converters, water entry/exit of marine structures), despite

the fact that a specified contact angle condition cannot be directly imposed and that fluid

penetrates the structure. For the former issue, at the scale of these ocean engineering problems,

the contact angle boundary condition, or for that matter, the surface tension force as a whole

does not affect the device/structure dynamics. As a concrete example, let’s consider the water

entry of the wedge simulated in this section. The structure length scale is L = 1.2 m, whereas

the capillary length scale is lc ∝
√

γ
(ρL−ρG)g

≈ 2.7 mm. The structure is ≈ 500x larger than

the capillary length. The grid resolution that we used (same as that of Pathak et al. [2], who

impose static contact angle conditions [the validity of this assumption is questionable during the

dynamic phase of impact] over the surface of the impacting wedge) to capture the rigid body

dynamics of the wedge is ∆x = ∆y = ∆z = 0.01 m or 10 mm, which is 4x larger than the

capillary length scale. Now imagine that the wedge comes to rest after a long period of time and

the entrained air near the contact line has either dissolved or escaped. In this scenario the static

contact angle condition becomes valid. Assuming the wedge is metallic (hydrophilic surface with

θstatic = 60◦ < π/2) the air-water interface/meniscus will rise by a height of lc cot(θstatic) ≈ 1.55

mm, which is ≈ 777x smaller than the wedge dimensions, and falls in the subgrid scale (≈ 10x

smaller than the cell size). In more practical ocean engineering problems, marine structures

typically span a length of 25 - 500 m. Therefore, it is computationally unfeasible/impractical to

resolve capillary length scales/triple points along with structure and wave dynamics. Furthermore,

the dynamic contact angle conditions under these highly turbulent and unsteady conditions are

not well known/studied.

Regarding the issue of fluid penetrating the structure, technically speaking, this should

not happen. If this happens it means that some fluid is taken from the surrounding reservoir.

For ocean engineering problems, the reservoir volume is very large in comparison to how

much fluid penetrates the structure. Fluid-structure interaction is typically not affected by

this. There are specialized numerical techniques (e.g., cut-cell methods) that prevent this from
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happening [71, 72]. These methods also employ discontinuous interface capturing methods like

the volume of fluid method to truncate the air-water interface on the surface of the body. The

VP method employing the level set method assumes the air-water interface is continuous which

does not truncate on the structure surface. It remains a future endeavor to develop a VP/fictitious

domain method that (i) does not permit fluid from entering the structure; (ii) satisfies mass

balance and momentum equations; (iii) imposes a specified contact angle condition; and (iv)

keeps the air-water interface continuous/smooth. To summarize, the current multiphase FSI

model can only be used for problems that do not depend critically upon imposing a specific

contact angle condition (i.e., problems with length scale much larger than the capillary length

scale), and where the reservoir volume is much larger than the structure volume. As a final note

on the multiphase FSI model, there have been several studies in the literature which have ignored

contact angle conditions at material triple points, and have allowed the liquid-gas interface to

penetrate/exist within the solid region; see for example [105, 106, 107, 15, 16, 108]. In [106] the

authors mention that “In the present work, we assume that the solids are filled with a “virtual”

fluid with density and viscosity equal to the largest among all fluids in the domain.” In [15]

the authors show the penetration of the liquid-gas interface into the initially dry solid for their

coupled volume of fluid and Brinkman penalization approach. And in [108] the authors show

the air-water interface passing through a floating buoy in a numerical wave tank. A coupled level

set and immersed boundary method (similar to the VP method) was used in [108].

3.6 Results and discussion

In this section, we consider two nontrivial test problems to demonstrate the efficacy of

the projection preconditioner to solve the coupled velocity-pressure system written in Eq. (3.36).

In the first problem, a uniform density and viscosity flow is considered in a complex domain.

Using the method of manufactured solutions, we compute the spatial order of accuracy of the

solution (u and p), and monitor the number of iterations the outer FGMRES solver takes to
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converge with decreasing values of κ. In the second case, we study the free-decay of a rigid

cylinder heaving on an air-water interface. The heave displacement of the cylinder is compared

against literature to assess the accuracy of the FSI solution. The number of iterations taken by

the Krylov solver to converge are monitored for this case as well. In contrast to the first problem,

the density and viscosity of the three phases (solid, liquid, gas) differ by orders of magnitude in

the second problem.

In the tests, the outer FGMRES solver is deemed to be converged if a value of 10−9 or

below is reached for the norm of the relative residual

R =
||r||
||b|| =

||b−Mx||
||b|| . (3.45)

For velocity and pressure subdomain problems, the inner Richardson solver (that is precondi-

tioned with a single multigrid V-cycle) is set to use only a single iteration. We remark that if

the preconditioner employs a fixed number of Richardson iterations (as considered here, which

is equal to one), then it is also possible to use the more memory-efficient GMRES solver as

the outer Krylov solver. However, here we report the convergence rate of the FGMRES solver

(which requires roughly twice the amount of memory compared to GMRES), as it exhibits more

uniform convergence behavior across a wide range of thermo-physical parameters, i.e., µ and ρ.

3.6.1 Uniform density and viscosity flow in a complex domain

Consider a computational domain Ω ∈ [0, 2π]2 which embeds a circular cylinder of

radius R = 1.5 at its center (π, π) as shown in Fig. 3.13. A steady state manufactured solution

for velocity u and pressure p

uexact(x, t→∞) = sin(x) cos(y), (3.46)

vexact(x, t→∞) = − cos(x) sin(y), (3.47)

pexact(x, t→∞) = sin(x) sin(y), (3.48)
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Figure 3.13. Schematic of the computational domain. Here, g = −p+ 2µ∂v
∂y

= sin(x) sin(y)−
2 cos(x) cos(y) is the imposed normal traction on the top and bottom boundaries. For the top
boundary n = (0, 1) and for the bottom boundary n = (0,−1).

is used to drive a constant density ρ(x, t) ≡ 1 and viscosity µ(x, t) ≡ 1 flow in the domain.

Specifically, Eqs. (3.46)-(3.48) are plugged into the momentum Eq. (5.6) to determine the body

force f that drives the flow. The manufactured solution is also used to impose boundary conditions

on ∂Ω and inside the fictitious cylinder Ωb. On the left and right ends of the domain, we impose

velocity boundary conditions u = uexact and v = vexact. On the top and bottom boundaries a

combination of normal traction n ·τ ·n = g = −p+2µ∂v
∂y

= sin(x) sin(y)−2 cos(x) cos(y) and

tangential velocity u = uexact condition is imposed. Here, τ = −pI + µ (∇u +∇uᵀ) denotes

the hydrodynamic stress tensor. The velocity inside the cylinder is prescribed to be ub = uexact.

The initial conditions for velocity and pressure are taken to be zero.

Five grid sizes N ×N = {642, 1282, 2562, 5122, 10242} are used to run the simulations

starting from t = 0 till steady state is reached. nsmear = 1 is used in Eq. (3.23) to smear the

fluid-solid interface. A constant time step size of ∆t = 1 × 10−3 is used in all simulations,

which maintains convective CFL number below 0.35 for all grid sizes N . The permeability

coefficient κ should be kept small, but not too small to avoid the plateauing of spatial dis-

cretization errors [7, 15]. To study the effect of κ on the spatial order of accuracy of u and
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p solutions, as well as on the solver convergence rate, we consider three different values for

κ = {∆t/ρ, ∆t/100ρ, ∆t/10000ρ} in the numerical experiments. Note that ∆t/ρ is the maxi-

mum value which κ can or should take as per the inertial scale χ/κ ∼ ρ/∆t. Another possibility

is to select κ based on the viscous scale χ/κ ∼ µ/h2, in which h is the uniform cell size. Here,

our strategy is to start with the maximum value of κ based on the inertial scale, and then reduce

it progressively till no further improvement in the solution is observed.

We first present the spatial order of accuracy of the Brinkman penalized u and p solutions.

The error between steady state numerical and analytical solutions is denoted E . As can be

observed in Fig. 3.14, second-order pointwise (L∞-norm) convergence rate is obtained for

both velocity and pressure errors when κ = ∆t/ρ, ∆t/100ρ. For a very small value of

κ = ∆t/10000ρ = 1 × 10−7, the error in velocity and pressure saturates after a certain grid

size (N = 128 in Fig. 3.14(C)). To understand this trend, we compare the magnitudes of the

Brinkman penalty coefficient χ/κ and the discrete inertial and viscous scales, by plotting the

latter two as a function of grid size N in Fig. 3.15. The discrete inertial scale ρ/∆t remains

constant (because of the constant time step size ∆t), whereas the discrete viscous scale varies

quadratically (linearly on a log scale) with N . The magnitude of the inertial scale is larger than

the viscous scale for the first two grids, and vice versa for the remaining grids. For the largest

value of κ = ∆t/ρ, although the penalty coefficient χ/κ = ρ/∆t is not always larger than the

viscous scale, second-order convergence is still observed. When κ = ∆t/100ρ, the Brinkman

penalty coefficient is significantly larger than the inertial scale and comparable with the viscous

scale. Second-order pointwise convergence is obtained for this κ value as well. However, when

κ is decreased further to ∆t/10000ρ, the Brinkman penalty becomes four orders larger than the

inertial scale and two orders larger than the viscous scale. This large penalty value causes the

errors to saturate. Note that in this problem we imposed spatially-varying traction boundary

condition on the top and bottom boundaries of ∂Ω, and obtained second-order convergence rates

for velocity and pressure solutions. This is not possible to achieve if pressure and velocity are

solved in a split manner using projection method as a solver.
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(A) κ = ∆t/ρ (B) κ = ∆t/100ρ

(C) κ = ∆t/10000ρ

Figure 3.14. Spatial order of convergence of the volume penalized Navier-Stokes system using
manufactured solutions and different values of κ.

Figure 3.15. Discrete inertial and viscous scales as a function of grid size N .
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(A) Relative residual when θ = 0 (B) Relative residual when θ = 1

Figure 3.16. Convergence rate of the preconditioned FGMRES solver during the first time
step of the simulation (A) without and (B) with the Brinkman penalty term in the projection
preconditioner. The grid size is N = 256.

Next, we study the impact of κ on the convergence rate of the preconditioned FGMRES

solver. For this problem, the first time step poses the most difficultly for the (iterative) Krylov

solver as the initial zero guess for velocity and pressure is far-off from the true solution at t = ∆t.

Therefore, it suffices to monitor the solver performance at the first time step only to evaluate the

efficacy of the preconditioner. We run this test case with and without the Brinkman penalty term

χ̃/κ in the projection preconditioner. In practice, we re-define ρ−1
χ with the help of a boolean

parameter θ

ρ−1
χ =

(
ρ̆ + θ

χ̃∆t

κ

)−1

, (3.49)

so that by setting θ = 1 in ρ−1
χ we obtain the new projection method and by setting θ = 0 we

revert to the projection methods of Bergmann and Iolla [11] and Sharaborin et al. [15].

Fig. 3.16 compares the convergence rate of the projection method preconditioned FGM-

RES solver for different κ values. The grid size is taken to be N = 256. When the Brinkman

penalty is excluded from the projection step (i.e., θ = 0 in Eq. (3.49)), we note from Fig. 3.16(A)

that the number of iterations required to convergence to a relative residual ofR = 10−9 increases

approximately by a factor of 10 with decreasing values of κ. However, with the proposed
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Figure 3.17. Performance of the preconditioned (θ = 1) FGMRES solver during the first
200 time steps of the simulations. The average number of iterations required to converge for
κ = ∆t/ρ, κ = ∆t/100ρ, and κ = ∆t/10000ρ are 6, 4 and 2, respectively. The grid size is
N = 256. Here, only a single-cycle of fixed-point iterations is considered.

projection method (i.e., θ = 1 in Eq. (3.49)) the convergence of the FGMRES solver remains

robust. This can be observed in Fig. 3.16(B) where the solver converges with approximately

10 iterations for all three κ values. This clearly demonstrates the importance of including the

Brinkman term in the projection method. In fact, with decreasing κ (or increasing penalty)

values, the convergence rate of the solver actually improves. This can be attributed to A matrix

of Eq. (3.37) which becomes diagonally dominant when the penalty coefficient is larger than the

viscous scale. This in turn makes the velocity subdomain problem “easier” to solve.

To present a more complete picture of the solver performance as the simulation progresses,

Fig. 3.17 presents the number of iterations to converge for the first 200 time steps. Here, only a

single cycle of fixed-point iterations is employed as the number of FGMRES iterations reduces

(substantially) at iteration 2 and beyond. Thus, the “worst-case-scenario” is considered. The grid

size is taken to be N = 256 and the same three κ values are considered. It is clearly seen that

with decreasing κ values or conversely with increasing penalty values, the average number of

iterations to converge decreases.

Thus far in this section, we demonstrated the efficacy of the new projection preconditioner

on a single grid N = 256. To demonstrate that the proposed preconditioner is scalable, Fig. 3.18
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Figure 3.18. Convergence rate of the preconditioned (θ = 1) FGMRES solver during the first
time step of the simulation on three grids: N = 256, 512, 1024. The permeability parameter is
taken to be κ = ∆t/100ρ.

reports the convergence rate of the preconditioned FGMRES solver on three grids: N =

256, 512, 1024. The permeability parameter is taken to be κ = ∆t/100ρ, which is larger than

both inertial and viscous scales as discussed earlier. In Fig. 3.18 it can be observed that the

solver’s convergence rate remains approximately the same, even when the degrees of freedom,

xu and xp, increase substantially with increasing grid size.

Based on the results presented in this section we conclude that: (1) the proposed projec-

tion method is a scalable preconditioner for the volume penalized incompressible Navier-Stokes

system; (2) it is possible to achieve pointwise second-order accuracy in velocity and pressure

solutions with nontrivial traction boundary conditions without sacrificing computational effi-

ciency; and (3) a reasonable starting value for the permeability parameter is κ = ∆t/ρ. In the

next section we consider a three phase FSI problem to demonstrate that the proposed projection

preconditioner remains effective even with spatially varying ρ and µ.

3.6.2 Free-decay of a rigid cylinder heaving on an air-water interface

We consider a two-dimensional computational domain of extents Ω ∈ [0, L] × [0, H]

to simulate the heaving motion of a 2D cylinder on an air-water interface; see Fig. 3.19. The

length of the domain is L = 10 m, height is H = 0.2L, and the origin O is located at the bottom
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Figure 3.19. Schematic of a 2D cylinder heaving on an air-water interface.

left corner. The radius of the cylinder is R = 0.0762 m. Water of density ρL = 1000 kg/m3 and

viscosity µl = 10−3 Pa·s occupies the computational domain from y = 0 to y = 16R and air of

density ρG = 1 kg/m3 and viscosity µg = 1.8× 10−5 Pa·s occupies the domain from y = 16R

to y = H . The solid cylinder is half-buoyant and has a density of ρS = 500 kg/m3. Its fictitious

viscosity µs is taken to be same as that of water. The initial center of the cylinder is located

slightly above the air-water interface (xc, yc) = (L/2, 16R + R/3) from where it is released.

The cylinder decays freely under the action of gravity and hydrodynamic forces. The cylinder’s

heave (vertical) degree of freedom is free, whereas its surge (horizontal) and pitch (rotational)

motions are locked. No-slip (zero-velocity) boundary conditions are imposed along ∂Ω. To

smoothly transition between different material properties while keeping the liquid-gas and fluid-

solid interfaces sharp, one grid cell on either side of the interface is considered (nsmear = 1 in

Eqs. (3.22) and (3.23)). The surface tension of water does not affect the dynamics of the cylinder

at this scale and is neglected in the simulation.

The domain is discretized with a uniform grid of size 6000 × 1200 such that there are

46 grid cells per radius of the cylinder. A constant time step of ∆t = 10−3 s is used which

maintains the convective CFL number below 0.5. The permeability coefficient is taken to be

κ = ∆t/ρS. Newton’s second law is used to compute the rigid body velocity of the cylinder ub,

which requires integrating hydrodynamic traction over the irregular surface of the immersed

body. This procedure is explained in our prior works [41, 40]. Fig. 3.20 shows the temporal
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Figure 3.20. Temporal evolution a cylinder heaving on an air-water interface: (left) density and
(right) vorticity generated in the range -1 to 1 s−1.

evolution of the heaving cylinder at various time instances. The vertical displacement of the

cylinder is shown in Fig. 3.28 and compared with prior immersed boundary (IB) simulations

of Nangia et al. [4]. Here, T = t
√
g/R and ȳ = 3y/R denote the non-dimensional time and

vertical displacement of the cylinder, respectively. An excellent agreement is obtained with the

prior study. After a while, the heaving motion of the cylinder ceases and its center coincides

with the free water surface. An illustration of the temporal evolution of the zero contours of the

fluid φ and solid ψ level set functions can be found in Fig. 3.22. Within the cylinder and near the

material triple points, the air-water interface remains continuous.

Fig. 3.23 shows the percentage volume/mass change of liquid and gas over time. κ =

∆t/ρS is taken and Ev is computed numerically as described in Sec. 3.5. There is a very small

percentage change in volume, less than 0.006%. The Ev value decreases further under grid

refinement.

Effect of κ on the contact line motion and solver performance

Unlike the falling wedge problem considered in Sec. 3.5, where the solid evolved from a

non-wet state to a wet state, here the rigid cylinder starts out in the wet state at T = 0. Recall

that the liquid-gas interface could not penetrate the wedge when κ was lowered below ∆t/ρS (by
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Figure 3.21. Temporal evolution of the non-dimensional vertical displacement ȳ of the cylinder.
The heave displacement of the cylinder is compared against the prior simulations of Nangia et
al. [4]

Figure 3.22. Evolution of the zero contours of fluid φ (black line) and solid ψ (red line) level set
functions. An enlarged view of the liquid-gas interface near the cylinder’s right side is shown in
the bottom row.
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(A) Percentage change in liquid volume (B) Percentage change in gas volume

Figure 3.23. Percentage volume change Ev of liquid and gas over time for the heaving cylinder
case. Three different grid resolutions are considered. A uniform time step size of ∆t = 2× 10−3

is used for the coarsest grid N = 600 and it is halved for each successive finer grid. The
permeability coefficient is taken to be κ = ∆t/ρS.

a factor of 2 or more) and numerical instability occurred due to the breakdown of the classical

no-slip condition for the contact line. The heaving cylinder case also presents a similar scenario.

The wet cylinder attempts to reach a dry state by conforming the contact line around its outer

periphery. This is observed when κ is further lowered to κ = {∆t/10ρS,∆t/10000ρS}. An

illustration of the situation is shown in Fig. 3.24, which compares contact line dynamics at three

different κ values. Numerical instabilities arise around T = 25 with κ = ∆t/10000ρS. Despite

trying to dry out, the cylinder is unable to do so due to the combination of mass and force balance

conditions. In the intermediate case of κ = ∆t/10ρS, numerical instabilities do not occur due to

imperfectly imposed no-slip conditions. One can clearly see, however, the contact line’s tendency

to align with the cylinder surface (the 180 degree contact angle condition) in the intermediate

case as well. The heave dynamics of the cylinder for the three κ values are compared in Fig. 3.25.

There is a very good match between all three curves and the results reported in the literature

(except for the numerical instability in the lowest κ case).

Next, we examine the effect of κ on the convergence rate of the preconditioned FGMRES

solver by considering three different values of κ = {∆t/ρS, ∆t/100ρS, ∆t/10000ρS}. Here
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Figure 3.24. Evolution of the zero contours of fluid φ (blue line) and solid ψ (mustard line) level
set functions using three different values of
κ = {∆t/ρS,∆t/10ρS,∆t/10000ρS}.
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Figure 3.25. Temporal evolution of the non-dimensional vertical displacement ȳ of the cylinder
using three different values of
κ = {∆t/ρS,∆t/10ρS,∆t/10000ρS}. The heave displacement of the cylinder is compared
against the prior study of Nangia et al. [4]. The sudden drop in the cylinder displacement is due
numerical instabilities that arise for the lowest κ case.

(A) Relative residual when θ = 0 (B) Relative residual when θ = 1

Figure 3.26. Convergence rate of the FGMRES solver during the first time step of the simulation
for the multiphase case of a cylinder heaving on the air-water interface.
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Figure 3.27. Performance of the preconditioned (θ = 1) FGMRES solver during the first 200 time
steps of the simulations for the multiphase case of cylinder heaving on the air-water interface.
The average number of iterations required to converge for κ = ∆t/ρS, κ = ∆t/100ρS, and
κ = ∆t/10000ρS are 4, 3 and 1, respectively. Here, only a single cycle of fixed-point iterations
is employed.

we are interested in testing the performance of the preconditioner at extremely low values

of κ, despite the fact that very low values of κ (which lead to the no-slip condition for the

contact line) are not consistent with the multiphase FSI model [104]. The solver performance is

monitored only at the first time step for the reasons explained in the previous Sec. 3.6.1. The

tests are run with (θ = 1) and without (θ = 0) the Brinkman penalty term χ̃/κ in the projection

preconditioner; see Eq. 3.49. Fig. 3.26 compares the convergence rate of the solver for the three

κ values. As observed in Fig. 3.26(A), without the penalty term, the number of iterations required

to converge to a relative residual of R = 10−9 increases approximately by a factor of 10 for

decreasing values of κ. With the new projection algorithm, the convergence of the solver remains

robust and it convergences within 7 iterations as illustrated in Fig. 3.26(B). Further, Fig. 3.27

shows the number of iterations to converge for the first 200 time steps for the three κ values. Here,

only a single cycle of fixed-point iterations is employed as the number of FGMRES iterations

reduces (substantially) at iteration 2 and beyond. Similar to the results of the previous section,

with decreasing κ values, the average number of iterations to converge decreases. Based upon
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Figure 3.28. Temporal evolution of the non-dimensional vertical displacement ȳ of the cylinder
for different nsmear values. The heave displacement of the cylinder is compared against the prior
immersed boundary (IB) simulations of Nangia et al. [4]

the results of this and the previous section, it can be concluded that the projection preconditioner

is an effective and scalable strategy for both single and multiphase VP INS systems.

Effect of nsmear

We investigate how nsmear values affect the solution accuracy, linear solver convergence

rate, and mass/volume of conserved phases. We consider three different nsmear values, nsmear = 1,

2, and 3, to solve the heaving cylinder problem on a uniform 6000× 1200 grid. κ = ∆t/ρS for

all cases considered in this subsection. The vertical displacement of the cylinder using different

nsmear values is plotted in Fig. 3.28. As can be observed, there is no significant change in the

numerical solution and it is similar to the prior IB simulations of Nangia et al. [4].

Using different values of nsmear, we compare the convergence rate of the linear solver
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Figure 3.29. Convergence rate of the preconditioned FGMRES solver during the first time
step of the simulation (A) without and (B) with the Brinkman penalty term in the projection
preconditioner. The grid size is N = 256.

during the first time step. Fig. 3.29(A) illustrates the linear solver’s convergence rate with θ = 0.

When θ = 0, the solver requires more iterations to converge. However, the convergence rates

are not significantly affected by nsmear values. We achieve a robust convergence rate when the

Brinkman penalty is included in the projection preconditioner, i.e., when θ = 1 as shown in

Fig. 3.29(B). There is no significant difference in convergence rates in this case either with

different values of nsmear.

Finally, we compute the percentage volume change in liquid and gas over time as

a function of nsmear, and is shown in Fig. 3.30. A longer duration of simulation time T is

considered here. We consider a uniform grid of size 6000× 1200 with a constant time step size

of ∆t = 10−3 s. Again, nsmear values do not significantly affect Ev. The errors appear in the same

order for all nsmear values.

While increasing the nsmear value does not affect the numerical solution quantitatively, it

does make the solid-liquid and liquid-gas interfaces more diffuse. This produces diffuse vortex

structures as well. Therefore, we do not recommend using nsmear > 2 in the simulations.
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(A) Percentage change in liquid volume (B) Percentage change in gas volume

Figure 3.30. Percentage change Ev in the volume of liquid and gas over time for the heaving
cylinder case with three nsmear values.

3.7 Conclusions

This work presented a scalable preconditioner for the monolithic solution of the vol-

ume penalized single and multiphase incompressible Navier-Stokes equations. The same pre-

conditioner can also be used to solve volume penalized low Mach Navier-Stokes equations

monolithically. The preconditioner uses a projection algorithm that correctly accounts for the

Brinkman penalty term in both pressure Poisson and velocity update equations. The accuracy

and scalability of the solver under grid refinement were discussed. In contrast to prior experience,

the solver convergence rate improves when the permeability parameter is decreased. However,

the penalized solution’s error saturates at extremely low values of permeability. The inertial

scale (κ = ∆t/ρ) can be used as a reasonable starting point for permeability parameter, which

can be gradually lowered until no further improvement in the penalized solution is observed.

Our robust preconditioner allowed us to consider low κ values for the multiphase FSI model. It

was demonstrated that a dry contact line condition is imposed over the surface of the immersed

body at low values of κ. In addition, low κ values imply a no-slip condition, which leads to

singularities in shear stress and pressure at the contact line [104]. In multiphase FSI simulations,
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low but not too small κ values should be used. κ = ∆/ρS is a robust choice. The robust precon-

ditioner enabled us to select the right penalty value to arrest the solidified surface in the phase

change problem. Additionally, we studied how κ affected solution accuracy for manufactured

solutions with our proposed preconditioner. We also showed that the use of the standard level set

method leads to (an acceptable level of) volume loss of the conserved fluid phases. This loss,

however, is not due to the Brinkman penalty. This can be further confirmed from the coupled

Brinkman penalization and volume of fluid (VoF) simulations of Sharaborin et al. [15]. These

VoF simulations demonstrate mass/volume loss close to machine accuracy. Lastly, we discussed

the limitations of the multiphase FSI model used in this and other works [105, 106, 107, 15, 16]

in Sec. 3.5.1, which are (i) fluid penetrating into the solid; and (ii) inability to impose contact

angle conditions. It was discussed that despite these limitations the model gives a converged FSI

solution for a certain class of problems (e.g., in ocean engineering) that have length scales much

larger than the capillary length scale and where the reservoir volume is much larger than the

structure volume. It remains a future endeavor to develop a VP/fictitious domain method that

overcomes these two limitations while keeping the air-water interface smooth/continuous and

satisfying the mass balance and momentum equations.
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Chapter 4

A low Mach enthalpy method to model
non-isothermal gas–liquid–solid flows with
melting and solidification

This chapter presents a novel low Mach enthalpy method for simulating solidification

and melting problems with variable thermophysical properties, including density. Additionally,

this formulation allows coupling a solid–liquid PCM with a gas phase in order to simulate the

free surface dynamics of PCMs undergoing melting and solidification. We revisit the two-phase

Stefan problem involving a density jump between two material phases. We propose a possible

means to include the kinetic energy jump in the Stefan condition while still allowing for an

analytical solution. The new low Mach enthalpy method is validated against analytical solutions

for a PCM undergoing a large density change during its phase transition. Additionally, a few

simple sanity checks are proposed to benchmark computational fluid dynamics (CFD) algorithms

that aim to capture the volume change effects of PCMs. Furthermore, we solve the enthalpy

equation in conjunction with the Navier-Stokes equation to solve surface tension-driven flows.

Additionally, we propose a robust technique for adaptively refining grids near the liquid-solid

interface, enhancing the accuracy and efficiency of our simulations in critical regions.
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4.1 Introduction

The numerical modeling and simulation of phase change materials (PCMs) is a very

active area of research because they play a key role in energy systems (e.g., concentrated solar

power plants and latent thermal energy storage units [20, 21, 22, 23, 24]), geophysical processes

(e.g., sea ice formation and glacier melting [25, 26]), and manufacturing technologies (e.g.,

casting, welding, and metal 3D printing [27, 28, 29, 30]). The numerical modeling of PCMs is

difficult because the energy equation is nonlinear, and most problems involve liquid flows, and

some also involve gas flows and solid motion. As an example, consider selective laser melting

(SLM) of metal powder as PCM for additively printing complex parts. During the SLM process,

a thin powder layer of thickness 20–100 µm is deposited with the aid of a roller or a blade, and

then fused by a directed laser source that typically scans at a rate of 0.1–1 m/s. After each laser

pass over the powder bed, the solid powder particles melt and evaporate, and the molten metal

pool solidifies to create the print [109]. The solidifying metal can entrain gas plumes from the

surface, causing porosity and keyhole defects [110, 111, 112, 29] in the finished product. The

aforementioned application of metal (powder) as a PCM illustrates the importance of resolving

large density gradients (gas-metal density ratio is ∼ 104) within multiphysics PCM simulations,

which pose stability issues for numerical schemes [113, 114, 115].

Computational fluid dynamics (CFD) models for simulating the phase change of materials

began to be developed in the late 80s and early 90s. According to the way they handle the moving

phase boundary, these models can be categorized into two main groups: (1) deforming and (2)

fixed grid schemes. Fixed grid schemes offer greater flexibility for incorporating additional

physics into heat transfer problems (e.g., fluid flow) and are easier to implement than deforming

grid schemes. They also naturally handle complex topological changes of the interface (merging,

pinching, break-up, self-folding), which the deforming grid methods cannot. In the early

development of fixed grid numerical methods, the volume change in PCM with melting or

solidification was ignored and the variable density in the liquid was described by the Boussinesq
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approximation. This is still practiced today [31, 32, 33, 34, 35, 36, 37], despite significant

improvements in numerical methodologies and the fact that solid–liquid phase changes are

always accompanied by a volume change. Since most existing numerical methods can only

deal with constant density PCMs, the gas phase is neglected and only melting and solidification

are simulated. In the context of metal AM simulations, a recent review paper by Cook and

Murphy [5] demonstrates that in most of the existing studies, the effect of the surrounding gas

flow has been ignored. This is mainly due to the assumption that the powder or substrate cannot

move. In reality, surrounding gas flows are prominent near the laser-interaction zone, where

extreme thermo-capillary forces can drive gaseous pores out of the melt-pool and/or entrain

particles in the melt-pool, resulting in deeper keyhole formation, which has been observed

experimentally [116, 30].

Surface tension plays a crucial role in AM simulations, impacting the curvature of liquid

interfaces, pore shape within the liquid, and melt pool behavior. Specifically, it contributes to

phenomena such as the balling of the melt pool due to Plateau–Rayleigh instability and the

movement/coalescence of partially melted powder due to capillary forces. The Marangoni effect,

caused by temperature or species concentration variations affecting surface tension, is a signifi-

cant driver of liquid flow dynamics in AM processes [5]. Surface tension is strongly influenced

by temperature and concentration, and numerous applications involve temperature/concentration-

dependent surface tension. For example, thermal fluctuations in the atomization of liquids in

the combustion process significantly impact the liquid-gas interface [117]. For instance, thermal

fluctuations during the atomization of liquids in combustion processes significantly affect the

liquid-gas interface [117]. Similarly, using surfactants to reduce the surface tension of liquids

is common in applications such as painting, lubrication, and pesticides [118]. Implementing

surface tension in simulations faces challenges such as accurately defining surface normals and

curvatures. Most studies employ the continuum surface tension model proposed by Brackbill

et al. [119] to include this surface force as a volumetric force in the momentum equation.

The temperature equation is solved in conjunction with the Navier-Stokes equation to simulate
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thermocapillary flows [120, 117, 121, 122, 123] with the assumption that surface tension σ is

dependent only on temperature, i.e., σ = f(T ).

In this chapter, a fixed-grid low Mach enthalpy method is developed to capture density

change-induced flow during PCM melting and solidification. In this formulation a gas phase is

also incorporated and coupled to the solid-liquid PCM region. Our ultimate goal is to develop

a simulation method that can handle simultaneous occurrences of evaporation, condensation,

melting, and solidification. A method such as this would allow realistic modeling of manu-

facturing processes such as metal additive manufacturing, in which all four modes of phase

change are present at the same time. The original enthalpy method (EM) introduced by Voller

and colleagues [124, 125] for modeling melting and solidification of PCMs assumes the two

material phases have the same density. Some recent works [126, 127, 128, 129] have relaxed the

constant density requirement of the enthalpy method, but none to our knowledge have explicitly

or carefully accounted for the volume change effect in this technique. This becomes even

more critical for CFD models [130, 131, 31] that consider three phase gas-liquid-solid flows.

Furthermore, existing numerical works have not verified whether using variable thermophysical

properties (density, specific heat, thermal conductivity) in the enthalpy method produces an

accurate numerical solution when such properties vary widely between phases1. The new low

Mach EM is validated using the analytical solution to the two-phase Stefan problem for a PCM

that undergoes a substantial volume change during solidification. The two-phase Stefan problem

has a non-standard Stefan condition that involves additional jumps in the specific heat and kinetic

energy. To derive analytical solutions, the kinetic energy jump term is dropped from the Stefan

condition as it is usually small in comparison to latent heat. We discuss a way to retain it in the

Stefan condition while still allowing for an analytical solution. Moreover, we use the low Mach

enthalpy method to simulate thermocapillary flows. However, the significant difference between

the previous and current studies is that the temperature is constructed from enthalpy rather than

1This is primarily due to the fact that in enthalpy methods, any thermophysical property is expressed as a
function of a liquid fraction variable that also needs to be solved for. Variable thermophysical properties increase
the nonlinearity of enthalpy methods.
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obtained from the temperature equation. Still, the results are promising.

4.2 Jump conditions across the phase-changing interface

We follow Myers et al. [132] to derive the jump conditions across the phase-changing

liquid-solid interface. The enthalpy equation and energy equation are distinguished at the end of

this section. In addition, we will see how certain jump terms get omitted if the enthalpy equation

is used as the starting point for the derivation. To derive the jump conditions, it is convenient

to express the governing equations for mass balance, momentum, and energy in conservative

form and apply the Rankine-Hugoniot condition across the interface. The conservation laws in

differential form2 read as

∂ρ

∂t
+∇ · (ρu) = 0 (4.1)

∂ρu

∂t
+∇ · (ρu⊗ u + pI)− σCδ(x− s)n = 0 (4.2)

∂

∂t

(
ρ

[
e+

1

2
|u|2
])

+∇ ·
(
ρ

[
e+

1

2
|u|2
]
u + q + pu

)
− σCδ(x− s)u · n = 0. (4.3)

In momentum Eq. (4.2), σ is the surface tension coefficient between the two phases (liquid and

solid in this context), C represents the mean local curvature of the interface, s represents the

position of the interface, δ is the Dirac delta distribution, and n is the outward unit normal vector

of the interface (pointing outwards from the solid and into the liquid phase in Fig. 4.1 (A)).

In energy Eq. (4.3), e denotes the internal energy and q = −κ∇T is the conductive heat flux.

Integrating Eqs. (4.1)-(4.3) across a finite region around the liquid-solid interface and then letting

the volume of the region tend to zero, gives

1. Mass jump across the interface:

(ρL − ρS)u∗ = (ρLuL − ρSuS) · n = (ρLuL
n − ρSuS

n). (4.4)

2Alternatively, one can start with the integral form of the conservation principle and derive the jump condition(s);
see, for example, Delhaye [133].
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Here, u∗ = u · n represent the normal velocity of the interface, and uL
n = uL · n and

uS
n = uS · n represent the near-interface normal component of velocity of the liquid and

solid phase, respectively. The following relation can be obtained by taking the velocity in

the solid to be zero uS = 0

uL
n =

(
1− ρS

ρL

)
u∗. (4.5)

2. Momentum jump across the interface:

(ρLuL − ρSuS)u∗ =
(
ρLuL ⊗ uL + pLI

)
· n−

(
ρSuS ⊗ uS + pSI

)
· n + σCn. (4.6)

The above vector equation can be expressed in terms of normal and tangential jumps.

Taking an inner product of Eq. (4.6) with the unit normal vector n yields

(ρLuL
n − ρSuS

n)u∗ = ρL(uL
n)2 − ρS(uS

n)2 + pL − pS + σC

↪→ pS − pL = ρLuL
n(uL

n − u∗) + σC = −ρSuL
nu
∗ + σC, (4.7)

in which we used Eq. (4.4) to express pressure jump in terms of ρS. Likewise, jump in

the tangential momentum across the interface is obtained by taking the inner product of

Eq. (4.6) with the unit tangent vector t

(ρLuL
t − ρSuS

t )u∗ = ρLuL
nu

L
t − ρSuS

nu
S
t

↪→ (ρL − ρS)u∗ = ρLuL
n − ρSuS

n. (4.8)

Here, uL
t = uL · t and uS

t = uS · t denote the tangential velocity component of the liquid

and solid phase, respectively. In addition, we invoked the no-slip condition at the interface

to equate the tangential velocities of the two phases, uL
t = uS

t . The no-slip assumption

makes the mass and tangential momentum jumps equivalent.
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3. Energy jump across the interface:

ρL

(
eL +

|uL|2
2

)
(u∗ − uL

n)− ρS

(
eS +

|uS|2
2

)
(u∗ − uS

n) = [(qL − qS)

+(pLuL − pSuS)] · n + σCu∗

↪→
[
ρS

(
eL − eS +

|uL|2
2

)
− σC −

(
1− ρS

ρL

)
pL
]
u∗ = [(qL − qS)] · n, (4.9)

in which Eqs. (4.4) and (4.5) have been used to simplify some terms.

The Stefan condition is obtained from the energy jump Eq. (4.9) by expressing internal

energy in terms of temperature T and latent heat L

eS = CS(T S − Tr)−
pS

ρS
, (4.10)

eL = CL(T L − Tr) + L− pL

ρL
. (4.11)

Substituting Eqs. (4.10) and (4.11) into Eq. (4.9) and using Eqs. (4.7) and (4.4) for further

simplifications, yields the Stefan condition

ρS

[
(CL − CS)(Tm − Tr) + L− 1

2

(
1−

(
ρS

ρL

)2
)

(u∗)2

]
u∗ = [κS∇T S−κL∇T L]·n. (4.12)

Here, Tm denotes the melting/solidification temperature attained by the two phases at the interface

and Tr is the phase change temperature in the bulk measured at a reference pressure.

Note that the Stefan condition (Eq. (4.12)) is derived from the energy jump Eq. (4.9),

which considers the change in kinetic energy between liquid and solid across the interface.

Several textbooks derive the Stefan condition from the enthalpy equation and do not include

jumps related to kinetic energy. The reason for this can be traced back to the derivation of the

enthalpy equation, which is determined by subtracting the kinetic energy equation from the

energy equation. The subtraction eliminates terms like 1
2
|u|2. The kinetic energy equation is
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Figure 4.1. Schematics of the (A) two-phase and (B) three-phase problems examined in this
study. A liquid phase is represented by blue, a solid phase by yellow, and a gas phase by white.
Gas and PCM regions are tracked using the Heaviside function H , which is defined to be 1 in the
PCM domain and 0 in the gas domain. Liquid and solid phases are tracked by the liquid fraction
variable ϕ, which is equal to 1 in the liquid phase and 0 in the solid phase. A mushy region is
defined by 0 < ϕ < 1.

obtained by taking an inner product of velocity with the momentum equation and manipulating

derivatives of velocity and pressure to obtain terms like ∇ · (1
2
|u|2) and ∇ · (pu). It is not

possible to manipulate derivatives for a phase change problem since both velocity and pressure

are discontinuous across the interface.

4.3 Analytical solution to the two phase Stefan problem
with density change

In this section, we revisit the two-phase Stefan problem involving a density jump from

Alexiades and Solomon’s textbook [134]. Unfortunately, despite its simplicity, this problem has

not received much attention in the CFD literature. Meanwhile, the single phase Stefan problem,

where only the heat equation is used and no density change-induced fluid flow is involved,

remains the gold standard for validating advanced CFD algorithms for modeling melting and

solidification [135, 130, 136] and boiling and condensation [137, 138] phenomena. In their

textbook [134], the authors drop the kinetic energy jump term from the Stefan condition because

it “destroys” the similarity solution. As we show in this section, this is not the case. A method
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for including it in the analytical solution is discussed. In the early stages of solidification, the

interface velocity is infinite and the kinetic energy term dominates. Likewise, when a cylindrical

or spherical material melts, its melting rate tends to infinity towards the end of the process. There

are situations (certain time periods and length scales) where the kinetic energy term becomes

important, and our analytical solution may prove useful in those instances.

Consider solidification of a liquid in a large static domain Ω := 0 ≤ x ≤ l that is

closed on the left and open on the right. The same setup and analytical methodology can also

be applied to the evaporation/condensation problem. Liquid occupies the whole domain at

t = 0 and has a uniform temperature Ti greater than that of solidification temperature Tm. The

temperature at the left boundary (x = 0) is suddenly lowered to To < Tm at t = 0+, which

remains constant thereafter. The solidification front having position x∗ = s(t) moves in the

positive x-direction as shown in Fig. 4.1(A). The thermophysical properties, i.e., density, specific

heat, and thermal conductivity of the liquid phase are denoted ρL, CL, and κL, respectively. The

respective quantities for the solid phase are denoted ρS, CS, and κS. Solid-to-liquid density ratio

is denoted Rρ = ρS/ρL. In the case where Rρ < 1, the liquid expands as it solidifies, causing an

additional flow in the direction of solidification. Alternatively, if Rρ > 1, the fluid shrinks as it

solidifies, causing a flow in the opposite direction. We seek analytical solutions for temperature,

velocity, and pressure in the liquid and solid domains. Starting with the Rankine-Hugoniot

relation for the mass balance equation (see Eq. (4.4)) the jump in velocity across the interface is

obtained

JuK = uL(s+, t)− uS(s−, t) = uL(s+, t) = (1−Rρ)
ds

dt
. (4.13)

Here, s+ and s− represent spatial locations just ahead and behind the interface, and u∗ = ds/dt

represents interface speed. The velocity in the solid domain ΩS(t) := 0 ≤ x < s(t) is taken to

be zero3, i.e., uS(ΩS, t) ≡ 0, while in the liquid domain ΩL(t) := s(t) < x ≤ l, it is uniform

3In the case of evaporation and condensation, the solid phase will be replaced by gas/vapor in the analytical
model. In the vapor phase, the velocity is also zero everywhere uG ≡ 0. It follows from the continuity equation
∂uG/∂x = 0 and the zero-velocity boundary condition imposed at the left end (x = 0).
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as per the continuity equation ∂uL/∂x = 0. Therefore, liquid velocity can be obtained directly

from interface speed as uL(ΩL, t) ≡ uL(s+, t). Once the solid and fluid velocities have been

determined, it is possible to solve the phase change problem with volume change effects by

solving the energy equation for both solid and liquid phases

ρSCS

(
∂T S

∂t
+ uS∂T

S

∂x

)
= κS∂

2T S

∂x2
∈ ΩS(t), (4.14)

ρLCL

(
∂T L

∂t
+ uL∂T

L

∂x

)
= κL∂

2T L

∂x2
∈ ΩL(t), (4.15)

by taking uS(x, t) ≡ 0 and uL(x, t) ≡ uL(s+, t). Five boundary conditions are required to

determine T S(x, t), T L(x, t) and x∗ = s(t) completely. These include two boundary conditions

T S(0, t) = To and T L(l, t) = Ti and three interfacial conditions:

T S(x∗, t) = T L(x∗, t) = Tm, (4.16)

ρS

[
(CL − CS)(Tm − Tr) + L− 1

2
(1−R2

ρ)

(
ds

dt

)2
]

ds

dt

=

(
κS∂T

S

∂x
− κL∂T

L

∂x

)
x∗
. (4.17)

Here, Tr is the bulk phase change temperature measured at a specified reference pressure pr, and

L is the latent heat of melting/solidification. Eq. (6.24), which is commonly referred to as the

Stefan condition, contains terms related to latent heat and jumps in the specific heat, density, and

kinetic energy of the two material phases; see Sec. 4.2.

As shown in the Appendix Sec. 6.6, Eqs. (6.20) and (6.21) admit similarity solution of
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the form

T S(x, t) = To + A(λ(t)) erf
(

x

2
√
αSt

)
, (4.18)

T L(x, t) = Ti +B(λ(t)) erfc
(

x

2
√
αLt
− s(t)

2
√
αLt

(1−Rρ)

)
, (4.19)

in which αS = κS/(ρSCS) and αL = κL/(ρLCL) are the solid and liquid thermal diffusivities,

respectively, and λ(t) = s(t)

2
√
αLt

is a yet to be determined function of time. These temperature

profiles satisfy the boundary and initial conditions of their respective equations. The unknown

functions A and B appearing in the temperature profiles T S(x, t) and T L(x, t) implicitly depend

on time through λ(t). If λ(t) is time-(in)dependent, so are A and B. To our knowledge, all

textbooks and papers first assume that A and B are constants, and then deduce that λ has to be a

time-independent constant. In contrast, we posit that A and B should actually be determined the

other way around. To wit, the interface temperature condition written in Eq. (6.23)

To + A(λ(t)) erf
(

s(t)

2
√
αSt

)
= Ti +B(λ(t)) erfc

(
s(t)

2
√
αLt

Rρ

)
= Tm,

allows us to express A and B as a function of λ(t):

A(λ(t)) =
Tm − T0

erf
(
λ(t)

√
αL

αS

) and B(λ(t)) =
Tm − Ti

erfc (λ(t)Rρ)
. (4.20)

The temperature distribution in the solid phase is therefore

T S = To + (Tm − To)erf
(

x

2
√
αSt

)/
erf

(
λ(t)

√
αL

αS

)
(4.21)

and in the liquid phase is

T L = Ti + (Tm − Ti)
erfc

(
x

2
√
αLt
− λ(t) (1−Rρ)

)
erfc (λ(t)Rρ)

. (4.22)
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By substituting Eqs. (6.28), (6.29), and s(t) = 2λ(t)
√
αLt into the Stefan condition (Eq. (6.24)),

we obtain a governing equation for λ(t) 4

ρS

[
Leff − (1−R2

ρ)

2

(
λ2αL

t

)]
λ
√
αL =

κS Tm − To
erf
(
λ
√

αL

αS

) e−λ2αL/αS

√
παS

+ κL Tm − Ti
erfc (λRρ)

e−λ
2R2

ρ

√
παL

+O
((

dλ

dt

)3

, ..

)
, (4.23)

in which Leff = L + (CL − CS)(Tm − Tr) is the effective latent heat. In the equation above

O(...) contains terms related to the time derivatives of λ(t), which arise from differentiating s(t)

ds

dt
= λ

√
αL

t
+ 2
√
αLt

dλ

dt
. (4.24)

At the beginning of the solidification process, the interface speed ds/dt → ∞ due to the

leading-order 1/
√
t term. By retaining only this term for ds

dt
in the Stefan condition, we obtain a

time-dependent transcendental equation for λ(t) instead of a differential one

ρS

[
Leff − (1−R2

ρ)

2

(
λ2αL

t

)]
λ
√
αL =

κS Tm − To
erf
(
λ
√

αL

αS

) e−λ2αL/αS

√
παS

+ κL Tm − Ti
erfc (λRρ)

e−λ
2R2

ρ

√
παL

. (4.25)

Furthermore, we demonstrate that the dλ/dt terms can be omitted from Eq. (4.25) through

numerical experiments in Sec. 4.6.1.

From Eq. (4.25) (and also Eq. (6.30)), it is clear that if we keep the density/kinetic energy

jump term in the Stefan condition, λ is an explicit function of time, soA(λ) andB(λ) are implicit

4Due to the absence of the solid phase at the beginning, T S(x, t = 0) is not defined. Furthermore, since λ
is derived using the solutions to T S(x, t) and TL(x, t), it is defined for t > 0. This can also be argued from the
definition of interface position s(t) = 2λ(t)

√
αLt, which does not exist at t = 0. On the other hand TL(x, t = 0) is

defined and is independent of λ thanks to the erfc(.) function in the numerator of Eq. (6.29), which approaches zero
as t→ 0.
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functions of time. By dropping the density/kinetic energy jump term from the Stefan condition,

which is done in the literature, λ becomes independent of time. In this situation, A(λ) and B(λ)

are constants.

The closed form solution for T S(x, t), T L(x, t), and uL(x, t) can be written once λ(t)

has been found from Eq. (4.25) (without considering dλ/dt terms). When Rρ = 1 and Leff = L,

the present analytical solution reduces to the standard Stefan problem solution given in the Hahn

and Özişik textbook [139].

Next we find the variation of pressure inside the fluid and solid phases. First consider the

fluid momentum equation

ρL

(
∂uL

∂t
+ uL∂u

L

∂x

)
= −∂p

L

∂x
+ µL∂

2uL

∂x2
, (4.26)

which simplifies to

ρL(1−Rρ)
d2s

dt2
= −∂p

L

∂x
(4.27)

when uL ≡ (1−Rρ)
ds
dt

is substituted in Eq. (4.26). Integrating the above equation yields a linear

variation of pressure within ΩL(t): s(t) < x ≤ l as

pL(x, t) = pi −
λ(t)

2
√
t3

(l − x)
(
ρL − ρS

)√
αL. (4.28)

Here, pi is the pressure of the liquid phase at the right end (x = l). Due to the assumption that

the liquid phase is incompressible, the domain length l needs to be finite. l, however, is large

enough to accommodate the plateau region of the error function used in Eq. (6.26). In the solid

phase, we obtain a uniform pressure by considering the momentum equation with uS ≡ 0

pS(x, t) = pL(s+, t)− JpK

= pi −
λ(t)

2
√
t3

(l − s(t))
(
ρL − ρS

)√
αL − JpK, (4.29)
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in which JpK = pL(s+, t) − pS(s−, t) = ρS(1 − Rρ)
(

ds
dt

)2 is the jump in pressure across the

interface; see Eq. (4.7).

This completes the analytical derivation of the Stefan problem involving jumps in liquid

and solid thermophysical properties and we now proceed to the new low Mach enthalpy method

formulation.

4.4 A low Mach enthalpy method

The fixed-grid CFD techniques for modeling phase change phenomena can be divided

into two main categories: (1) sharp and (2) diffuse interface methods. A sharp technique treats

the phase boundary as an infinitesimally thin surface, whereas a diffuse technique smears it

over a few grid cells. Therefore, the former class of methods can explicitly impose the jump

conditions of the governing equations within the solution methodology. Using a diffuse interface

formulation, the phase transition occurs across a finite “mushy” region, and thus there is no jump

in the governing equations as all quantities vary continuously. In spite of this, diffuse interface

methods are quite popular in the literature due to their simplicity of implementation, robustness,

and ability to handle more than two phases simultaneously. We consider the diffuse interface

method for simulating solidification/melting of a PCM in this study. In addition, the proposed

method allows us to couple a solid-liquid PCM with a passive gas phase without posing major

problems.

Specifically, we consider the enthalpy method (EM) pioneered by Voller and colleagues

[124, 125] for modeling melting and solidification of PCMs. Phase field methods (PFM) are

another popular diffuse domain approach for modeling phase change phenomena [140, 135].

A major advantage of EM over PFM is that, unlike PFM, the EM does not require additional

material parameters (such as mobility, Gibbs-Thompson, linear kinetic coefficients, mixing

energy density, double-well potential function, etc.) that are usually empirically selected during

numerical simulation. The solid-liquid interface is implicitly tracked in the EM using the liquid
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fraction variable ϕ(x, t) that is defined over the entire domain (x denotes a spatial location

in Ω). ϕ is defined as 1 in the liquid phase, 0 in the solid phase, and between 0 and 1 in the

transition/mushy zone. A temperature interval of ∆T = T liq − T sol (where T liq represents the

liquidus temperature at which solidification begins, and T sol represents the solidus temperature

at which full solidification occurs) is chosen to represent the range over which the phase change

occurs. This assumption is based on the fact that for metal alloys and glassy substances there

is no single melting temperature Tm because the phase change occurs over an extended range

of temperatures from T sol to T liq, and there is a mushy zone between the all solid and all liquid

regions [139]. The energy/enthalpy equation implicitly models phase change—upon changing

phase, the grid cell’s enthalpy adjusts to account for latent heat release or absorption, which

in turn changes the ϕ value. EMs are typically implemented as source-based methods [125],

where the material enthalpy is divided into sensible and latent components. Newton’s method

is used to solve the nonlinear energy equation containing latent heat as a source term. Many

CFD softwares, including ANSYS Fluent and OpenFOAM, support source-based EM (SB-EM).

Studies using SB-EM have often ignored the phase change induced fluid motion resulting from a

density jump between liquid and solid phases. Where applicable, the Boussinesq approximation

is used in the momentum equation to account for density variations within the liquid phase (e.g.,

to model natural convection in a melting PCM [141]).

Some authors have only recently begun considering solid and liquid densities differently

when utilizing the EM method [126, 127, 128, 129]. To solve variable-density mass, momentum,

and energy equations, these works have employed classical finite volume algorithms such as

SIMPLE and PISO [142, 88]. These works suffer from the following shortcomings:

1. While the density field is defined by the liquid-fraction variable ϕ, i.e., an equation of

state (EOS) is defined for the system, it is not explicitly used to constrain the velocity

field. In other words, the continuous formulation does not explicitly distinguish between

the bulk of phases with no change in material volume (where velocity is divergence-free)
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and the narrow mushy region that allows changes in material volume (where velocity is

not divergence-free). The previous formulations also do not guarantee that when all of

the liquid has solidified, or when all of the solid has melted, there are no further volume

changes in the system.

2. A temperature equation is derived from the enthalpy equation. It is done by expressing

enthalpy as a function of temperature, for example, by using h = C(T − Tr) type of

relations. Here, h = e+ p/ρ denotes the specific enthalpy. However, this conversion has

a disadvantage in that the specification of specific heat C, that depends on ϕ, becomes

ambiguous. This is because ϕ evolves with T and it must also be solved for along with

temperature. When solving for T and ϕ, C is usually held constant in the numerical

implementation. As a result, the h = C(T − Tr) relation can be satisfied only weakly.

3. The advection of temperature or enthalpy involves a mass flux term mρ = ρu. The discrete

versions of mass and energy fluxes must be strongly coupled to each other to ensure the

numerical stability of high density ratio flows. Prior works had not ensured this coupling.

4. Lastly, the prior numerical algorithms are only qualitatively validated against complex

experiments [143, 144] (in complicated geometries and configurations). This includes

qualitatively comparing the interface evolution between simulations and experiments

[143, 126]. As a consequence, it is unclear how well the prior continuous and discrete

formulations capture density-induced flows or volume changes in PCMs.

To overcome the aforementioned shortcomings in the prior works, we re-formulate the

original enthalpy method as a low Mach technique. A low Mach approach has been traditionally

applied to gas dynamics applications, like combustion [145, 146] and astrophysical flows [147,

148], however it can also be applied to fluid flow problems. Bell, Donev, and colleagues used a

low Mach formulation to simulate multispecies liquid flows at mesoscales [149, 150, 151]. Our

new low Mach EM formulation keeps the flow velocity divergence-free (div-free for short) in the
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bulk of solid and liquid phases. In the narrow mushy region between solid and liquid, where

the material volume changes, the velocity is not divergence-free (non-div-free for short). The

conditions on the velocity field are made explicit in both the continuous and discrete versions of

our low Mach EM. A minor change in the EOS allows us to include a (passive) gas phase in the

original solid-liquid PCM system. We assume that gas is incompressible and the formulation

ensures that the gas domain’s velocity is div-free. We solve the nonlinear enthalpy equation as it

is without dividing it into sensible and latent components, i.e., we do not follow the source-based

approach. This makes the method more general and allows us to incorporate the gas phase more

easily. Furthermore, this avoids the ambiguity of defining specific heat in the domain when

solving for enthalpy and liquid fraction. We also solve an additional mass balance equation

to strongly couple mass advection with energy and momentum advection. For high density

ratio flows, this step ensures that the numerical scheme remains stable. The new low Mach

EM is validated using the analytical solution to the two-phase Stefan problem for a PCM that

undergoes a substantial volume change during solidification. To illustrate the practical utility of

our formulation, we simulate a metal casting problem showing a pipe defect [152] caused by the

volume shrinkage of solidifying metal. Pipe defects are captured only when the velocity field

is non-div-free, i.e., they cannot be captured by relying solely on a variable density field in the

momentum and energy equations.

4.4.1 Mathematical formulation

In our technique the gas-PCM interface Γ(t) is tracked using the zero-contour of the

signed distance function φ(x, t). φ is defined to be positive in the PCM region ΩP(t) = ΩS(t) ∪

ΩL(t) and negative in the gas region ΩG(t). It is advected with the non-div-free velocity u(x, t)

Dφ

Dt
=
∂φ

∂t
+ u · ∇φ = 0. (4.30)
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A smoothed Heaviside function H(x, t) is used in conjunction with the SDF φ to distinguish the

gas and PCM regions: H takes a value of 0 in the gas region, 1 in the solid-liquid PCM region,

and smoothly transitions from 0 to 1 around Γ = ΩG ∩ΩP with a prescribed width of 2 grid cells

on either side of the gas-PCM interface; see Fig. 4.1(B). Using the Heaviside function H and the

liquid fraction variable ϕ any thermophysical property β (e.g., ρ, C, κ) can be uniquely defined

throughout the domain

β = βG + (βS − βG)H + (βL − βS)Hϕ. (4.31a)

ρ = ρG + (ρS − ρG)H + (ρL − ρS)Hϕ. (4.31b)

When β = ρ, we get the EOS written in Eq. (4.31b).

The EOS and the mass balance equation provide a kinematic constraint on the velocity

field

∂ρ

∂t
+∇ · (ρu) = 0,

↪→∂ρ

∂t
+ ρ∇ · u + u · ∇ρ = 0,

↪→∇ · u = −1

ρ

(
∂ρ

∂t
+ u · ∇ρ

)
= −1

ρ

Dρ

Dt
. (4.32)

The velocity divergence constraint can be expressed in terms of liquid fraction ϕ and Heaviside

function H using the EOS (Eq. (4.31b)) as

∇ · u = −1

ρ

Dρ

Dt

= −1

ρ

(
(ρS − ρG)

DH

Dt
+ (ρL − ρS)

D (Hϕ)

Dt

)
= −1

ρ

(
(ρS − ρG)

DH

Dt
+ (ρL − ρS)

(
H

Dϕ

Dt
+ ϕ

DH

Dt

))
=

(ρS − ρL)

ρ
H

Dϕ

Dt
. (4.33)
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In Eq. (4.33) we have used DH
Dt

= 0 as H follows the same linear advection equation (Eq. (4.30))

as φ. Having derived the low Mach Eq. (4.33) above, we now provide a physical rationale for

the low Mach formulation of the enthalpy method.

Since solid and liquid phases are assumed to be incompressible, the characteristic sound

speed is infinite in both solid and liquid regions. This means that in the bulk of both phases, the

Mach number of the flow is zero. The mushy region between all solid and liquid phases is a

very narrow area that is of the order of a few atomic/molecular diameters. Consequently, the

characteristic sound speed in the mushy region is expected not to deviate significantly from the

bulk solid and liquid phases, and it remains close to infinity. This ansatz allows us to employ a

low Mach model to express density as a function of liquid fraction, which in turn is a function

of enthalpy. A derivation of ϕ-h relation will be provided in this section. Low Mach models

also imply that variations in density don’t affect thermodynamic pressure p̃. Additionally, the

pressure variable p which appears in the momentum equation is mechanical in origin. It serves

as a Lagrange multiplier that enforces the kinematic constraint on the velocity field as written in

Eq. (4.33). We remark that although we call the new EM a “low Mach” method, it is actually a

zero Mach method. This is the common name for the class of models described by equations

such as (4.31a) and (4.33). It is similar to how “low Reynolds number” is most commonly used

to mean “zero Reynolds number.”

The material derivative of the liquid fraction Dϕ
Dt

required on the right-hand side of the

low Mach Eq. (4.33) is obtained from the energy equation, which is written in terms of specific

enthalpy h
∂ (ρh)

∂t
+∇ · (ρuh) = ρ

Dh

Dt
= ∇ · (κ∇T ) +Qsrc. (4.34)

Here, Qsrc represents any heat source/sink term, such as a scanning laser beam. Note that the

enthalpy equation is obtained by subtracting the kinetic energy equation from the conservation

of energy equation by manipulating derivatives associated with velocity u and pressure p. For a

diffuse interface formulation this is acceptable because velocity/kinetic energy and pressure are
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assumed to be continuous across the interface. For a sharp interface approach this leads to the

loss of kinetic energy jump terms; see Sec. 4.2 for further discussion on jump conditions.

Specific enthalpy h of the PCM is defined in terms of its temperature T as

h =


CS(T − Tr), T < T sol,

C̄(T − T sol) + hsol + ϕ
ρL

ρ L, T sol ≤ T ≤ T liq,

CL(T − T liq) + hliq, T > T liq,

(4.35)

and of the gas as

h = CG(T − Tr). (4.36)

In Eq. (4.35), hsol = CS(T sol− Tr), hliq = C̄(T liq− T sol) + hsol +L, and C̄ = CS+CL

2
. C̄ is the

specific heat of the mushy region, which is taken as an average of liquid and solid specific heats.

Eqs. (4.35) and (4.36) imply that PCM and gas enthalpies are zero at T = Tr. The numerical

solution is not affected by this arbitrary choice of reference temperature Tr, and in the numerical

simulations we set the melting/solidification temperature as the reference temperature Tr = Tm

5. We use the mixture model [153] to express density and specific enthalpy in terms of liquid

fraction in the mushy region

ρ = ϕρL + (1− ϕ)ρS, (4.37)

ρh = ϕρLhliq + (1− ϕ)ρShsol. (4.38)

Eqs. (4.37) and (4.38) can also be derived from the general Eq. (4.31a) by substituting H = 1

(which holds true in the PCM region) and β = ρ or ρh.

Substituting h from Eq. (4.35) and ρ from Eq. (4.37) into Eq. (4.38), we obtain a ϕ-T

5Another reasonable choice is to set Tr = 0.
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relation for the mushy region

ϕ =
ρ

ρL

T − T sol

T liq − T sol
. (4.39)

Knowing ϕ in terms of T (Eq. (4.39)) allows us to invert h-T relations. The temperature in the

PCM region

T =



h
CS + Tr, h < hsol,

T sol + h− hsol

hliq − hsol (T
liq − T sol), hsol ≤ h ≤ hliq,

T liq + h− hliq

CL , h > hliq,

(4.40)

and in the gas region

T =
h

CG
+ Tr (4.41)

can be written in terms of h. These T -h relations are used in the Newton’s iterations to solve

the nonlinear Eq. (4.34). Similarly, substituting ρ from Eq. (4.37) into Eq. (4.38), we get a ϕ-h

relation

ϕ =



0, h < hsol,

ρS(hsol − h)
h(ρL − ρS)− ρLhliq + ρShsol , hsol ≤ h ≤ hliq,

1, h > hliq.

(4.42)

Although arbitrary, ϕ in the gas region is defined to be zero.

Finally, Eq. (4.42) allows us to define Dϕ
Dt

for the low Mach Eq. (4.33) as

Dϕ

Dt
=



0, h < hsol,

−ρSρL(hsol − hliq)
(h(ρL − ρS)− ρLhliq + ρShsol)2

Dh

Dt
, hsol ≤ h ≤ hliq,

0, h > hliq.

(4.43)
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The material derivative of h in Eq. (4.43) is obtained from the enthalpy Eq. (4.34) as

Dh

Dt
=

1

ρ
(∇ · (κ∇T ) +Qsrc) .

It is clear from Eq. (4.43) that Dϕ
Dt
6= 0 only in the mushy region where hsol ≤ h ≤ hliq and

T sol ≤ T ≤ T liq. This results in a non-div-free velocity field in the mushy region, but div-free

elsewhere. Therefore, in the absence of mushy regions, velocity is div-free. This can happen

when a liquid phase has solidified completely or when a solid phase has melted completely. Our

formulation, therefore, guarantees that there will be no change in the volume of the system in the

absence of phase change. It can also be seen from Eq. (4.33) that when the densities of the solid

and liquid phases match, there is no induced flow and the velocity is div-free.

In most of the problems considered in this work, the phase change of PCM is induced by

an imposed temperature condition at the domain boundary. There are also cases where phase

change is induced by a heat source, which is denoted by Qsrc in Eq. (4.34). Physically, Qsrc

models melting of metals by lasers, electron beams, or electric arcs, which is common in metal

additive manufacturing processes [5]. The dimension of Qsrc is power (Watts) per unit volume.

In general, laser power is expressed in Watts (or in terms of heat flux). Through the use of the

delta function, an imposed heat flux (q′′) be incorporated into the enthalpy equation as

Qsrc = q′′δ = q′′ |∇B̃|. (4.44)

As in Eqs. (4.47), we use a smooth delta function δ = |∇B̃| that is obtained from a mollified

Heaviside function B̃ in Eq. (4.44).

The low Mach Eq. (4.33) is solved in conjunction with the momentum equation

∂ (ρu)

∂t
+∇ · (ρu⊗ u) = −∇p+∇ ·

[
µ
(
∇u +∇uT

)]
+ ρg − Adu + f st, (4.45)

to obtain the Eulerian velocity u(x, t) and pressure p(x, t) in all three phases. Here, µ(x, t) is the
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spatiotemporally varying viscosity that is defined using Eq. (4.31a), g is the acceleration due to

gravity, and Ad = Cd
ϕS

2

(1− ϕS)3 + ε
is the Carman-Kozeny drag coefficient that is used to retard

any flow in the solid domain, ϕS = H(1− ϕ) is the solid fraction of the grid cell, and ε = 10−3

is a small number to avoid a division by zero and to control the strength of penalty parameter

(Cd/ε) in the solid region. To retard fluid motion within the solid domain, the model parameter

Cd takes a large value. By comparing the magnitudes of the drag force and the first term on the

left hand side of the momentum equation (i.e., equating intertial force to drag force), we obtain a

sufficiently large value for Cd = ρS/∆t. Here, ∆t denotes the time step size of the simulation.

f st is the surface tension force that acts on the liquid-gas interface. The next section details the

numerical algorithm and the time stepping scheme. Due to the large density difference between

the solid, liquid, and gas phases, special care is needed to avoid numerical instabilities. This is

explained in the next section as well. Observe that the momentum equation is expressed using

a diffuse interface formulation, where all quantities are assumed to vary continuously across

the (three) phases. In addition, the Carman-Kozeny drag force strongly influences the pressure

jump/gradient across the mushy region, which is similar to the Darcy-Brinkman equation for

modeling flows in porous media [154]. When a diffuse interface formulation is used for the

momentum equation, p and JpK will generally have numerical values that differ (perhaps by

orders of magnitude) from those of a sharp interface formulation. This is discussed further in the

context of the Stefan problem in the next section.

A continuum surface tension model, proposed by Brackbill et al. [119] is used to account

for surface tension f st along the liquid-gas interface. The surface tension forces in flows with

large gradients of temperature and concentration are nonuniform. Temperature-dependent surface

tension causes additional thermocapillary flows. We assume that the surface tension coefficients

σ are temperature-dependent in this work. This assumption leads to a continuum surface tension
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force of the form

f st = σ(T )C(φ)δn +∇||σ(T ) δ, (4.46a)

↪→ f st = σ(T )C(φ)δn + [∇σ(T )− (∇σ(T ) · n)n] δ. (4.46b)

Here, C(φ) = −∇ · n = −∇ ·
(
∇φ
|∇φ|

)
is the curvature of the interface computed from the level

set function φ, and δ is the smoothed/mollified delta function. Implementing Eq. (4.46b) as

is leads to spurious/parasitic velocity currents near the interface. Francois et al. [] proposed a

well-balanced scheme wherein δ and δ n are obtained from the discrete gradient of a mollified

Heaviside function B̃ as δ = |∇B̃| and δ n = ∇B̃. Furthermore, the spatial gradient of

the surface tension coefficient can be expressed as ∇σ = dσ
dT
∇T . With these substitutions,

Eq. (4.46b) becomes

f st = σ(T )C(φ)∇B̃ +∇σ(T )|∇B̃| −
(
∇σ(T ) · ∇φ|∇φ|

)
∇B̃, (4.47a)

↪→ f st = σ(T )C(φ)∇B̃ +
dσ

dT
∇T |∇B̃| −

(
∇T · ∇φ|∇φ|

)
dσ

dT
∇B̃ (4.47b)

dσ
dT

is commonly referred to as the Marangoni surface tension coefficient.

In our numerical simulations we use enthapy Eq. (4.34) in conjunction with surface

tension Eq. (4.47b) to simulate thermocapillary flows. Most thermocapillary flow models in the

literature use temperature equation rather than enthalpy. Using enthalpy equation instead of

temperature does not make any difference at a continuous level, but discretely the results might

differ. Our results for simulating thermocapillary flows match benchmark solutions reported in

the literature, thanks to consistent mass-momentum-enthalpy integrators employed in this work.
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(A) A 2D staggered Cartesian grid (B) A single Cartesian grid cell

Figure 4.2. An illustration of a 2D staggered Cartesian grid. (A) shows the coordinate system for
the staggered grid. (B) shows a single grid cell with velocity components u and v approximated
at the cell faces (→) and scalar variables such as pressure p, specific enthalpy h and temperature
T approximated at the cell center (•).

4.4.2 Discretization

Spatial discretization

The continuous equations of motion are discretized on a locally refined staggered Carte-

sian grid. In this section, we explain the discretization in two spatial dimensions at the coars-

est/single level without sacrificing generality. Locally refined grids are addressed in Sec. 4.5.

The coarsest grid level covers the entire domain Ω with Nx ×Ny rectangular cells. The

cell size in x and y directions is ∆x and ∆y, respectively, as illustrated in Fig. 4.2(A). Unless

stated otherwise, a uniform grid spacing ∆x = ∆y is used for all simulations in this work.

We assume that the bottom-left corner of the computational domain Ω aligns with the origin

(0, 0). The position of each grid cell center is given by xi,j =
(
(i+ 1

2
)∆x, (j + 1

2
)∆y

)
, where

i = 0, . . . , Nx − 1 and j = 0, . . . , Ny − 1. The face center in the x−direction, which is located

half a grid space away from the cell center xi,j in the negative x−direction, is represented by

xi− 1
2
,j =

(
i∆x, (j + 1

2
)∆y

)
, where i = 0, . . . , Nx and j = 0, . . . , Ny − 1. Similar conventions

apply to other face center locations. Scalar variables such as pressure (p), specific enthalpy (h),

131



and temperature (T ) are stored at the cell centers. The x−component of velocity (u) is stored

at the x−direction cell faces, while the y−component of velocity v is stored at the y−direction

cell faces, as depicted in Fig. 4.2(B). Material properties, including density (ρ), are stored at

the cell centers along with interface tracking variables φ and ϕ. Second-order interpolation is

used to interpolate the cell-centered quantities to the faces. Momentum forcing terms, such as

surface tension, gravity, and Carman-Kozeny drag force, are stored at the cell faces as velocity

components. Standard second-order finite differences are employed to approximate the spatial

differential operators. The spatial discretizations of the key continuous operators are as follows:

• The divergence of the velocity field u = (u, v) is approximated at cell centers by

D · u = Dxu+Dyv, (4.48a)

(Dxu)i,j =
ui+ 1

2
,j − ui− 1

2
,j

∆x
, (4.48b)

(Dyv)i,j =
vi,j+ 1

2
− vi,j− 1

2

∆y
. (4.48c)

• The diffusion term in the energy equation is approximated as

D · (κ∇T ) =
1

∆x

(
κi+ 1

2
,j

Ti+1,j − Ti,j
∆x

− κi− 1
2
,j

Ti,j − Ti−1,j

∆x

)
+

1

∆y

(
κi,j+ 1

2

Ti,j+1 − Ti,j
∆y

− κi,j− 1
2

Ti,j − Ti,j−1

∆y

)
(4.49)

• The gradient of cell-centered quantities (i.e., p) is approximated at cell faces by

Gp = (Gxp,Gyp), (4.50a)

(Gxp)i− 1
2
,j =

pi,j − pi−1,j

∆x
, (4.50b)

(Gyv)i,j− 1
2

=
pi,j − pi,j−1

∆y
. (4.50c)
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• The continuous strain rate tensor form of the viscous term is

∇ · [µ (∇u +∇uᵀ)] =

 2 ∂
∂x

(
µ∂u
∂x

)
+ ∂

∂y

(
µ∂u
∂y

+ µ ∂v
∂x

)
2 ∂
∂y

(
µ∂v
∂y

)
+ ∂

∂x

(
µ ∂v
∂x

+ µ∂u
∂y

)
 , (4.51)

which couples the velocity components through spatially variable viscosity

Lµu =

 (Lµu)x
i− 1

2
,j

(Lµu)y
i,j− 1

2

 . (4.52)

• The viscous operator is discretized using standard second-order, centered finite differences

(Lµu)x
i− 1

2
,j

=
2

∆x

[
µi,j

ui+ 1
2
,j − ui− 1

2
,j

∆x
− µi−1,j

ui− 1
2
,j − ui− 3

2
,j

∆x

]
+

1

∆y

[
µi− 1

2
,j+ 1

2

ui− 1
2
,j+1 − ui− 1

2
,j

∆y
− µi− 1

2
,j− 1

2

ui− 1
2
,j − ui− 1

2
,j−1

∆y

]
+

1

∆y

[
µi− 1

2
,j+ 1

2

vi,j+ 1
2
− vi−1,j+ 1

2

∆x
− µi− 1

2
,j− 1

2

vi,j− 1
2
− vi−1,j− 1

2

∆x

]
(4.53a)

(Lµu)y
i,j− 1

2

=
2

∆y

[
µi,j

vi,j+ 1
2
− vi,j− 1

2

∆y
− µi,j−1

vi,j− 1
2
− vi,j− 3

2

∆y

]
+

1

∆x

[
µi+ 1

2
,j− 1

2

vi+1,j− 1
2
− vi,j− 1

2

∆x
− µi− 1

2
,j− 1

2

vi,j− 1
2
− vi−1,j− 1

2

∆x

]
+

1

∆x

[
µi+ 1

2
,j− 1

2

ui+ 1
2
,j − ui+ 1

2
,j−1

∆y
− µi− 1

2
,j− 1

2

ui− 1
2
,j − ui− 1

2
,j−1

∆y

]
, (4.53b)

in which viscosity is required at both cell centers and nodes of the staggered grid (i.e.,

µi± 1
2
,j± 1

2
). Node-centered quantities are obtained via interpolation by either arithmetically

or harmonically averaging the neighboring cell-centered quantities. In this work, we utilize

harmonic averaging.

In terms of convective discretization, we employ the third-order accurate cubic upwind

interpolation (CUI) scheme. The CUI method satisfies both the convection-boundedness criterion
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(CBC) and the total variation diminishing (TVD) property. Specifically, the CUI scheme

demonstrates third-order spatial accuracy in monotonic regions, where the gradient of the

advected quantity remains monotone, and transitions to first-order spatial accuracy in non-

monotonic regions due to upwinding. We do not present the spatial discretization of the advection

equation using CUI here for brevity, but detailed information can be found in our prior publication

[113]. Extending these discretizations to three-dimensional Cartesian grids is straightforward.

For further details on the spatial discretization and boundary conditions on adaptively refined

meshes, refer our prior works [113, 4, 42].

4.4.3 Temporal discretization

In this section, we detail the temporal discretization method utilized in our study for the

continuous equation of motion. Within each time step [tn, tn+1], we employ ncycles cycles of

fixed-point iteration to approximate the solution to the coupled fluid-thermal system. At the start

of the simulation (t = 0), all variables are initialized with the initial conditions of the problem.

At the beginning of the each time step, with cycle number k = 0, variables are initialized to

their values from the previous time step, denoted as un+1,0 = un, pn+ 1
2
,0 = pn−

1
2 , hn+1,0 = hn,

φn+1,0 = φn, and ϕn+1,0 = ϕn, and iterated till k = ncycles − 1. Convective and surface tensions

terms are treated explicitly, while other terms are treated implicitly. Unless otherwise specified,

ncycles = 2 is used in this work.

Consistent mass-momentum integrators

For incompressible multiphase flows, mass is advected indirectly via an interface tracking

variable. In the present work this corresponds to the advection of the level set variable φ. The

momentum equation also contains a mass flux term mρ ≡ ρu in the the convective operator

∇ · (ρu ⊗ u) = ∇ · (mρ ⊗ u). For high density ratio flows ρL/ρG > 100 this weak coupling

of mass and momentum leads to numerical instabilities. One way to ensure strong coupling

between mass and momentum advection is to solve the redundant mass balance Eq. (4.32) and
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use the same mass flux mρ in the two advective operators: ∇ · (ρu) and∇ · (ρu⊗ u). This idea

was proposed in our prior works [113, 4].

Although the use of the same discrete mass flux is essential for ensuring stability of

high density ratio flows, there is still some freedom in the choice of time integrators for mass

and momentum equations. In our prior works we employed the strong stability preserving

Runga-Kutta (SSP-RK3) scheme for solving the mass balance equation and a midpoint RK-2

scheme for the momentum equation. Specifically the mass balance equation is integrated in three

stages:

ρ̆(1) = ρ̆n −∆tR (unadv, ρ̆
n
lim) , (4.54a)

ρ̆(2) =
3

4
ρ̆n +

1

4
ρ̆1 − 1

4
∆tR

(
u

(1)
adv, ρ̆

(1)
lim

)
, (4.54b)

ρ̆n+1,k+1 =
1

3
ρ̆n +

2

3
ρ̆(2) − 2

3
∆tR

(
u

(2)
adv, ρ̆

(2)
lim

)
, (4.54c)

in which ρ̆ denotes the face-centered density and uadv represents the advection velocity that is

centered at the faces of the staggered (velocity) control volume. The right-hand side term in

Eqs. (4.54) R (uadv, ρ̆lim) ≈
[
(∇ · (uadvρ̆lim))i− 1

2
,j , (∇ · (uadvρ̆lim))i,j− 1

2

]
is an explicit CUI

limited approximation to the linear advection term∇·(ρu). Subscripts “lim” and “adv” indicate a

limited and advected quantity, respectively. To maintain the accuracy of the SSP-RK3 integrator,

it is essential to use velocities that are appropriately extrapolated or interpolated in time. To wit,

for the first cycle (k = 0), the velocities are given by

u(1) = 2un − 2un−1, (4.55a)

u(2) =
3

2
un − 1

2
u1, (4.55b)
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and for the remaining cycles (k > 0), the velocities are

u(1) = un+1,k, (4.56a)

u(2) =
3

8
un+1,k +

3

4
un − 1

8
un−1. (4.56b)

The consistency between mass and momentum advection is achieved by using the same

discrete mass flux mρ = ρ̆
(2)
limu

(2)
adv from the last stage of the SSP-RK3 integrator (Eq. 4.54c) in

the discrete momentum equation

ρ̆n+1,k+1un+1,k+1 − ρ̆nun

∆t
+ C

(
u

(2)
adv, ρ̆

(2)
limu

(2)
lim

)
= −Gpn+ 1

2
,k+1 + (Lµu)n+ 1

2
,k+1

+ ρ̆n+1,k+1g − (Adu)n+1,k+1 + f
n+ 1

2
,k+1

st .

(4.57)

in which the convective term is approximated as

C
(
u

(2)
adv, ρ̆

(2)
limu

(2)
lim

)
≈
[(
∇ ·
(
u

(2)
advρ̆

(2)
limu

(2)
lim

))
i− 1

2
,j
,
(
∇ ·
(
u

(2)
advρ̆

(2)
limv

(2)
lim

))
i,j− 1

2

]
, (4.58)

and ρ̆n+1,k+1 is the updated value of the density obtained from the last stage of the SSP-RK3

integrator. The term Ad = Cd
ϕ2

S
(1− ϕS)2 + ε

in the momentum equation represents the Carman-

Kozeny drag coefficient that is used to retard any flow in the solid domain. Here, ϕS = H(1−ϕ)

is the solid fraction of the grid cell, and ε = 10−3 is a small number to avoid a division by zero

and to control the strength of penalty parameter (Cd/ε) in the solid region. In the solid domain,

Cd is also taken to be large in magnitude to retard fluid motion. When equating drag force

with the first term on the left hand side of the momentum equation, a sufficiently large value is

obtained for Cd = ρS/∆t.

In our prior works, for the test problems considered, it was demonstrated that although the

mass and momentum equations employed different time integrators, the use of the same discrete

mass flux was sufficient to ensure numerical stability. In this work, we propose an additional
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stabilizing term in the momentum equation to account for different integration schemes used for

mass and momentum equations. Specifically, after integrating the mass balance equation (using

SSP-RK3), the (face-centered) residual of the equation is computed

R =
ρ̆n+1,k+1 − ρ̆n

∆t
+ R

(
u

(2)
adv, ρ̆

(2)
lim

)
. (4.59)

The residual R is expected to be very small (close to zero). The residual of the mass equation is

used to define a body force term in the momentum equation. The modified momentum equation

reads as

ρ̆n+1,k+1un+1,k+1 − ρ̆nun

∆t
+ C

(
u

(2)
adv, ρ̆

(2)
limu

(2)
lim

)
= Run+1,k

+ viscous + pressure + other forces. (4.60)

The rationale for adding Run+1,k to the right hand side of the momentum equation is

as follows. Consider a uniform and constant velocity (u ≡ uc) flow which is not subject to

any viscous, pressure or body force. In such a case the momentum equation reverts to the mass

balance equation:

∂ (ρu)

∂t
+∇ · (ρu⊗ u) = 0 (4.61a)

↪→uc

(
∂ρ

∂t
+∇ · (ρuc)

)
= 0, (4.61b)

↪→uc

(
∂ρ

∂t
+∇ · (ρu)

)
= Ruc = 0. (4.61c)

Thus the addition of the close-to-zero term Run+1,k ensures that the left and right hand sides of

the modified momentum Eq. (4.60) discretely balance each other.

Another way to ensure consistency between mass and momentum transport is to employ

the same integration scheme for the two equations. Since our existing fluid solvers employ a

midpoint/RK-2 scheme for integrating the momentum equation, we choose to employ the same
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integration scheme for the mass equation. In this case, the density update reads as:

ρ̆n+1,k+1 = ρ̆n −∆tR
(
u

(1)
adv, ρ̆

(1)
lim

)
, (4.62)

in which u
(1)
adv = 1

2

(
unadv + un+1,k

adv

)
and ρ̆

(1)
lim = 1

2

(
ρ̆nlim + ρ̆n+1,k

lim

)
. It can be noted that the

above scheme reduces to forward Euler (RK1) scheme with ncycles = 1. With the same integration

scheme for mass and momentum equations (RK-2) it is not necessary to add Run+1,k to the

right hand side of the momentum equation. Nevertheless, in our codes we retain this term for

consistency purposes.

A test problem to check consistency of mass-momentum transport: To illustrate the impor-

tance of consistent mass and momentum transport for high density ratio flows, consider an

advection of a dense, isothermal bubble moving in a uniform velocity uc = [uc, vc] = [1, 1] in

a square periodic domain Ω ∈ [0, 1]2. The radius of the bubble is R = 0.2 and it is initially

centered at the middle of the domain [xi = 0.5, yi = 0.5]. The density ratio between the bubble

and the outer liquid is ρi/ρo = 10, 000. The domain is discretized with 2 levels of mesh, with

the coarsest mesh size of Nx ×Ny = 1282. A refinement ratio of nref = 2 is used between the

two levels. The bubble’s interface is always placed on the finest level. Further details on the

adaptive mesh refinement (AMR) are provided in the next section. Viscosity µ is set to zero in

the entire domain, and no other body force (e.g., gravity or surface tension) is present. Under

these conditions, the governing equations for this problem reduce to

∂φ

∂t
+ u · ∇φ = 0, (4.63a)

∂ρ

∂t
+∇ · (ρu) = 0, (4.63b)

∂ (ρu)

∂t
+∇ · (ρu⊗ u) = 0. (4.63c)

For this problem it is expected that the bubble advects with a constant velocity uc and returns to
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its original position (with minimal distortions) after t = d/|uc|, in which d represents the distance

travelled to reach its original position. We simulate the advection of the bubble considering four

scenarios

• Case A: RK-2 integrator for momentum equation and SSP-RK3 integrator for mass balance

equation.

• Case B: RK-2 integrator for momentum equation, SSP-RK3 integrator for mass balance

equation, and residual forceRu in the momentum equation.

• Case C: RK-2 integrator for both mass and momentum equations.

• Case D: RK-2 integrator for both mass and momentum equations, and residual forceRu

in the momentum equation.

In all four cases we consider two cycles of fixed-point iteration, i.e., ncycles = 2 is used. To

assess the performance of the integrator choice, we compute the percentage change in mass and

momentum of the system. The relative change is defined as

EB =
|β(t)− β0|

β0

× 100, (4.64)

in which β =
∫

Ω
ρ dV and B = M denote the relative change in the mass of the system, and

β =
∫

Ω
ρu dV and B = Lx denote the relative change in the linear momentum of the system.

For this problem we expect that the mass and momentum of the system should remain invariant

over time. In order to check whether any catastrophic instability occurs in the four cases, we run

the simulations till t = 10, which corresponds to 10 complete passes of the dense bubble across

the domain.

Fig. 4.3 shows the results for the four cases. It can be observed that Case A produces

spurious changes in mass and momentum of the system that increase slowly over time. However,

adding the residual force in the momentum equation (Case B) reduces the spurious changes in
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Figure 4.3. Percentage change in (A) mass (B) x-momentum and (C) the y-momentum of
the system for various choices of time integrators: Case A - RK-2 integrator for momentum
equation and SSP-RK3 integrator for mass balance equation; Case B - RK-2 integrator for
momentum equation, SSP-RK3 integrator for mass balance equation, and residual forceRu in
the momentum equation; Case C - RK-2 integrator for both mass and momentum equations;
Case D - RK-2 integrator for both mass and momentum equations, and residual forceRu in the
momentum equation. ncycles = 2 is used for all four cases.

mass and momentum, and keeps them relatively low and constant over time. Similarly, using

the same time integrator (Case C and Case D) also yields very small percentage changes in both

mass and momentum of the system that remain steady over time. In all four cases, the simulation

remained stable till t = 10. The dynamics of the problem are illustrated in Fig. 4.17 of the

results Sec. 4.6. Based on the results of this test, we choose the integrator combination of Case D

(i.e., RK-2 integrator for integrating both mass and momentum equations and considering an

additional residual force in the momentum equation) in this work.

Consistent mass-momentum-enthalpy integrators

The concept of consistent mass-momentum transport is extended to consistent mass-

momentum-enthalpy transport in this section. This involves solving the mass balance equation

on both cell faces and cell centers. The former is done to obtain the discrete mass flux mρ
fc

for the convective operator∇ · (mρ
fc ⊗ u) of the momentum equation, while the latter is done

to obtain the discrete mass flux mρ
cc for the advective operator ∇ · (mρ

cch) of the enthalpy

equation. We use an RK-2 scheme for time integrating both cell-centered mass and enthalpy

equations, as explained in the previous section. An additional residual term Rhn+1,k is added
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to the right hand side of the enthalpy equation for reasons explained previously. Overall the

discretized cell-centered enthalpy equation reads as

ρ̆n+1,k+1hn+1,k+1 − ρ̆nhn

∆t
+A

(
h

(1)
lim, ρ̆

(1)
limu

(1)
adv

)
= Rhn+1,k + (∇ · κ∇T )n+1,k+1 +Qn+1,k

src ,

(4.65)

in which the advective term is defined as

A
(
h

(1)
lim, ρ̆

(1)
limu

(1)
adv

)
≈
[(
∇ ·
(
h

(1)
limρ̆

(1)
limu

(1)
adv

))
i− 1

2
,j
,
(
∇ ·
(
h

(1)
limρ̆

(1)
limv

(1)
adv

))
i,j− 1

2

]
. (4.66)

In the equation above R is the (cell-centered) residual of the discrete mass balance equation

(see also Eq. (4.59)). We explore the combined consistency of mass, momentum, and enthalpy

integrators in Sec. 4.6.3.

4.4.4 Complete solution algorithm

In this section we describe the time stepping algorithm used to solve the coupled mass,

momentum and enthalpy equations described above. We assume that all quantities of interest,

denoted θ, have been computed or are known at time t = tn. To advance the solution to the next

time level n+ 1, we employ ncycles number of fixed point iterations (with k = 0, 1, . . . , ncycles− 1

denoting the iteration number) within a single time step to approximate θn+1 = θn+1,ncycles−1.

Within each fixed point iteration, we employ qmax number of Newton’s iterations (with m =

0, 1, . . . , qmax − 1 denoting the Newton’s iteration number) to solve the nonlinear enthalpy

equation. At the beginning of the time step, we initialize θn+1,k=0 = θn for variables u, ρ, φ, and

H . The temperature variable is initialized similarly T n+1,k=0,m=0 = T n. Hence, within a single

time step (of size ∆t = tn+1 − tn), the Navier-Stokes system and the level-set and Heaviside

advection equations are solved for ncycles times and the enthalpy equation is solved (possibly) for

ncycles × qmax times. For all cases presented in this work, we use ncycles = 2 fixed-point iterations

and set qmax = 5 for the Newton solver, unless otherwise stated. The governing equations are
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solved in the order described next.

1. The level set function φn is first advected with the non-div-free velocity u to obtain

φn+1,k+1

φn+1,k+1 − φn
∆t

+ (∇ · [φu])n+1,k = (φ∇ · u)n+1,k. (4.67)

Under (linear) advection, φ does not maintain its signed distance property. A reinitialization

procedure suggested by Sussman et al. [84] is used to restore the signed distance property

of φ. Implementation details about the level set method, and its reinitialization can be

found in our prior work [113].

2. A smooth Heaviside function H is used to track the gas-PCM interface. H takes a value

of 0 in the gas region, 1 in the solid-liquid PCM region, and transitions smoothly from 0 to

1 around the interface with a prescribed width of ncells = 2 grid cells (of size ∆) on either

side of the gas-PCM interface

H =


0, φ(x) < −ncells ∆,

1
2

[
1 + 1

ncells ∆
φ(x) + 1

π
sin
(

π
ncells ∆

φ(x)
)]
, |φ(x)| ≤ ncells ∆,

1, otherwise.

(4.68)

Although Hn+1,k+1 can be defined directly in terms of φn+1,k+1, we instead advect Hn

(defined in terms of φn using Eq. (4.68)) to approximate Hn+1,k+1

Hn+1,k+1 −Hn

∆t
+ (∇ · [Hu])n+1,k = (H∇ · u)n+1,k. (4.69)

This is done to obtain the advective flux of Heaviside Hu, which could be used to advect

additional scalar variables of a more involved problem. At the end of the time step

Hn+1 is synchronized with φn+1 using Eq. (4.68). A third-order accurate cubic upwind

interpolation (CUI) scheme [113] is used for advecting φ and H in Eqs. (4.67) and (4.69).
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CUI satisfies both the convection-boundedness criterion (CBC) (see chapter 12 of [142] for

a discussion on high-resolution schemes) as well as the total variation diminishing (TVD)

property. Both properties are essential to bound H (0 ≤ H ≤ 1) during its advection.

3. In practical applications, the density contrast between PCM and gas is usually very large.

The metal to gas density ratio, for example, is ρS/ρG ∼ 104. It is important to ensure

numerical stability of the scheme when advecting energy/enthalpy and momentum in the

domain with very high density ratios. Our recent work proposed an efficient approach

for maintaining the stability of isothermal flows (no phase change) with a high density

ratio. It involves solving an additional mass balance equation and computing the mass flux

mρ = ρu. The same mass flux mρ is used in the convective operator of the momentum

equation, i.e.,∇ · (ρu⊗u) is discretized as∇ · (mρ⊗u) in the momentum equation. The

same idea is applied to advect enthalpy h as well, i.e.,∇ · (ρuh) = ∇ · (mρh).

The discrete mass balance equation reads as

ρ̆n+1,k+1 − ρn
∆t

+ (∇ ·mρ)n+1,k = 0, (4.70)

which is solved to obtain ρ̆n+1,k+1 and the discrete mass flux mρ. We use a second-order

accurate explicit Runge-Kutta scheme (mid-point rule) for time integrating Eq. (4.70).

CUI is used as a limiter to ensure that ρ remains bounded during advection. In Eq. (4.70)

ρn is defined through EOS. In other words, approximation to the new density ρ̆n+1,k+1

is only temporarily used within a time step, after which it is synchronized with the EOS.

The synchronization step ensures that (i) density does not deviate from the EOS; and (ii)

gas-PCM interface remains sharp. The latter is due to the use of reinitialized level set

function in the EOS.

4. Using the discrete approximation for the new density ρ̆ and mass flux mρ, the nonlinear

enthalpy equation is solved to update enthalpy h, temperature T , and liquid fraction ϕ.

143



κ and C are defined as functions of ϕ, which is in turn a function of h. As a result, the

enthalpy equation is highly nonlinear.

The discrete enthalpy equation reads as

ρ̆n+1,k+1hn+1,k+1 − ρnhn
∆t

+ (∇ ·mρh)n+1,k = (∇ · κ∇T )n+1,k+1 +Qsrc. (4.71)

In the examples considered in this work, there are no additional heat source/sink terms,

i.e., Qsrc = 0 in Eq. (4.71). This term could be treated implicitly or explicitly depending

upon the numerical stiffness and/or its complexity. We omit the Qsrc term in the remainder

of the algorithm.

(a) The nonlinear enthalpy equation is solved using Newton’s iteration to obtain hn+1,k+1.

Specifically, h is linearized using Taylor’s expansion as

hn+1,k+1,m+1 = hn+1,k+1,m +
∂h

∂T

∣∣∣∣n+1,k+1,m

(T n+1,k+1,m+1 − T n+1,k+1,m), (4.72)

in which m is the inner (Newton) iteration level. Substituting the above equation into

Eq. (4.71), we get

ρ̃n+1,k+1

(
hn+1,k+1,m + ∂h

∂T

∣∣∣∣n+1,k+1,m (
T n+1,k+1,m+1 − T n+1,k+1,m

))
∆t

−ρnhn
∆t

+∇ · (mρh)n+1,k = (∇ · κ∇T )n+1,k+1,m+1 (4.73)

Eq. (4.73) is solved to obtain T n+1,k+1,m+1. The h-T relations written in Eq. (4.35)

allows an analytical evaluation of ∂h
∂T

. Specifically, in the PCM domain, the derivative
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∂h
∂T

is given by

∂h

∂T

∣∣∣∣∣
PCM

=


CS, T < T sol,

C̄ + L/(T liq − T sol), T sol ≤ T ≤ T liq,

CL, T > T liq,

(4.74)

and in the gas ∂h
∂T

∣∣∣
gas

= CG. Note that the specific enthalpy of the PCM is defined to

be a C0 piecewise-continuous function6 of T , and its derivative (with respect to T )

jumps at T sol and T liq. The PCM and gas regions are distinguished by the Heaviside

contour H = 0.5 (or alternatively by the φ = 0 contour). Therefore, ∂h
∂T

in the entire

domain is defined as:

∂h

∂T
=



∂h
∂T

∣∣∣
PCM

, H ≥ 0.5,

∂h
∂T

∣∣∣
gas
, otherwise.

(4.75)

∂h
∂T

defined in Eq. (4.75) can be made “more smooth” by defining it as ∂h
∂t

=

H ∂h
∂T

∣∣∣
PCM

+ (1 −H) ∂h
∂T

∣∣∣
gas

. In our numerical experiments we did not observe any

major improvement in the Newton solver (in term of its convergence rate) using the

“smoother” version of ∂h
∂t

. Hence, we make use of Eq. (4.75) in the code. The linear

system of Eq. (4.73) is solved using a geometric multigrid preconditioned FGMRES

solver with a relative tolerance of 10−9.

(b) Update enthalpy hn+1,k+1,m+1 using the Taylor series expansion (Eq. (4.72)) and

T n+1,k+1,m+1.
6Strictly speaking, the specific enthalpy h of a pure PCM cannot be a C0 continuous function. This is because a

large amount of latent heat is released/absorbed at its solidification/melting temperature Tm and h jumps at Tm. In
enthalpy methods, this condition is relaxed and the latent heat is assumed to be released over a temperature interval
∆T = T liq − T sol.
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(c) Update T n+1,k+1,m+1 and ϕn+1,k+1.m+1 using hn+1,k+1,m+1 and analytical T -h and

ϕ-h relations written in the Sec. 4.4.1, respectively.

(d) Update thermophysical properties (κ,C, and µ) using ϕn+1,k+1,m+1. In spite of the

fact that the model does not need specific heat C directly, we update it for consistency

reasons. The updated C values can be used for post-processing or to model additional

physics, for example.

(e) Compute the relative change in liquid fraction

ε =
||ϕn+1,k+1,m+1 − ϕn+1,k+1,m||2

||1 + ϕn+1,k+1,m||2
(4.76)

The Newton solver is deemed to be converged if ε ≤ 10−8 or if m + 1 = qmax = 5

iterations have completed.

5. Finally we solve the momentum and low Mach equations together

ρ̆n+1,k+1un+1,k+1 − ρnun
∆t

+ (∇ · [mρ ⊗ u])n+1,k = −∇pn+ 1
2
,k+1

+ (∇ ·
[
µ
(
∇u +∇uT

)]
)n+ 1

2
,k+1 − An+1,k+1

d un+1,k+1 + f st
n+ 1

2
,k+1, (4.77)

∇ · u =



0, H < 0.5 (i.e., in the gas phase),

0, h < hsol,

−ρSρL

ρ2
(ρL − ρS)H (∇ · κ∇T )

(hliq − hsol)(
h(ρL − ρS)− ρLhliq + ρShsol

)2 , hsol ≤ h ≤ hliq,

0, h > hliq.

(4.78)

to update velocity un+1,k+1 and pressure pn+ 1
2
,k+1. In Eq. (4.77) we use the same discrete

density ρ̆n+1,k+1 and mass flux mρ that we obtained from solving Eq. (4.70). This main-

tains consistency between mass and momentum transport for high-density ratio flows. The
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Carman-Kozeny drag coefficient Ad employs an updated value of ϕn+1,k+1 obtained from

solving the enthalpy Eq. (4.71). The surface tension force f st acting on the liquid-gas

interface is modeled using the continuous surface tension formulation [119, 155, 156].

The continuous surface tension force reads as

f st = ϕ
2ρ̆

ρL + ρG

(
σC∇B̃

)
, (4.79)

in which σ is the uniform liquid-gas surface tension coefficient and C(φ) is the curvature of

the interface computed from the level set function Cn+ 1
2
,k+1 = −∇·

(
∇φ
||∇φ||

)
. In Eq. (4.79),

B̃(φ) represents a mollified Heaviside function that ensures the surface tension force only

acts near the PCM-gas region. In addition, the multiplier ϕ limits the influence of surface

tension to liquid and gas. We use the mid-point value of φn+ 1
2
,k+1 = 1

2

(
φn+1,k+1 + φn

)
in

computing C and B̃. The right-hand side of the discrete low Mach Eq. (4.78) is evaluated

by using the most updated values of Hn+1,k+1, hn+1,k+1, T n+1,k+1, and ρn+1,k+1. The

linear system of Eqs. (4.77) and (4.78) is solved monolithically for the coupled u-p system

using an FGMRES solver with a relative tolerance of 10−9. The FGMRES solver employs

a projection method-based preconditioner as explained in Thirumalaisamy et al. [157].

Each case presented in this work uses a uniform time step size ∆t, and the CFL number

does not exceed 0.5.

4.5 Adaptive mesh refinement (AMR)

We use a structured adaptive mesh refinement framework to discretize the governing

equations. The three-dimensional computational domain Ω ∈ [0, L]×[0, H]×[0, D] is discretized

into multiple levels of structured grids. The ratio between each successive grid level is denoted

nref . The cell dimensions on the coarsest level are ∆x0 = L
Nx0

, ∆y0 = H
Ny0

, ∆z0 = D
Nz0

, in which

Nx0, Ny0, and Nz0 are the number of cells in the x, y, and z directions. The cell dimensions on

the finer levels are then ∆xmin = ∆x0/n
l−1
ref , in which l is the grid level number.
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We support both static and adaptive meshes in our framework. During static refinement,

coarse mesh levels are refined over a fixed area of space, and mesh configuration remains constant

over time. It is applicable when the region of interest exhibits minimal movement. With dynamic

meshes (or adaptive meshes), coarse level cells are tagged/untagged throughout the simulation

based on user-specified criteria. In our framework, we employ two tagging criteria:

1. Tagging cells based on the signed distance function: To resolve the gas-PCM interface

with sufficient mesh resolution, a value-based tagging criterion is used. A cell is tagged

for grid refinement when its signed distance function value is within zero threshold, e.g.,

|φ| ≤ 2∆x0. Using numerical simulations, we find that this amount of tagging is sufficient

to resolve the sharp variation in material properties (ρ, κ, µ) across the gas-PCM interface.

2. Tagging cells based on the liquid fraction variable: In order to capture the mushy region

and the associated volume change of PCM, it is necessary to use sufficiently refined grids

to resolve the ΩM(t) region. We can identify the mushy region by either: (i) probing the

value of ϕ, e.g., 0.3 ≤ ϕ ≤ 0.8; or by (ii) probing the gradient of ϕ, e.g., |∇ϕ| > 0. We

term the former tagging criterion as ϕ-based tagging or value-based tagging and the latter

as ∇ϕ-based tagging or gradient-based tagging.

4.6 Results and discussion

4.6.1 Validation of the low Mach enthalpy method with analytical
solutions

We validate the novel low Mach EM by examining the Stefan problem (solidification of

a liquid PCM) discussed in Sec. 4.3, with three different density ratios Rρ = ρS/ρL that lead

to: (1) no flow (Rρ = 1); (2) flow with volume expansion (Rρ < 1); and (3) flow with volume

shrinkage (Rρ > 1). The numerical model consists of a quasi one-dimensional computational

domain Ω ∈ [0, 1]× [0, 0.05] with Nx ×Ny = 1280× 64 grid cells. The domain is periodic in

the y-direction. Initially, liquid occupies the entire domain at Ti = 973.6 K. The left boundary
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Table 4.1. Thermophysical properties used to simulate the Stefan problem

Property Value

Thermal conductivity of solid κS 211 W/m.K
Thermal conductivity of liquid κL 91 W/m.K
Specific heat of solid CS 910 J/kg.K
Specific heat of liquid CL 1042.4 J/kg.K
Solidification temperature Tm 933.6 K
Bulk phase change temperature Tr 933.6 K
Liquidus temperature T liq 938.6 K
Solidus temperature T sol 928.6 K
Latent heat L 383840 J/kg

(x = 0) is set to To = 298.6 K and the right boundary (x = 1) is adiabatic (homogeneous

Neumann). The flow solver uses zero-velocity and zero-pressure/outflow boundary conditions

at the left and right ends, respectively. PCM’s thermophysical properties are largely aluminum-

based, and are listed in Table 4.1. In this case, both fluid and solid viscosities are set to zero. For

simplicity, we take the bulk phase change temperature Tr equal to the solidification temperature

Tm, so Leff = L. The temperature interval ∆T between solidus and liquidus and the grid size

are selected based on convergence studies presented in Secs. 4.6.1 and 4.6.1, respectively.

The no volume change case

Fig. 4.4(A) compares CFD results7 for the interface position x∗ = s(t) and temperature

distribution in the solid and liquid phases against the analytical solutions for Rρ = 1 case. We

take solid and liquid densities to be the same ρS = ρL = 2475 kg/m3. Table 4.1 lists the rest of

the thermophysical properties. Simulation is run until t = 10 s with a uniform time step size of

∆t = 10−3 s. The numerical solid-liquid interface is defined by an iso-contour value of 0.5 of the

liquid fraction ϕ. It is evident from the figure that the interface position and temperature profiles

match the analytical solution very well at different times. The analytical solution derived in this

work reduces to the solution of the standard Stefan problem when Rρ equals 1. The top row of

Fig. 4.4 shows both the new and standard Stefan problem solutions for x∗; the latter solution is

7This benchmark test is provided in IBAMR GitHub within the directory examples/phase change/ex0.
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Figure 4.4. Comparison of CFD and analytical solutions to the Stefan problem at various density
ratios Rρ = ρS/ρL. (A) Comparison of the solid-liquid interface position and temperature
distribution in the domain when the liquid and solid densities are the same. In this case, there
is no fluid flow. (B) and (C), respectively, compare CFD and analytical solutions (interface
position and temperature and [uniform] velocity distributions) for the expansion (Rρ = 0.185)
and shrinkage (Rρ = 5.4) cases.

from the Hahn and Özişik textbook [139].

The expansion case

For this case, the liquid and solid densities are assumed to be ρL = 2700 and ρS = 500

kg/m3, respectively. Other thermophysical properties of aluminum-based PCM can be found

in Table 4.1. A uniform time step size of ∆t = 10−4 s is used throughout the simulation to

maintain the CFL number below 0.5. Analytical and CFD solutions8 are compared in Fig. 4.4(B).

There is excellent agreement between the two. As can be seen, the standard Stefan solution

8This benchmark test is provided in IBAMR GitHub within the directory examples/phase change/ex1.
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underpredicts the interface position. This is because it does not take into account the additional

flow that is generated in the direction of interface propagation. In addition, the temperature and

liquid velocity profiles agree well with the new analytical model. At t = 0+ the interface velocity

u∗ = ds/dt ∝ 1/
√

t→∞. As fluid velocity is proportional to interface speed (see Eq. (6.22)),

the CFD simulation produces large uL values at the beginning9. The pressure profiles from CFD

and analytical methods for this case are compared in Sec. 4.6.1.

The shrinkage case

In order to simulate shrinkage, liquid and solid densities are assumed to be ρL = 500 and

ρS = 2700 kg/m3, respectively. All other simulation and thermophysical parameters are kept

the same as in the expansion case. Results10 are shown in Fig. 4.4(C). Liquid-solid interface

location matches the analytical solution very well. Temperature and velocity profiles are also

in good agreement with the analytical solution. Rρ > 1 results in fluid flow opposite to the

interface propagation, since fluid shrinks as it solidifies. Solidification rate is (slightly) reduced as

additional hot fluid is pulled towards the solidifying front. Both the new analytical solution and

standard Stefan solution (without a density jump) predict an interface position that is qualitatively

similar. Volume shrinkage during solidification may seem insignificant based on this analysis.

This argument is refuted in Sec. 4.6.6, in which we present a modeling study that highlights the

importance of volume shrinkage in causing pipe defects during metal casting.

∆T convergence study for the Stefan problem with volume change

The thickness of the mushy zone for the enthalpy method depends on the temperature

interval ∆T = T liq − T sol around the phase change temperature Tm. The numerical solution is

expected to approach the analytical one as ∆T → 0. In practice ∆T is kept finite so that the

latent heat can be absorbed or released within the grid-resolved mushy region. While simulating,

9At t = 0, the liquid is taken to be quiescent. uL starts with a zero value but jumps to a large value immediately
for CFD velocity profiles.

10This benchmark test is provided in IBAMR GitHub within the directory examples/phase change/ex1.
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Figure 4.5. Effect of temperature interval ∆T = T liq − T sol on the numerical solution of the
Stefan problem with volume expansion (Rρ = 0.185). The grid size considered is Nx ×Ny =
1280× 64. A uniform time step size of ∆t = 10−4 is used for all the temperature intervals.

if ∆T is set too small (but finite), the mushy region becomes very narrow and falls in the sub-grid

region. Numerical oscillations are produced by intermittent appearances and disappearances of

the mushy region during simulation. In order to select grid size and temperature interval for the

EM, a convergence study is necessary.

For the Stefan problem simulated in this section, we consider ∆T = {10, 20, 40, 60} K.

A convergence study is performed for the expansion problem Rρ = 0.185. A fixed grid size

of Nx×Ny = 1280× 64 is chosen for the study. Results for the interface position x∗ = s(t)

at various temperature intervals are shown in Fig. 4.5. As expected, a smaller temperature

interval leads to a more accurate solution for the EM. Additionally, we also considered ∆T

= 2.5 and 5 K; the numerical solutions either did not change appreciably or exhibited minor

oscillations at coarse grid resolutions for these values of ∆T (data not presented). Therefore, we

use ∆T = 10 K in the numerical simulations for a PCM that is largely aluminum-based, unless

otherwise stated. We also perform a grid convergence study using three grids: coarse, medium

and fine of size Nx ×Ny = 640× 32, 1280× 64, 2560× 128, respectively. ∆T = 10 K is used

for three grids. As observed in Fig. 4.6, the analytical and numerical solutions agree reasonably

well. Consequently, we use medium grid to simulate the Stefan problems of this section.
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Figure 4.6. Grid convergence study for the Stefan problem with volume expansion (Rρ = 0.185).
∆T = 10 K is used for all grids. Uniform time step sizes used for the coarse, medium, and fine
grids are ∆t = 10−3, 10−4, and 5× 10−5 s, respectively.

Spatio-temporal convergence rate of the low Mach enthalpy method

This section investigates the spatio-temporal convergence rate of the proposed low Mach

enthalpy method. A grid convergence study is conducted for the three Stefan problems of

Secs. 4.6.1- 4.6.1 using four grid sizes: Nx×Ny = {320×16, 640×32, 1280×64, 2560×128}.

A uniform time step size of ∆t = 4×10−4 s is employed for the coarse gridNx×Ny = 320×16

and for each successive grid, the time step size is halved. This ensures the CFL number

stays below 0.5 for all four grids. The temperature interval between liquidus and solidus

is taken to be ∆T = 10 K, as determined by the results of the previous section. The L2

error for a quantity ψ is defined to be the root mean squared error (RMSE) of the vector

||Eψ||RMSE = ||ψreference − ψnumerical||2/
√
N . Here, N denotes the size of the vector Eψ. Two

different reference solutions are considered here: (i) analytical and (ii) numerical solutions

obtained using the finest grid resolution (2560×128). Errors based on analytical solutions indicate

the convergence of the present diffuse interface approach to its sharp interface counterpart. This

is when the thickness of the mushy zone decreases. In contrast, errors based on the finest grid

solutions indicate the spatio-temporal convergence rate of the diffuse interface model itself. We

present errors as a function of mesh resolution for the interface position x∗ = s(t) for the entire
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simulation period (0 ≤ t ≤ 10 s) and for temperature T (x, t) in the entire domain (0 ≤ x ≤ l) at

t = 5 s. The uniform velocity in the liquid domain is a scalar multiple of the interface position

(see Eq. (4.5)). Therefore, error in the interface position is also a measure of error in the flow

field.

Fig. 4.7 illustrates the spatio-temporal convergence rate of the numerical solution to

the Stefan problem for the matched density case (ρL = ρS). Convergence rates based on the

analytical solution are shown in Fig. 4.7 (A). As can be observed in the figure the present method

exhibits close to first order with respect to the temperature solution. In the case of interface

position, the present method exhibits a convergence rate between first and second order. We note

that the interface location in diffuse interface enthalpy methods is implicitly defined as the 0.5

contour of the liquid fraction variable ϕ. Extracting the interface location x∗ itself introduces

an unavoidable interpolation error that also contributes to the non-uniform convergence rate

of Ex∗ . In this work we rely on VisIt software’s [158] excellent post-processing capabilities

to extract the interface location from the (distributed memory parallel) ϕ data. Fig. 4.7 (B)

illustrates the convergence rates based on the finest grid numerical solutions of x∗ and T . Here,

the convergence rate between first and second order is observed for both quantities.

Figs. 4.8 (A) and (B) present the convergence rates for the Stefan problem exhibiting

material expansion upon solidification (Rρ < 1) using analytical and finest grid numerical

solutions, respectively. The temperature convergence rate trend is the same as in the constant

density case: close to first order convergence rate with respect to the analytical solution and

between first and second order with respect to the finest grid numerical solution. Errors for

interface position exhibit a non-monotonic convergence rate, however error magnitudes are low

(on the order of 10−3). For larger temperature intervals (∆T > 10 K) the convergence rate of the

interface position error is slightly better, but the error magnitude is higher (data not presented for

brevity).

Finally, the method’s accuracy is tested for the Stefan problem exhibiting material

shrinkage upon solidification (Rρ > 1) and the results are presented in Fig. 4.9. Similar to the
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previous two cases, we observe close to first order convergence rate of temperature errors with

respect to the analytical solution. We also observe close to second order convergence rate with

respect to finest grid numerical solution. Interface position errors, though small saturate at fine

grids.

Solution to the transcendental equation

In Fig. 4.10, we plot λ versus t that is obtained by solving the transcendental Eq. (4.25)

for the expansion and shrinkage cases considered in this section. It is evident from the plot that

λ varies during the early stages of solidification (when kinetic energy dominates in the Stefan

condition) before reaching a steady state. The relative magnitude of two terms comprising the

interface velocity ds/dt (see Eq. (4.24)) are also compared for the expansion and shrinkage case

in Fig. 4.10. We can observe that the second term involving dλ/dt is much smaller (at least six

orders of magnitude) than the first term λ/
√
t, so it is justified to solve the simpler Eq. (4.25)

rather than the original, more complex Eq. (6.30) for λ(t). For the thermophysical properties

considered in this work, λ variation is quite small and can arguably be ignored. Nevertheless, it

is possible to include the kinetic energy jump term in the analytical solution to the two-phase

Stefan problem.

Pressure jump across the interface for the Stefan problem exhibiting volume change

Based on the analytical solution of the one-dimensional Stefan problem considering

fluid flow, pressure varies linearly in the liquid phase and remains uniform in the solid phase.

The numerical solution also exhibits this behavior of pressure variation. Figs. 4.11(A) and

4.11(B) show pressure in the entire domain at t = 5 and 10 s, respectively for the expansion case

(Rρ = 0.185). Zoomed-in plots are required to discern variation in liquid pressure since solid

pressure is much greater. Although the numerical and analytical models predict the same trend in

pressure variation, the numerical values differ substantially; numerical pressure values are much

larger than the analytical ones (data not shown for brevity). This is due to the diffuse-interface
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Figure 4.7. Convergence rates of the low Mach enthalpy method considering the Stefan problem
with matched densities of solid and liquid phases (ρL = ρS). The L2 error for a quantity ψ
is defined to be the root mean squared error (RMSE) of the vector ||Eψ||RMSE = ||ψreference −
ψnumerical||2/

√
N , in which N denotes the size of the vector Eψ. Here, Ψ represents the interface

position x∗ = s(t) and temperature T (x, t) in the domain. The reference solutions are (A) the
analytical solutions and (B) the finest grid (Nx ×Ny = 2560× 128) numerical solutions. Errors
are presented as a function of mesh resolution for the interface position x∗ = s(t) for the entire
simulation period (0 ≤ t ≤ 10 s) and for temperature T (x, t) in the entire domain (0 ≤ x ≤ l) at
t = 5 s. The temperature interval between liquidus and solidus is ∆T = 10 K.
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Figure 4.8. Convergence rates of the low Mach enthalpy method considering the Stefan problem
with the solid phase density lower than the liquid phase (Rρ < 1). The L2 error for a quantity
ψ is defined to be the root mean squared error (RMSE) of the vector ||Eψ||RMSE = ||ψreference −
ψnumerical||2/

√
N , in which N denotes the size of the vector Eψ. Here, Ψ represents the interface

position x∗ = s(t) and temperature T (x, t) in the domain. The reference solutions are (A) the
analytical and (B) the finest grid (Nx × Ny = 2560 × 128) numerical solutions. Errors are
presented as a function of mesh resolution for the interface position x∗ = s(t) for the entire
simulation period (0 ≤ t ≤ 10 s) and for temperature T (x, t) in the entire domain (0 ≤ x ≤ l) at
t = 5 s. The temperature interval between liquidus and solidus is ∆T = 10 K.
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Figure 4.9. Convergence rates of the low Mach enthalpy method considering the Stefan problem
with the solid phase density higher than the liquid phase (Rρ > 1). The L2 error for a quantity
ψ is defined to be the root mean squared error (RMSE) of the vector ||Eψ||RMSE = ||ψreference −
ψnumerical||2/

√
N , in which N denotes the size of the vector Eψ. Here, Ψ represents the interface

position x∗ = s(t) and temperature T (x, t) in the domain. The reference solutions are (A) the
analytical and (B) the finest grid (Nx × Ny = 2560 × 128) numerical solutions. Errors are
presented as a function of mesh resolution for the interface position x∗ = s(t) for the entire
simulation period (0 ≤ t ≤ 10 s) and for temperature T (x, t) in the entire domain (0 ≤ x ≤ l) at
t = 5 s. The temperature interval between liquidus and solidus is ∆T = 10 K.
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Figure 4.10. Variation of λ and interface speed’s two components λ
√

αL

t
and 2

√
αLt dλ

dt (see
Eq. (4.24)) as a function of time for the Stefan problem with (A) volume expansion and (B)
volume shrinkage. λ(t) is obtained by solving the transcendental equation (Eq. (4.25)) using
MATLAB’s fzero function. The transcendental equation is solved at t = ∆t and onwards. dλ

dt
is computed from λ in a post-processing step.

159



formulation of the EM. Specifically, a Carman-Kozeny drag model is used in the EM to enforce

no flow in the solid phase. In a diffuse formulation, velocity changes continuously from zero to

a finite value within the mushy region. The pressure jump across the mushy region helps the

fluid to “squeeze” through. This is similar to the Darcy-Brinkman model of flow through porous

regions

u ∝ −∇p.

The numerical pressure jump JpK = pL − pS (∼ ∇p) across the mushy region is plotted as a

function of liquid velocity uL. When the flow has subsided and the Darcy-Brinkman model

becomes applicable, the curve is shown for t > 2 s. There is a linear relationship between JpK

and uL, confirming our hypothesis that the numerical pressure jump occurs to push fluid through

the mushy region. Additionally, the diffuse-domain momentum equation provides a magnitude

scale of JpK

−∂p
∂x
∼ Ad u

L

↪→ pS − pL = J−pK ∼ Ad ∆uL, (4.80)

in which ∆ is the cell size and Ad(ϕS) is the drag coefficient. Here, we have ignored the

convective scale (ρ∂u
L

∂t
) in the mushy zone as it is several orders lower than the pressure gradient

and drag force terms (data not shown). Eq. (4.80) suggests that the slope of J−pK versus uL

curve is Ad∆. This is confirmed from Fig. 4.11 where a line of slope Ad∆ evaluated at a solid

fraction ϕS = 0.833 (this value of ϕS is obtained by equating the slope of the best-fit linear curve

to Ad∆, and then solving for ϕS) captures the J−pK versus uL trend reasonably well.

Capturing the mushy region with AMR

Prior works [113, 159, 160] have confirmed our AMR framework’s ability to adaptively

refine/coarsen the grid near gas-liquid/gas-solid interfaces in isothermal flows without any phase

change. Here we test its capability for the more complex scenario: capturing the evolving mushy
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Figure 4.11. Stefan problem with volume expansion (Rρ = 0.185): Pressure distribution along
the length of the channel and zoomed-in views for the liquid and solid domains at (A) t = 5 s
and (B) t = 10 s. (C) Plot of the numerical pressure jump (J−pK = pS − pL) across the interface
as a function of liquid velocity uL. The dashed line has a slope of value Ad∆, in which the
Carman-Kozeny drag coefficient Ad is computed using a solid fraction value of ϕS = 0.833. We
remark that for the purposes of this plot only the temperature interval is taken to be ∆T = 60 K.
This is done to obtain a relatively smoother J−pK versus uL curve. Using ∆T = 10 K, pressure
jump across the mushy region exhibited larger oscillations as a function of fluid velocity. The
grid size and time step size used for this case are Nx × Ny = 1280 × 64 and ∆t = 10−4 s,
respectively.
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region during phase change. We use the Stefan problem with expansion from above section using

adaptively refined AMR grids to check the robustness of capturing the mushy region with AMR.

The Stefan problem is simulated by considering a quasi one-dimensional computational

domain Ω ∈ [0, 1] × [0, 0.05] with l = 2 mesh levels and a refinement ratio of nref = 2. The

coarsest level (l = 1) is covered by Nx0 × Ny0 = 640 × 32 number of cells. The simulation

runs until t = 10 s with a constant time step size of ∆t = 10−4 s. The other problem statement

and the thermo-physical properties are same as Sec. 4.6.1. We use this problem to analyze the

performance of both tagging methods (ϕ-based vs. ∇ϕ-based) to identify the mushy region

effectively within the AMR framework.

The position of the moving (from left to right) solidification front is denoted x∗ = s(t).

The numerical solid–liquid interface fraction is defined by the iso-contour value 0.5 of the liquid

fraction ϕ. Fig. 4.12 shows the evolution of ϕ over time t using two different tagging methods:

ϕ-based (left) and ∇ϕ-based (right). It can be seen that the former tagging method produces

intermittent fine mesh patterns. This can be explained as follows. There are instances during

the simulation in which the mushy region narrows and falls into the subgrid level. As a result,

no cells are tagged using the ϕ-based tagging method. This results in the simulation removing

the entire fine grid level l = 2. Fig. 4.12 (E) illustrates this effect, with ϕ either 0 or 1 and not

meeting the value-based refinement criteria. Gradient-based tagging, on the other hand, produces

finer meshes near the liquid-solid interface. Despite the narrowness of the mushy region, the

gradient of liquid fraction always exists.

Fig. 4.13 shows a comparison between the time evolution of the solidification front and

the analytical solution. As a result of uneven appearance and disappearance of the fine mesh

level, ϕ-based tagging overpredicts the front position. Alternatively,∇ϕ-based tagging produces

more accurate results since the solidifying front is always resolved by finer meshes. Accordingly,

we select the gradient-based tagging criteria to capture the moving phase change front in our

simulations.
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Figure 4.12. Stefan problem with solidification: The evolution of the liquid fraction ϕ over a
time t. The solidification happens due to the imposed Dirichlet boundary condition on the left.
The evolution of grids is shown for ϕ based AMR (left) and∇ϕ based AMR (right). The solid
and liquid regions are depicted by yellow and blue colors, respectively. The region between the
solid and liquid regions is the mushy region.
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Figure 4.13. Comparison of numerical interface position obtained using ”ϕ based AMR” and
”∇ϕ based AMR” with analytical solution for density ratio Rρ = 0.185.

4.6.2 Stefan problem with melting

Previous studies have primarily relied on experimental results to validate the effects of

laser beams. However, numerical results were in good agreement with experimental data after

enhancing thermophysical properties using an enhancement factor. In this section, we utilize the

analytical solution of the two-phase Stefan melting problem to validate the influence of the laser

force. In Sec. 4.3, we provided the analytical solutions of two-phase Stefan solidification problem

with volume change. Building upon that, we derive analytical solutions for the two-phase Stefan

melting problem with volume change, presented in Appendix 6.8.

We explore two cases in this section:

• Two-phase Stefan melting problem with a flux boundary condition.

• Three-phase Stefan melting problem with flux boundary condition is supplied to Eq. (4.44)

as heat flux.

The thermophysical properties of the iron-based PCM are given in Table 4.2, with the

density of the liquid phase being 8100 kg/m3 and the solid phase being 7165.384 kg/m3.
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Two-phase Stefan melting problem

Consider a quasi one-dimensional computational domain Ω ∈ [0, 0.1] × [0, 0.005], as

shown in Fig. 4.14(A). The simulation employs a two-level mesh with a coarsest grid size of

∆x = ∆y = 0.005/32. The simulation runs untill t = 10s with a constant time step size

of ∆t = 10−4. Initially, the domain comprises only the solid phase. On the right boundary

(x = 0.1), a zero pressure/outflow condition for the velocity u and an adiabatic (homogeneous

Neumann) condition for the temperature T are applied, while on the left wall (x = 0.1), a no-slip

condition and inhomogeneous Neumann boundary condition −k dTL
exact

dx

∣∣∣x = 0 are utilized, where

T Lexact represents the analytical temperature distribution derived in Appendix 6.8. The top and

bottom boundaries are periodic.

The schematic of this problem is depicted in Fig. 4.14(A). Since Rρ = ρL/ρS < 1,

there is a volume expansion, inducing additional flow. As shown in Appendix 6.8, the solid

moves with the rigid body velocity uS(t), while the liquid velocity uS is zero. To simulate this

behavior, the solid fraction ϕrmS in the Carman-Kozeny force is replaced with the liquid fraction

ϕ. Consequently, the Carman-Kozeny force retards any flow in the liquid region. The ”∇ϕ based

tagging” is used for the grid refinement. Melting initiates due to the flux boundary condition and

progresses towards the right over time until the solid completely liquefies. The evolution of the

liquid fraction and the adaptive mesh refinement (AMR) mesh is shown in the first column of

Fig.4.14. It is observable that the interface (defined as the 0.5 contour of ϕ) moves towards the

right as the solid phase converts into the liquid phase.

The simulation is performed on 2 levels mesh with coarsest grid size of ∆x = ∆y =

0.005/32. The simulation is performed till t = 10s with constant time step size ∆t = 10−4.

Initially, the domain consists of only solid phase. On the right boundary is (x = 0.1), we use

zero pressure/outflow and adiabatic (homogeneous Neumann) boundary condition while on the

left wall (x = 0.1), no-slip and inhomogeneous Neumann −κL dTL
exact

dx

∣∣∣
x=0

is used where T L
exact

is the analytical temperature distribution. The analytical solution for this problem is derived
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in Appendix A. The top and bottom boundaries are periodic. The schematic of this problem

is shown in Fig. 4.14(A). Since Rρ = ρS/ρL > 1, there is a volume expansion and this will

induce additional flow. As shown in Appendix A, the solid moves with the rigid body velocity

uS(t) and the liquid velocity uS is zero. To simulate this behavior, the solid fraction ϕrmS in

the Carman-Kozeny force is replaced with the liquid fraction ϕ. Now, the Carman-Kozeny will

retard any flow in the liquid region. The ∇ϕ based tagging is used for the grid refinement. The

melting starts due to the flux boundary condition and it progresses towards the right over time.

This will continue till the solid completely liquidifies. We have shown the the evolution of the

liquid fraction and the AMR mesh in the first column of the Fig. 4.14. We can see that the

interface (defined as 0.5 contour of ϕ) moves towards right while the solid phase converts into

the liquid phase.

We also compare the numerical solutions with the analytical solutions provided in

Appendix 6.8. Comparisons for the interface position, solid velocity, and temperature distribution

are shown in Fig. 4.15. A very good match is observed between the numerical and the analytical

results.

Table 4.2. Thermophysical properties used to simulate the Stefan melting problem

Property Value

Thermal conductivity of solid κS 22.9 W/m.K
Thermal conductivity of liquid κL 22.9 W/m.K
Specific heat of solid CS 627 J/kg.K
Specific heat of liquid CL 723.14 J/kg.K
Solidification temperature Tm 1620 K
Bulk phase change temperature Tr 1620 K
Liquidus temperature T liq 1622.5 K
Solidus temperature T sol 1617.5 K
Latent heat L 250800 J/kg

Three-phase Stefan melting problem

We now consider a three-phase melting problem with flux boundary conditions supplied

to the energy equation as heat flux. This problem is employed to validate the implementation
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<latexit sha1_base64="5U0PeURWPC/v7ZIX+EhgQLwG9z4=">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</latexit>

Solid
<latexit sha1_base64="UUpvwKp2PkGVUM02qwHJ+BCEKr4=">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</latexit>

Gas
<latexit sha1_base64="gOpyQ484WscsEPEVKVHvQ5B14ik=">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</latexit>

Ti “ 1500 K
<latexit sha1_base64="5U0PeURWPC/v7ZIX+EhgQLwG9z4=">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</latexit>

Solid

<latexit sha1_base64="3Zbyqn+TkA42agcuN89iCUOnC4A=">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</latexit>pAq t “ 0 s
<latexit sha1_base64="Zp0DY4W5uRmiwtBK/P6tOSggFaA=">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</latexit>pBq t “ 0 s

<latexit sha1_base64="31zSsKIwe9tSxHYCeZQR3St3EL0=">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</latexit>pCq t “ 1 s
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<latexit sha1_base64="uweeWaHSUzL4mug8ri2CIKZwlX8=">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</latexit>pGq t “ 10 s
<latexit sha1_base64="KNsWgbLVicDE93Ggo7PXVFv+v7A=">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</latexit>pHq t “ 10 s

<latexit sha1_base64="sUtWoC+HN4PrcPdC8A1TLnxSXfE=">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</latexit>

´L dTL
exact

dx

<latexit sha1_base64="iItg9ti4e3R5QUOFuZQG63ZgupY=">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</latexit>

q2 “ ´L dTL
exact

dx

Figure 4.14. Stefan problem with melting: The evolution of the liquid fraction ϕ over a time t.
The melting happens due to the imposed flux boundary condition on the left boundary for the
first column plots. On the right plot, the flux boundary condition is imposed through the source
term in the energy equation. The evolution of grids is also shown for using∇ϕ based AMR. The
solid, liquid and gas regions are depicted by yellow, blue and white colors, respectively. The
region between the solid and liquid regions is the mushy region.
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<latexit sha1_base64="eaVr6/4LtiUtGd0hir4Moqh2ogM=">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</latexit>pCq
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Figure 4.15. Comparison of CFD and anlalytical solutions for Two phase Stefan melting problem
with flux boundary conditions: (A) Interface position (B) Solid velocity and (C) Temperature.
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of the heat source (Eq. (4.44)). While many studies have validated the laser beam flux using

experimental results with an enhancement factor, it’s important to note that the heat source that

melts the material acts as a surface force, typically included in the energy equation using the

CSF method. This force is often represented as a surface heat flux, commonly modeled with

a Gaussian profile. Thus, we solve the three-phase Stefan problem with a heat flux boundary

condition.

The thermophysical properties remain the same as in the previous case. The problem

setup involves the gas and solid phases initially, as illustrated in Fig. 4.14(B). The PCM region

is identical to the two-phase problem: ΩPCM ∈ [0, 0.1] × [0, 0.005]. The gas region Ωg ∈

[−0.02, 0]× [0, 0.005] is attached to the left side of the PCM computational domain.

Boundary conditions are set as follows: periodic at the top and bottom, zero pres-

sure/outflow for velocity, and adiabatic (homogeneous Neumann) for temperature on the left

and right boundaries. The flux boundary condition q′′ = −k dTL
exact

dx

∣∣∣
x=0

is applied to the energy

equation forcing term (Eq. (4.44)).

Gas properties are specified as ρg = 0.4 kg/m3, kg = 6.1× 10−2 W/m·K, and cpg = 1100

J/kg·K. Viscosity is assumed to be zero in all three phases. A two-level AMR mesh with a coarse

grid size of 0.005/32 cells is utilized for simulation. Tagging is based on φ for the PCM-gas

interface (x = 0) and on∇ϕ for refining the liquid-solid interface. A smooth Heaviside function

H with nsmear = 2 is employed.

Due to the flux boundary condition, melting initiates and progresses toward the right, as

illustrated in the right plots of Fig.4.14. Comparison between numerical and analytical solutions

is presented in Fig.4.16. It is evident that the numerical and analytical solutions exhibit excellent

agreement.

4.6.3 Isothermal advection of a dense bubble

To demonstrate the combined consistency of mass, momentum, and enthalpy integrators,

we modify the dense bubble advection problem discussed in Sec. 4.4.3: in addition to mass and
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Figure 4.16. Comparison of CFD and anlalytical solutions for Three phase Stefan melting
problem with heat source to the energy equation: (A) Interface position (B) Solid velocity and
(C) Temperature.
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momentum transport, we also consider enthalpy transported by the bubble. Thermal conductivity

κ and Qsrc are set to zero. All other problem parameters (e.g., bubble size, boundary conditions,

etc.) remain the same as in Sec. 4.4.3. In the absence of thermal diffusion and body forces, the

system of equations reduces to

∂φ

∂t
+ u · ∇φ = 0, (4.81a)

∂ρ

∂t
+∇ · (ρu) = 0, (4.81b)

∂ρh

∂t
+∇ · (ρuh) = 0, (4.81c)

∂ (ρu)

∂t
+∇ · (ρu⊗ u) = 0. (4.81d)

The initial temperature of the liquid bubble and the surrounding gas is set to Ti = 3 K 11

and the fusion/phase change temperature of the liquid bubble is set to Tm = 2 K. The liquidus

and solidus temperatures are T liq = 2.1 K and T sol = 1.9 K, and a latent heat value of L = 100

J/kg is used. For this problem we expect that:

• In the absence of body forces (pressure and viscous) the velocity should remain constant

throughout the simulation.

• The bubble gets advected with constant velocity, retains its shape, and returns to its original

position after each time period.

• With no energy sources and non-conducting fluids, the enthalpy and temperature should

remain constant.

• There should be no phase change or spurious phase generation. This also means that

specifying latent heat value is arbitrary for this problem.

• The total mass, momentum, and enthalpy in the domain should remain constant.

11For this test problem, units of physical quantities are not relevant, but are included to maintain consistency.
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Fig. 4.17 illustrates the advection of the dense bubble at various time instances. The

simulation employs l = 2 levels of mesh with the coarse grid size set to Nx ×Ny = 1282, and

a refinement ratio is nref = 2. The simulation runs until t = 10 s. As shown in Fig. 4.17, the

bubble moves with a constant velocity and returns to its original position after one time period

τ = d
|u| = 1 s, in which d =

√
2 and |u| =

√
2. Additionally, the bubble undergoes minimal

distortion while returning to its original position. Throughout the simulation (data not shown

here for brevity), velocity remains constant at its initial value u = (u, v) = (1, 1). In addition,

the enthalpy equation solution does not result in spurious phases (for example, liquid becoming

solid).

To quantify the accuracy of consistent mass-momentum-enthalpy integrators, a grid

convergence study is conducted. We consider uniform grids of size Nx ×Ny = 642, 1282, 2562

for the convergence study. This is to avoid discretization errors near the coarse-fine boundary of

adaptively refined grids. Errors in total massM =
∫

Ω
ρ dV, x-momentum Lx =

∫
Ω
ρu dV, y-

momentum Ly =
∫

Ω
ρv dV and enthalpyH =

∫
Ω
ρh dV are computed using Eq. (4.64), and the

results are shown in Fig. 4.18. The system’s mass, momentum, and enthalpy remain constant over

time, with the exception of the initial transient phase where the initially sharp interface diffuses.

Additionally, the temperature remains mostly constant throughout the simulation (T ≈ 2 K)

except near the interface (data not shown for brevity). This is because the primary variable

h diffuses over time and T is reconstructed based on T -h relations in our solution algorithm.

The temperature change near the interface does not induce phase change, however. Mass and

momentum are at least third-order accurate (O(∆x3)) using this method. As velocity remains

constant (numerically), mass and momentum errors are the same. However, enthalpy solution is

only first-order (O(∆x)) accurate. The behavior of error as a function of grid resolution can be

explained as follows. At the end of each time step, the density field is synchronized with the

level set function. This limits density (and momentum, in this case) diffusion due to advection.

The level set function is reinitialized to a signed distance function using a third-order accurate

ENO scheme; see our prior works on level set reinitialization [113]. Enthalpy transport, however,
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Figure 4.17. Advection of a dense liquid bubble with density ratio ρi/ρo = 10, 000 in an initially
uniform velocity field u = (u, v) = (1, 1). The simulation is performed with two levels of mesh
refinement. The coarse grid size is Nx ×Ny = 1282. A unit periodic domain is considered. κ, µ
and Qsrc are set to zero.

is subject to the upwinding errors of the CUI limiter, which displays first-order accuracy near

non-monotone regions. These are regions close to the liquid-gas interface. The CUI scheme’s

first-order accuracy corresponds to Gudonov’s order barrier theorem.

These results indicate that our mass, momentum, and enthalpy integrators are capable of

stably simulating high density ratio flows without generating spurious momentum or phases.

4.6.4 Thermocapillary flows

Here we solve enthapy Eq. (4.34) in conjunction with surface tension Eq. (4.47b) to

simulate surface tension-driven flows. Specifically, the thermocapillary migration of gas bubbles

is considered. In most thermocapillary flow models in the literature, the temperature equation

is used instead of the enthalpy equation [120, 117, 121, 122, 123]. Using an enthalpy equation

instead of temperature does not matter on a continuous level, but discretely, it may. The

purpose of this test is to test whether the low Mach enthalpy integrator can accurately simulate

thermocapillary flows.

Consider a computational domain Ω ∈ [0, L]d, d = 2 and 3, within which a bubble of

radius R is immersed in the ambient fluid, as illustrated in Fig. 4.19. The bubble’s initial centroid

is in the middle of the domain. The ratio of gas bubble thermophysical properties (µ, ρ, C,

κ) to the surrounding fluid is denoted γ. The top and bottom boundaries are considered walls
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Figure 4.18. Grid convergence study of massM =
∫

Ω
ρ dV, x-momentum Lx =

∫
Ω
ρu dV,

y-momentum Lx =
∫

Ω
ρv dV and enthalpy H =

∫
Ω
ρh dV for the isothermal advection of a

bubble.
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with no-slip (zero-velocity) boundary conditions. Temperature varies linearly in the domain

Tlow ≤ T ≤ Thigh. Here, Tlow and Thigh represent temperatures at the bottom and top walls,

respectively. All other boundaries are periodic.

The surface tension coefficient varies with temperature as

σ = σ0 +
dσ

dT

∣∣∣∣
T0

(T − T0), (4.82)

in which σ0 and dσ
dT

∣∣
T0

are the surface tension and Marangoni coefficients (respectively) computed

at the reference temperature T0. The gas bubble moves upward due to the variation in surface

tension caused by the imposed temperature gradient. Key non-dimensional parameters of the

problem are the Reynolds number Re =
ρLV R

µL , Marangoni number Ma =
V R

αL , Capillary

number Ca =
V µL

σ0

, and Prandtl number Pr =
µLCL

κL
. Here, V is the velocity scale defined as

V =

∣∣∣∣ dσ
dT

∣∣
T0
∇TR
µL

∣∣∣∣. Two different cases are considered: zero Marangoni and finite Marangoni.

The zero Marangoni case checks the accuracy of the surface tension force model. The finite

Marangoni case examines the low Mach enthalpy integrator’s ability to simulate thermocapillary

flows.

Zero Marangoni number

A time-invariant linear temperature field (κ→∞) is considered, which is referred to as

the “zero Marangoni number” problem in the literature. Young et al. [161] investigated the zero

Marangoni number thermocapillary migration of a bubble in ambient fluid. The authors provide

an analytical expression for the terminal velocity of the bubble which reads as

Vt = −
2 dσ

dT

∣∣
T0
∇TR

6µL + 9µG (4.83)

We compare the numerically computed bubble rise velocity with the analytical solution to assess

the surface tension force model accuracy. The normalized bubble rise velocity is numerically
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<latexit sha1_base64="oKnA23Vp7vJwSgLkv0xKvGdW3ts=">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</latexit>

H

<latexit sha1_base64="pt370Ux3996tTgZaOJdUiu/WHEg=">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</latexit>

Gas

<latexit sha1_base64="cje1iCJ+BG9MZutnTRitWZBMXsY=">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</latexit>

Liquid
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u “ 0, T “ Thigh

Figure 4.19. Schematic of the thermocapillary migration of a gas bubble in 2D. A gas bubble
of radius R rises in an ambient fluid due to gradient in the surface tension coefficient. The
temperature varies linearly Tlow ≤ T ≤ Thigh with bottom and top wall temperatures of Tlow and
Thigh, respectively. No-slip boundary conditions are used for velocity at the top and bottom walls.
Periodic boundary conditions are considered for the vertical walls.

calculated as

Vrise =

∫
Ω
v(1−H)dV

Vt
∫

Ω
(1−H)dV

. (4.84)

Due to the time-invariant nature of the linear temperature field, we do not solve the

enthalpy equation, since it would change the temperature field numerically, even slightly. The

radius of the bubble is taken to be R = 0.5 m. The ratio of thermophysical properties of the

gas and ambient fluid is set to γ = 1. In this case, the density and viscosity of the bubble (and

also the liquid) are 0.2 kg/m3 and 0.1 kg/m·s. The square and cubic computational domains are

of length L = 15R in 2D and 3D, respectively. The surface tension parameters are σ0 = 0.1

N/m and dσ
dT

∣∣
T0

= −0.1 N/m·K. Temperatures at the bottom and top walls are Tlow = 0 K and

Thigh = 1 K. This corresponds to a temperature gradient of
∂T

∂y
= 0.133 K/m. These dimensional

values give us V = Re = Ca = 6.67 × 10−2 and Ma = Pr = 0. Grid convergence studies

are performed using three grid resolutions: coarse, medium and fine. These grids have a coarse

level (l = 1) resolution of N0 = 64, 128 and 256, respectively. Two levels of grid refinement
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Figure 4.20. Normalized rise velocity of a drop for Ma = 0 case: Grid independence study for
(A) 2D and (B) 3D. Comparison of present numerical result with other numerical and theoretical
results for (C) 2D and (D) 3D.

with a refinement ratio of nref = 2 are employed for all three grids. A uniform time step size

of ∆t = 0.1 s is used for the coarse grid. ∆t is halved for each successively refined mesh. The

top row of Fig. 4.20 shows the time evolution of normalized rise velocity for the three grids in

both two and three spatial dimensions. Convergent behavior for rise velocity can be observed

in both 2D and 3D simulations. Consequently, we choose the medium grid (with N0 = 128)

for comparing our results with prior studies [117, 161, 123]. From Figs. 4.20 (C) and (D) it can

be observed that our results for the zero Marangoni case are in reasonable agreement with the

literature.

Results from the zero Marangoni case validate the accuracy of the surface tension force

model as presented in Eq. (4.47b). However, it does not confirm the accuracy of the low Mach

enthalpy integrator for simulating thermocapillary flows. Next, a finite Marangoni case is

considered to verify this.
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Finite Marangoni number

We investigate the thermocapillary migration of the gas bubble at a finite Marangoni

number of Ma = 0.72. Here, the temperature varies with time, and the Navier-Stokes and

enthalpy equations are coupled to each other through the advection term in the enthalpy equation

and the surface tension force in the momentum equation. This finite Marangoni case (Ma = 0.72)

has been considered in several prior works as well [120, 121, 122, 123] for validation purposes.

The drop in our simulations has a radius of R = 1.44× 10−3 m and is initially positioned

at the center of the computational domain. Square and cubic computational domains with length

L = 4R are used for 2D and 3D simulations, respectively. The thermophysical properties of

the ambient liquid are ρL = 500 kg/m3, µL = 0.024 kg/m·s, κL = 2.4 × 10−6 W/m·K, and

CL = 10−4 J/kg·K. The ratio of gas bubble thermophysical properties to the surrounding fluid is

set to γ = 0.5. The surface tension parameters are σ0 = 10−2 N/m, dσ
dT

∣∣
T0

= −2× 10−3 N/m·K.

Temperatures at the bottom and top walls are Tlow = 289.424 K and Thigh = 290.576 K. This

corresponds to a temperature gradient of
∂T

∂y
= 200 K/m. The phase change/fusion temperature

of the ambient liquid is set to Tm = 265 K, with T liq = 270 K, T sol = 260 K, Tref = 290 K. For a

consistent enthalpy solver, these temperature values should not induce solidification of the liquid

as the imposed temperature values are higher than the fusion temperature. The dimensional

values of the problem parameters yield Re = Ma = 0.72, Ca = 0.0576, V = 0.024 and

Pr = 1.

We solve the coupled Navier-Stokes and enthalpy equations to find the approximations

for velocity (u) and specific enthalpy (h) until t = 0.12 s. First, we perform grid convergence

studies for both 2D and 3D simulations. The grids considered are N0 = 64, 128, and 256 with

two levels of mesh refinement and nref = 2. A uniform time step size of ∆t = 2.5 × 10−5 is

employed for the coarsest grid (N0 = 64), with the time step size quadrupled for successive

grids. For 3D simulations, grids of N0 = 32, 64, and 128 are considered, with the coarsest grid

time step size set to ∆t = 2× 10−5. The time step size is halved for each finer grid.
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Figure 4.21. Normalized rise velocity of a bubble for Re = Ma = 0.72 case: Grid independence
study for (A) 2D simulation and (B) 3D simulation. (C) Comparison of present 2D and 3D
numerical result with other numerical results.

The results are presented in Fig. 4.21 (A) for the 2D simulation and Fig. 4.21 (B) for

the 3D simulation. It is evident that the numerical rise velocity is consistent across all grid

resolutions for both 2D and 3D simulations. For the sake of comparison with existing literature,

we select the results obtained from medium grids.

Fig. 4.21 (C) illustrates the comparison of the numerical rise velocity with other studies

for both 2D and 3D simulations. Remarkably, our results closely align with those of Tripathi and

Sahu [123]. It is worth noting that the choice of time step size in this case is determined by the

capillary time constraint, given by ∆tσ =
√

ρL+ρG

4πσ
∆x3 [119, 162].

4.6.5 Metal melting

As our next example12, we simulate melting of aluminum metal with a free surface

to highlight two salient features of the new low Mach enthalpy method: (1) the ability to

12This benchmark test is provided in IBAMR GitHub within the directory examples/phase change/ex3.
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Figure 4.22. Time evolution of the solid, liquid, and gas domains during metal melting.

capture volume change effects of the PCM in the presence of gas phase; and (2) the ability

to handle phase appearance or disappearance from the domain. This problem is inspired by

Huang et al. [135] who solved a similar problem using a phase-field method (PFM), but using

hypothetical13 thermophysical properties of the PCM. The computational domain is considered

to be a unit square Ω ∈ [0, 1]2 that is discretized by N × N = 256 × 256 grid cells. At

t = 0 the heavier liquid phase of density ρL = 2700 kg/m3 occupies the region below y = 0.3

m, and the lighter solid phase of density ρS = 2475 kg/m3 rests above the liquid phase and

fills the domain until y = 0.45 m; see Fig. 4.22 (A). The gas occupies the remaining domain

(0.45 < y <= 1). Both liquid and solid phases are assumed to have the same viscosity

µL = µS = 1.4 × 10−3 kg/m·s. Viscosity in the solid phase is fictitious and does not affect

numerical results. The rest of the thermophysical properties for the liquid and solid phases are

taken from Table 4.1. The thermophysical properties of the gas are based on air and are taken to

be ρG = 0.4 kg/m3, κG = 6.1× 10−2 W/m·K, CG = 1100 J/kg·K and µG = 4× 10−5 kg/m·s. In

the x-direction, periodic boundary conditions are applied. On the top boundary (y = 0), we use

zero-pressure/outflow and no heat flux boundary conditions, while on the bottom wall (y = 0),

we use zero-velocity and fixed temperature boundary conditions (T = 6Tm). Tm = 933.6 K

is the melting temperature of aluminum. For the liquid region, the initial temperature is 5Tm,

whereas for the solid and gas regions, it is 0.9Tm. The simulation is performed till t = 250 s

with a uniform time step size of ∆t = 10−3 s.

13As mentioned earlier it is difficult to estimate/measure various material properties that is required in a PFM.
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The solid melts when heat is transferred from the bottom wall to the liquid. As the

melting process continues, the solid phase disappears after t = 150 s. To ensure that no spurious

phase changes or interfacial dynamics exist, the simulation is continued until t = 250 s. As

shown in panels (C) and (D) of Fig. 4.22, this is indeed the case. Since liquid density is larger

than solid density, the gas-liquid interface position (y = 0.4375 m) at t = 150 s is lower than

the initial gas-solid interface position (y = 0.45 m). It provides a simple “sanity check” for a

CFD method that seeks to capture the volume change effect of the PCM; the final position of

the gas-liquid interface indicates the success of the method. Additionally, the initial and final

gas-metal interface locations can be used to quantify the percentage change in metal mass. It

should ideally be zero. For the present simulation (using 256× 256 grid), it is approximately

E ≈ 0.027%. Even though the percentage mass change is quite small, it is not near machine

precision. This is attributed to two factors: (1) the non-conservative nature of the level set

method, which is used to track the gas-PCM interface in our formulation; and (2) the errors

incurred in computing the right-hand side of the low Mach Eq. (4.33) numerically. We show

in Appendix Sec. 6.7 that E decreases with increasing grid resolution. It also decreases with

decreasing time step size ∆t (data not presented). We expect mass change errors would be lower

if the level set method were replaced by a more conservative interface capturing technique like

the volume of fluid technique. However, this needs to be verified.

4.6.6 Metal solidification

We consider the opposite scenario of the previous section in our final example: molten

aluminum solidifying in a cast14. A common casting defect is solidification shrinkage. Metals

that are denser in their solid form than in their liquid form (which is almost always the case)

suffer from this defect. As liquid metal solidifies, its volume contracts due to the density

contrast between phases. Macroscopically, the free surface of the metal is recessed down into the

solidified metal, giving it the appearance of a pipe. The goal of this example is to demonstrate

14This benchmark test is provided in IBAMR GitHub within the directory examples/phase change/ex4.
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that pipe defects are captured only when velocity is taken to be non-div-free, and the prior

inconsistent enthalpy methods [130, 131, 31] would not be able to capture this feature of phase

change process. In those works, a divergence-free (div-free) velocity condition is used, which

means that no additional flow is generated when the solid phase changes to liquid or vice versa.

In the momentum and energy equations, the two phases (liquid and solid) are allowed to have

different densities, which is at odds with the div-free velocity assumption.

Solidification of aluminum occurs within a square computational domain of extents

Ω ∈ [0, 8× 10−3]2, which is discretized into 256× 256 uniform cells. Initially, liquid metal is

filled below the region y = 5× 10−3 m, and the rest of the domain is occupied by gas (air); see

Fig. 4.23(A). In contrast to the previous example, there is no solid phase at the beginning of the

simulation. The densities of liquid and solid are assumed to be ρL = 2475 kg/m3 and ρS = 2700

kg/m3, respectively. The other thermophysical properties for liquid, solid, and gas are taken

from the previous section. The surface tension coefficient between liquid aluminum and gas is

taken to be σ = 0.87 N/m. On the top surface, zero-pressure/outflow boundary conditions are

applied, while zero-velocity boundary conditions are applied elsewhere. On all boundaries, the

temperature is fixed at T = 0.5Tm (Tm = 933.6 K is the solidification temperature of aluminum),

except at the bottom wall, where a zero-flux (homogenous Neumann) condition is imposed. The

initial temperature in the liquid domain is set to 2Tm, whereas in the gas domain it is 0.5Tm.

As a result of the imposed boundary conditions, solidification begins on the right and left sides

of the domain. Solidification is not affected by the top boundary since air has a low thermal

conductivity. The simulation runs until t = 1 s with a uniform time step size of ∆t = 10−5 s.

First, we present the simulation results assuming that velocity in the domain is div-free.

Results are shown in Fig. 4.23. In this case, the liquid metal solidifies completely without

deforming the free surface or changing its volume. This solution is unphysical because PCM

volume must change to accommodate a change in density during phase change. It is important to

note that variable density and gravitational body forces are taken into account in the momentum

equation (4.45). However, this is not enough to cause caving of the free surface (gas-liquid).
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Figure 4.23. Time evolution of the solid, liquid, and gas domains during metal solidification
considering∇ · u = 0.

Figure 4.24. Time evolution of the solid, liquid, and gas domains during metal solidification
(shrinkage) considering∇ · u 6= 0.
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Figure 4.25. Time evolution of the solid, liquid, and gas domains during metal solidification
(expansion) considering∇ · u 6= 0.

The results differ significantly when velocity is not treated as div-free. Fig. 4.24 shows

the dynamics of solidification. Around t = 0.25 s, the liquid metal solidifies completely, and no

further phase changes occur. Supplementary video S1 shows the solidification dynamics. There

are no spurious flows or interfacial motions at the gas-solid interface beyond t = 0.25 s. It is

clear that the gas-liquid surface has caved and a pipe defect has formed. Material volume shrinks

as density increases, so this is a physically correct result. In addition, we quantify the simulation

results by computing the percentage mass change of the metal as a function of grid resolution.

This is presented in the Appendix Sec. 6.7.

Next, consider a hypothetical case where aluminum liquid and solid phase densities are

reversed to ρL = 2700 and ρS = 2475 kg/m3, respectively. As a result, metal expands during

solidification. Fig. 4.25 shows the dynamics of metal expansion during solidification. It takes

t = 0.25 s for solidification to complete in this case as well, but we observe a protrusion defect

instead of a pipe defect. Supplementary video S2 shows the solidification dynamics for this case.

4.7 Discussion

In this study we presented analytical and numerical methodologies to model phase change

phenomena exhibiting density/volume changes. All materials of practical interest change density,

and consequently, material volume to conserve mass when they melt, solidify, evaporate, or

condense. Different phases of the same material also exhibit differences in other thermophysical
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properties, such as specific heat and conductivity. By retaining all jump terms arising from the

energy equation in the Stefan condition, we derived an analytical solution to the two-phase Stefan

problem with variable thermophysical properties. For validation purposes, CFD algorithms

that aim to model the phase change of materials can benefit greatly from the two-phase Stefan

problem solutions, but these have gone largely unnoticed in the literature. We also presented a

novel low Mach version of the enthalpy method that takes into account the density change of

PCMs during melting and solidification. Furthermore, the solid-liquid PCM was coupled to a

gas phase within the low Mach framework. Evaporation and condensation may also be modeled

with the proposed low Mach enthalpy method, but further studies are needed to evaluate its

accuracy. Another possibility is to model evaporation and condensation through the level-set or

volume of fluid machinery and melting and solidification via the proposed low Mach enthalpy

method. In this scenario DH
Dt

and Dφ
Dt

are not equal to zero in the low Mach Eq. (4.33). By

using such a framework, all four modes of phase change can be handled in a single simulation,

which will enhance the existing modeling fidelity of engineering applications like metal additive

manufacturing. Besides presenting novel techniques for modeling phase change processes, this

work opens up several new directions for future research.
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Chapter 5

Ongoing work and future scope

5.1 Allen-Cahn model for phase change

As discussed earlier, one popular method for simulating solidification and melting

processes is the enthalpy method. Expanding upon the enthalpy method, we have developed a

low Mach enthalpy method to account for volume change during melting and solidification, as

described in Chapter 4. Our low Mach enthalpy method has been applied to simulate various

two-phase and three-phase flows involving phase change.

Another widely used approach is the Phase-Field method, where the liquid-solid interface

has a small but finite thickness [135]. Unlike the enthalpy method, the Phase-Field method

solves an additional equation to govern the evolution of the liquid fraction of the phase change

material, rather than relying on algebraic relations. This feature enables the Phase-Field method

to incorporate more complex physics, such as anisotropy and solute transport in alloys [135].

Ziyang et al., [135] developed consistent and conservative Phase-Field model for thermo-

gas-liquid-solid flows with liquid-solid phase change. The interface between the PCM and the

gas region is tracked using the Cahn-Hilliard equation, while the liquid-solid interface is tracked

using the Allen-Cahn equation. We have developed a model based on level set and Allen-Cahn

equations for modeling non-isothermal phase change flows. Below is a brief overview of the

governing equations used in our model.:
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5.1.1 Governing equations

As discussed in previous chapters, the zero contour of level set function is used to track

the gas-PCM interface. The level set is advected with non-divergence velocity as

∂φ

∂t
+∇ · φu = 0. (5.1)

Next, Heaviside function H is defined based on φ as

H(x) =


0, φ(x) < −nsmear h,

1
2

(
1 + 1

nsmearh
φ(x) + 1

π
sin
(

π
nsmearh

φ(x)
))

, |φ(x)| ≤ nsmear h,

1, otherwise.

(5.2)

Allen-Cahn equation, governing the evolution of liquid fraction ϕ, is expressed as

∂ (Hϕ)

∂t
+∇ · uHϕ = −Mϕζϕ + ϕH∇ · uinΩ, (5.3)

where

ζϕ =
λϕ
η2
ϕ

Hg′(ϕ)− λϕ∇ ·H∇ϕ+
ρLML

TM
Hp̃′(ϕ)(TM − T ). (5.4)

Here, Mϕ is the mobility of ϕ. The parameters γϕ and µϕ are the Gibbs-Thomson and linear

kinetic coefficients, respectively, in the Gibbs-Thomson equation of the liquid-solid interface. λϕ

is the mixing energy density of ϕ, which is related to the thickness of the liquid-solid interface

ηϕ. Temperature equation with phase change

∂(ρCp)T

∂t
+∇ · u(ρCp)T + ρLML

[
∂ (Hϕ)

∂t
+∇ · uHϕ

]
= ∇ · κ∇T +QT (5.5)
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Figure 5.1. Schematic used for the Stefan problem which is solved using LS-AC model.

Finally, the Navier-Stokes equation are solved as follows

∂ρu

∂t
+∇ · ρuu = −∇p+∇ ·

[
µ
(
∇u +∇uT

)]
+ ρg + f s + fd, (5.6)

∇ · u =
Mϕ(ρLM − ρSM)

ρ
ζϕ. (5.7)

Note that the ∇ · u 6= 0 in the mushy region. The mixture model is used to derive the kinematic

contraint on the velocity. The present model is referred as the level set - Allen Cahn (LS-AC)

model in this thesis. The time stepping algorithm is not detained here, as it closely follows the

approach described in Sec. 4.4.4. Let’s validate the model that described here using the Stefan

problem.

5.1.2 Stefan problem

Consider a square domain with periodic boundary conditions on the x-faces, as shown in

Fig. 5.2. The top and bottom boundaries are assumed to be no-slip and adiabatic. The material

properties used in this setup are as follows: ρ = 1, µ = 1, C = 1, κL = 0.05, κS = 1, Tm = 1,

L = 0.53. This problem is adapted from Javierre et al. [136]. The Allen-Cahn model parameters
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Figure 5.2. Stefan problem: (A) Evolution of interface y∗ and (B) Temperature distribution
along y axis for different times.

are Mϕ = 1/(νϕζ
2
ϕL), λϕ = 1/(νϕMϕ), ηϕ =

√
2aϕζϕ where aϕ = 0.0625, νϕ = 1 and, ζϕ=

0.002. Initially, the liquid-solid interface is located at y = 0.2, with the solid phase occupying

the domain above the interface with initial temperature of T S = 1.1. Below the interface, the

liquid phase is present with an initial temperature of T L = 1.53.The domain is discrtized using

5× 2000 cells with constant time step size of 10−7.

Figure 5.2 presents the interface position and temperature distribution comparison with

the analytical solution provided in [136, 135]. The numerical results from the present model

matches well with the analytical solution.

Despite the promise of the phase field model, a major drawback is the requirement to

specify the Allen-Cahn equation parameters. These parameters are not known a priori and

necessitate a convergence study for the simulations. Therefore, there is a need for a robust

approach to determine these parameters to effectively apply this model to non-isothermal phase

change flows.
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5.2 Future directions

In the present chapter, we presented a preliminary and ongoing investigations into the

LS-AC model for modeling solidification/melting problems. In the future, we plan to validate this

model for various phase change applications and simulate complicated multiphysics problems.

Additionally, we aim to develop a strategy for determining the Allen-Cahn model parameters

for phase change applications. Ultimately, we will compare the performance of the low Mach

enthalpy method and the LS-AC method in different applications.

The low Mach enthalpy method introduced in Chapter 4 can be further extended to

account for condensation and evaporation as well. Our future objective is to develop a robust

and consistent low Mach model capable of handling all modes of phase change: melting,

solidification, condensation, and evaporation. Furthermore, we plan to derive an analytical

solution similar to the one presented in Section 4.3 for the two-phase Stefan problem with

condensation/evaporation. This analytical solution will serve to validate our numerical CFD

models.

The ultimate goal of this project is to develop a computational tool capable of simulating

additive manufacturing processes such as selective laser melting and laser welding. A compre-

hensive simulation of an AM process involves several sub-models addressing various aspects,

including residual stress, microstructure development, powder-bed raking (for powder-bed AM),

or powder trajectories (in blown-powder AM), and the detailed behavior within and around the

melt pool [5]. Our current model encompasses multiphase flows with variable surface tension,

fluid-structure interaction, and phase change. We plan to enhance this model by incorporating

new features such as a laser source, recoil pressure, and radiation models in a consistent manner

(in discrete sense) to simulate full-scale AM processes. These models will undergo thorough

validation to improve the robustness and accuracy of the solver.
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Chapter 6

Appendix

6.1 Comparison of different approaches used for construct-
ing flux-forcing functions

Here, we demonstrate the efficacy of Approach C described in Chapter 2 in comparison

to Approach D described in Chapter 2 for numerically constructing the flux-forcing functions.

To implement Approach D, we discretize the interface into a set of discrete Lagrangian/marker

points with position X ≡ (X, Y ) and spread the two components (in 2D) of β(X) ≡ (βX , βY )

to the nearby x- and y-faces of the Cartesian grid cells, respectively. We consider two kernel

functions for the spreading operator: a one-point top hat function and a six-point Gaussian

bell-like spline function. The one-dimensional (in the x-direction) form of the top hat function

can be defined in terms of r = (x−X)/h and it reads as

ftop hat =


1, |r| ≤ 0.5,

0, otherwise.
(6.1)
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(A) One-point top hat function (B) Six-point spline function

Figure 6.1. One-dimensional representation of the (A) one-point top hat function; and (B)
six-point spline function.

Here, x is the face-center location of the x-face and h is the grid cell size. Similarly, the

one-dimensional form of the six-point spline function reads as

fspline =



1
60

(−5σ5 + 90σ4 − 630σ3 + 2130σ2 − 3465σ + 2193) , 0 ≤ |r| < 1,

1
120

(5σ5 − 120σ4 + 1140σ3 − 5340σ2 + 12270σ − 10974) , 1 ≤ |r| < 2,

1
120

(−σ5 + 30σ4 − 360σ3 + 2160σ2 − 6480σ + 7776) , 2 ≤ |r| < 3,

0, 3 ≤ |r|.

(6.2)

in which σ = |r|+ 3. The graphical representation of these functions is shown in Fig. 6.1. In

dimensions higher than one, a tensor-product form of the one-dimensional functions is used. We

refer the readers to Peskin [38] for more details on the spreading operator. The distance between

the maker points is kept approximately equal to h, although increasing or decreasing the distance

up to a factor of two did not affect the overall accuracy of the scheme (data not shown).

We consider a test problem similar to the one defined in Sec. 2.7.4, in which a circle of

radius 3/2 is embedded into a larger computational domain of extents Ω ∈ [0, 2π]2. Inhomoge-

neous Neumann boundary conditions with g(x) = −κ n · ∇qexact are imposed on the fluid-solid
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interface ∂ΩS, whereas Dirichlet boundary conditions are imposed on the external boundaries of

the computational domain, i.e., q|∂Ω(x) = qexact(x). We present the contours of the numerical

(red) and exact (blue) solutions and the convergence rate of the numerical schemes based on

Approach C and D in Fig. 6.2. As observed in the figure, excellent agreement is obtained between

the numerical and exact solutions in the fluid domain (considered to be outside the cylinder) with

Approach C. However, when Approach D is used considering either the top hat or the spline

function, there is a large disagreement between the numerical and exact solutions. Furthermore,

Approach C exhibits approximately first-order accuracy using the continuous indicator function,

whereas Approach D exhibits zeroth-order accuracy. A similar discrepancy is observed using

the discontinuous indicator function with Approach D, although it is slightly less severe than

the continuous case. In contrast, the order of accuracy of Approach C improves further when

the discontinuous χ is used. Data for the discontinuous function is not shown in the interest of

brevity. Based on the results of this section we do not recommend Approach D to impose the

spatially varying Neumann/Robin boundary conditions.

6.2 Effect of the penalization parameter

In this section, we study the effect of the penalization parameter η on the order of

accuracy of the flux-based VP method. The test problem described in Sec. 2.7.4 for the

hexagram interface is considered here. We solve this problem using four different η values:

η = {10−2, 10−4, 10−8, 10−12}. As noted in Fig. 6.3, except for the largest value of η = 10−2,

the convergence rate remains the same for the rest of the η values. Based on the results of this

section we chose η = 10−8 for all our test cases.
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(A) Numerical (red) vs. analytical (blue)
solution using Approach C

(B) Numerical (red) vs. analytical (blue)
solution using Approach D (top hat)

(C) Numerical (red) vs. analytical (blue)
solution using Approach D (spline)

(D) Order of convergence using the continu-
ous indicator function

Figure 6.2. Circular domain with spatially varying Neumann boundary conditions. Contours
of the numerical (red) and analytical (blue) solutions at N = 256 grid using (A) Approach C
and using Approach D with (B) one-point top hat function and (C) six-point spline function. (D)
Error norms E1 and E∞ as a function of grid size N using the continuous indicator function with
Approach C (solid line with symbols), and with Approach D using the top hat (dashed line with
symbols) and spline (dotted line with symbols) kernel functions. The penalization parameter η is
taken as 10−8. The values of κ is taken to be 1.
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(A) Order of convergence using the continu-
ous indicator function

(B) Order of convergence using the discontin-
uous indicator function

Figure 6.3. Effect of the penalization parameter η on the order of accuracy of the flux-based VP
mehod. Spatially varying Neumann boundary conditions are imposed on the hexagram interface
using Approach C. (A) Error norms E1 as a function of grid size N using the continuous indicator
function (B) Error norms E1 as a function of grid size N using the discontinuous indicator
function.

6.3 Formal derivation of the projection method

The saddle-point problem

 A G

−D· 0


 xu

xp

 =

 bu

bp

 (6.3)

can formally be solved using the inverse of the Schur-complement

S−1 =
(
−D ·A−1G

)−1

to obtain the exact pressure and velocity solutions

xp = −S−1(D ·A−1bu + bp), (6.4a)
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xu = A−1(bu −Gxp) = A−1bu + A−1GS−1(D ·A−1bu + bp). (6.4b)

The projection method approximation to the velocity solution is obtained by approximating

A−1GS−1 = A−1G
(
−D ·A−1G

)−1

= A−1G
(
−ρχρ

−1
χ D ·A−1G

)−1

≈ A−1G
(
−(D · ρ−1

χ G)ρχA
−1
)−1

= A−1G
(
−LρχρχA

−1
)−1

= −A−1GAρ−1
χ Lρχ

−1

≈ −GA−1Aρ−1
χ Lρχ

−1

= −ρ−1
χ GLρχ

−1.

Here, we have commuted a few operators (which is valid only for constant-coefficient operators

defined on periodic domains) to simplify A−1GS−1. This simplification allows to approximate

the exact velocity solution xu in Eq. (6.4b) as

xu = A−1bu + A−1GS−1(D ·A−1bu + bp)

≈ A−1bu − ρ−1
χ GLρχ

−1(D ·A−1bu + bp)

= A−1bu −∆t ρ−1
χ G

(
Lρχ

−1 1

∆t
(D ·A−1bu + bp)

)
= x̂u −∆t ρ−1

χ Gφ.

Here, φ is an auxiliary pressure-like scalar field that satisfies the Poisson Eq. (3.41). Approxi-

mating the inverse of the Schur complement as (see Cai et al. [78])

S−1 =
(
−D ·A−1G

)−1 ≈ − 1

∆t
Lρχ

−1 + µ (6.5)

196



Figure 6.4. Evolution of the spreading water column in two dimensions considering a density
ratio of ρL/ρG = 815.66 and a viscosity ratio of µL/µG = 63.88 between dense water and light
air fluids.

provides an approximate pressure solution xp

xp = −S−1(D ·A−1bu + bp)

≈
(

1

∆t
Lρχ

−1 − µ

)
(D ·A−1bu + bp)

= Lρχ

−1

(
D · x̂u + bp

∆t

)
− µ(D · x̂u + bp)

= φ−∆tµLρχφ.

Note that in this work we use the trapezoidal rule for time integrating the viscous Laplacian term.

If instead backward Euler scheme is employed then

S−1 ≈ − 1

∆t
Lρχ

−1 + 2µ (6.6)

is suggested based on the spectral analysis of the viscous operator (see Cai et al. [78]).

6.4 Two-dimensional dam break problem

Using the two-dimensional dam break test case, we demonstrate two aspects of our

multiphase solver: (1) consistent mass and momentum transport scheme that ensures numerical
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(A) (B)

Figure 6.5. Comparison of the temporal evolution of dimensionless front position with prior
studies: present work (black), experiments of Martin and Moyce (red); and numerical studies of
Nangia et al. (green), Zeng et al. (magenta), and Patel and Natarajan (blue).
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(A) Percentage change in liquid volume
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(B) Percentage change in gas volume

Figure 6.6. Percentage volume change Ev of liquid and gas over time for the two-dimensional
dam break problem at different grid sizes. A uniform time step size of ∆t = 5× 10−5 s is used
for coarser grid (N = 70) and it is halved for the finer grid (N = 140).
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stability of high density ratio flows; and (2) the percentage change in the volume of conserved

phases (liquid and gas) in the absence of rigid bodies. Initially, the water column occupies a

square block of size a = 0.057 m within a computational domain Ω ∈ [0, 7a]× [0, 1.75a]. The

lower left corner of the water column aligns with the lower left corner of the computational

domain; the remaining domain is occupied by air. A uniform grid of size 4N ×N is used for

discretizing the computational domain. Two grid resolutions are considered N = {70, 140}. The

domain has a no-slip velocity boundary condition on all sides. Water and air have densities of

ρL = 1000 kg/m3 and ρG = 1.226 kg/m3, respectively, and viscosities of µL = 1.137× 10−3 Pa

· s and µG = 1.78× 10−5 Pa · s, respectively. The surface tension coefficient between the air and

water phases is taken to be γ = 0.0728 N/m. The fluids are initially at rest. This problem has

been studied numerically by Nangia et al. [59], Patel and Natarajan [163] and Zeng et al. [164],

and experimentally by Martin and Moyce [165].

Fig. 6.4 shows the evolution of the air-water interface using a N = 140 grid at different

time instants. Based on the results, we can conclude that our multiphase formulation provides a

physical solution that remains stable over time. Using prior experiments and numerical solutions,

we compare the temporal evolution of the dimensionless front position (non-dimensionalized by

a) with the numerical solution. The results of our study are in excellent agreement with those of

previous studies. Also presented is the percentage volume change of liquid and gas as a function

of non-dimensional time T = t
√

g
a

in Fig. 6.6. As can be observed, the percentage volume

change is less than 1.5% for the finer grid. This also agrees well with the previous level set-based

simulations of Zeng et al. [164], who report a percentage volume change around Ev ≈ 2% for

this problem.

6.5 Rayleigh-Taylor instability problem

For the level set method, different discretization, advection, and time-stepping schemes

could result in different mass/volume changes of the conserved phases. Several combinations
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(A) Interfacial dynamics

(B) Volume change of the top heavy fluid

Figure 6.7. Two phase Rayleigh-Taylor instability problem at Atwood number A = 0.5 and
Reynolds number Re = 3000. (A) Temporal evolution of the top heavy (red color) and bottom
light (blue color) fluids in the domain. (B) Volume change of the heavy fluid over time. Here,
time t is non-dimensionalized by d/

√
gd.
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(A) Interfacial dynamics

(B) Zoomed-in view near the obstacles
at t = 3.5

(C) Volume change of the top heavy fluid

Figure 6.8. Three phase Rayleigh-Taylor instability problem at Atwood number A = 0.5 and
Reynolds number Re = 3000. Two rigid cylinders (shown as black disks) are placed in the path
of the falling heavy fluid. (B) Zoomed-in view of the fluid-fluid interface (red color) and the
outer surface of the cylinders (black color). (A) Temporal evolution of the top heavy (red color)
and bottom light (blue color) fluids in the domain. (C) Volume change of the heavy fluid over
time. Here, time t is non-dimensionalized by d/

√
gd.
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of these schemes have been extensively tested by Solomenko et al. [166] on a number of

benchmarking two-phase problems, including the Rayleigh-Taylor instability (RTI) flow. It

is important to note, however, that the authors did not include the subcell-fix method in their

study as they mention that “These methods were not tested here because we have found [their]

implementation comparatively complex.” To complement the prior study, as well as to compare

the performance of the subcell-fix method with the best performing method(s) reported in [166],

we simulate the RTI case using the same grid resolution (∆x = ∆y = h = 1/192) and problem

parameters as in Sec. 7 of Solomenko et al. Specifically, we consider the Atwood number to

be A = (ρh − ρl)/(ρh + ρl) = 0.5, and the Reynolds number to be Re = ρhd
√
gd/µ = 3000.

Here, ρh and ρl, denote density of heavier and lighter phase, respectively, g is the acceleration to

gravity (acting in the negative y direction), and µ is the fluid viscosity, which is the same in both

fluid phases. The initial interface between the top heavy and bottom light fluid is considered

to be a cosine function with a small amplitude. The initial signed distance is then expressed

as σ(x, y, t = 0) = d(2 + 0.1 cos(2πx/d)) − y, in which d is the domain width and 4d is the

domain height. Fig. 6.7(A) shows the two phase interface evolution at various non-dimensional

time instants t (normalized by time scale d/
√
gd), whereas Fig. 6.7(B) reports the change in

the volume of the heavier fluid as a function of non-dimensional time. Solomenko et al. report

volume changes till t = 3.5, and their best performing method (in terms of least amount of

volume changes and parasitic oscillations at the interface) leads to a percentage volume change

of 0.3% (reported in Table 10 of [166]). As can be seen in Fig. 6.7, the subcell-fix method of Min

also leads to similar volume change around t = 3.5, and does not cause parasitic oscillations at

the evolving interface.

As a variation of the two phase RTI problem, and to examine the effect of the Brinkman

penalty term on volume change of the phases, we introduce two cylinders of radius R = 0.125d

in the path of the falling heavy fluid. Left and right cylinder centers are located at (0.3125d, 1.5d)

and (0.6875d, 1.5d), respectively. These objects are held stationary throughout the simulation.

Fig. 6.8(A) shows the perturbed dynamics of the fluid-fluid interface in the presence of rigid
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obstacles, which results in a more chaotic dynamics than the two phase RTI problem. A

zoomed-in view of the fluid-fluid interface at t = 3.5 near the stationary cylinders is provided in

Fig. 6.8(B). The no-slip condition imposed by the Brinkman penalty term prevents the fluid-fluid

interface from penetrating the rigid surfaces. Fig. 6.8(C) shows the volume change of the heavier

fluid as a function of time. The percentage volume change for the heavier fluid at t = 4 is

approximately 0.8%, which is similar to the two-phase RTI problem; see Fig. 6.7(B). We can

conclude from this example that the Brinkman penalization term does not result in additional

mass/volume changes (in the conserved phases) beyond what is expected from the standard level

set method.

6.6 Similarity solution

Here, we derive a similarity solution of the heat equations governing temperature in the

solid ΩS and liquid ΩL domains

∂T S

∂t
= αS∂

2T S

∂x2
∈ ΩS(t), (6.7)

∂T L

∂t
+ (1−Rρ)

ds

dt

∂T L

∂x
= αL∂

2T L

∂x2
∈ ΩL(t). (6.8)

Interface position s(t) can be expressed as s(t) = λ(t)2
√
αLt, where λ(t) is an unknown

function of time. Eqs. (6.20) and (6.21) can be written in terms of similarity variables ηS and ηL,

respectively:

T S(x, t) = T S(ηS) with ηS =
x

2
√
αSt

, (6.9)

T L(x, t) = T L(ηL) with ηL =
x

2
√
αLt

+ b(t). (6.10)
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b(t) in ηL is yet to be determined. The similarity transformation reduces partial differential

equations (6.20) and (6.21) in x and t to ordinary differential equations in ηS and ηL, respectively.

The steps involved in the similarity transformation of (6.21) are detailed in the remainder of

this section as this equation is different from the standard heat (6.20), which has been treated in

several textbooks. The main steps involve rewriting the derivatives of T L and s(t)

∂T L

∂x
=

dT L

dηL

∂ηL

∂x
=

dT L

dηL

1

2
√
αLt

(6.11)

∂2T L

∂x2
=

d2TL

dηL2

∂ηL

∂x

1

2
√
αLt

=
dTL

d2ηL2

1

4αLt
(6.12)

∂T L

∂t
=

dT L

dηL

∂ηL

∂t
=

dT L

dηL

( −x
4t
√
αLt

+
db

dt

)
(6.13)

ds

dt
= λ

√
αL

t
+ 2
√
αLt

dλ

dt
(6.14)

and substituting them in (6.21). This yields

d2TL

dηL2 + 2

(
ηL − b− λ(1−Rρ)− 2t

db

dt
− 2t(1−Rρ)

dλ

dt

)
dT L

dηL = 0. (6.15)

Here, d2TL

dηL2 = d
dηL

(
dTL

dηL

)
. Choosing b(t) = −λ(t)(1 − Rρ) in (6.15) simplifies the similarity

transformation of (6.21) to

d2TL

dηL2 + 2ηL dT L

dηL = 0. (6.16)

Following similar (but less involved) steps, the similarity transformation of (6.20) reads as

d2TS

dηS2 + 2ηS dT S

dηS = 0. (6.17)
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Eqs. (6.16) and (6.17) can be integrated analytically and the closed-form expressions of

T S(x, t) = T S(ηS) and T L(x, t) = T L(ηL) (satisfying boundary and interface conditions) are

provided in the main text.

6.7 Grid convergence study for mass conservation

For the metal melting and solidification cases discussed in the main text, we present the

percentage change in the PCM mass. The mass of PCM (solid+liquid) in the domain at time t

can be computed using

m(t) =

∫
Ω

[
ρL(Hϕ) + ρS(H −Hϕ)

]
dΩ. (6.18)

The relative percentage error in PCM mass is defined as

E(t) =
|m−m0|

m0

× 100, (6.19)

in which m0 is the initial (at time t = 0) mass of the PCM. Fig. 6.9 plots E versus t for various

grids of size Nx×Ny = N2. With increasing grid refinement, E decreases and at finer grids there

is about 0.007% change in the PCM mass. Fig. 6.10 plots E versus t for the metal solidification

case that exhibits pipe shrinkage. A similar conclusion can be drawn for this case as well: E

decreases with grid refinement and at finer grids PCM mass changes by approximately 0.39%. E

also decreases with decreasing ∆t (data not shown).

6.8 Analytical solution of a Two phase Stefan problem

In this Appendix, we provide the analytical solutions of a two-phase Stefan problem as

considered in Sec. 5.3. Let’s consider a slab Ω := 0 ≤ x ≤ l with the solid occupies the entire

domain at t = 0. Initially, the temperature is uniform throughout the domain and is lower than

the melting temperature (Ti < Tm). The boundary is open on the right and closed on the left. The
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Figure 6.9. Percentage change in PCM mass E as a function of time for the metal melting case
at different grids. Each grid uses a uniform time step size of ∆t = 10−3 s and a temperature
interval of ∆T = 10 K.

Figure 6.10. Percentage change in PCM mass E as a function of time for the metal solidification
case that exhibits pipe shrinkage defect at different grids. The temperature interval is taken
to be ∆T = 10 K for all grids. A uniform time step size is used for all the grids: for coarse
grids N = 32 and N = 64, ∆t = 10−4 s is used; for medium grids N = 128 and N = 256,
∆t = 10−5 s is used; and for the fine grid N = 512, ∆t = 10−6 s is used.
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solid is melted by imposing a temperature To > Tm on the left boundary. The thermophysical

properties of solid phase are ρS, CS, and κS, and for the liquid phase are: ρL, CL, and κL. We

assume these properties are constant within each phase. When the solid melts, the melt front

x∗ = s(t) starts to move to the right. The melting continues until all the solid liquefies. The

solid-to-liquid density ratio is denoted as Rρ = ρL/ρS. When Rρ < 1, the solid expands as it

melts; if Rρ > 1, the solid shrinks as it melts. We have derived an analytical solution for the

two-phase Stefan solidification problem in [167]. We follow a very similar approach here. For

more details about the detailed derivation and jump conditions, please refer to our previous work

[167]. The governing equations in the solid and liquid phases are

ρSCS

(
∂T S

∂t
+ uS∂T

S

∂x

)
= κS∂

2T S

∂x2
∈ ΩS(t), (6.20)

ρLCL

(
∂T L

∂t
+ uL∂T

L

∂x

)
= κL∂

2T L

∂x2
∈ ΩL(t), (6.21)

where uS and uL are the velocities of the solid and liquid phases, respectively. When melting

occurs, the melt front moves with velocity u∗ = ds/dt. The velocity in the liquid domain

ΩL(t) := 0 ≤ x < s(t) is taken to be zero. The velocity jump across the interface is given by

([167])

JuK = uS(s+, t)− uL(s−, t) = uS(s+, t) = (1−Rρ)
ds

dt
, (6.22)

where s+ and s− represent spatial locations just ahead and behind the interface. From the

continuity equation ∂uS/∂x = 0, the solid velocity uS is constant in the solid phase, allowing us

to obtain uS(ΩS, t) ≡ uS(s+, t) = (1−Rρ)
ds
dt

.

We need to find the solution of Eqs. 6.20 and 6.21 with the boundary conditions
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T L(0, t) = To and T S(l, t) = Ti and the interfacial conditions

T S(x∗, t) = T L(x∗, t) = Tm, (6.23)

ρL

[
(CL − CS)(Tm − Tr) + L+

1

2
(1−R2

ρ)

(
ds

dt

)2
]

ds

dt

=

(
κS∂T

S

∂x
− κL∂T

L

∂x

)
x∗
. (6.24)

The last equation Eq. 6.24 is known as the Stefan condition, stating that the rate of change

in latent heat is equal to the heat flux jumps across the interface.

As shown in [167], Eqs. 6.20 and 6.21 admit a similarity solution of the form

T S(x, t) = Ti + A(λ(t)) erfc
(

x

2
√
αSt
− s(t)

2
√
αSt

(1−Rρ)

)
, (6.25)

T L(x, t) = To +B(λ(t)) erf
(

x

2
√
αLt

)
. (6.26)

Here, αS = κS/(ρSCS), αL = κL/(ρLCL) are the solid and liquid thermal diffusivities, respec-

tively, and λ(t) = s(t)

2
√
αSt

is a yet to be determined function of time. The coefficients A(λ(t)) and

B(λ(t)) are found using the interface temperature condition as

Ti + A(λ(t)) erfc (λ(t)Rρ) = To +B(λ(t)) erf
(

s(t)

2
√
αLt

)
= Tm.

This yields

A(λ(t)) =
Tm − Ti

erfc (λ(t)Rρ)
and B(λ(t)) =

Tm − To
erf
(
λ(t)

√
αS

αL

) . (6.27)

Therefore, the temperature distribution in the solid phase is given by

T S = Ti + (Tm − Ti)
erfc

(
x

2
√
αSt
− λ(t)(1−Rρ)

)
erfc (λ(t)Rρ)

(6.28)
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and in the liquid phase

T L = To + (Tm − To)
erf
(

x

2
√
αLt

)
erf
(
λ(t)

√
αS

αL

) . (6.29)

By using the temperature distributions in the liquid (Eq. 6.29) and solid phases (Eqs. 6.28),

along with the interface position s(t) = 2λ(t)
√
αSt, we obtain the equation for λ(t) from the

Stefan condition (Eq. 6.24)

ρL

[
Leff − (1−R2

ρ)

2

(
λ2αS

t

)]
λ
√
αS =

− κS Tm − Ti
erfc (λRρ)

e−λ
2R2

ρ

√
παS

− κL Tm − To
erf
(
λ
√

αS

αL

) e−λ2αS/αL

√
παL

, (6.30)

where Leff = L + (CL − CS)(Tm − Tr) represents the effective latent heat. In this equation,

only the leading-order 1/
√
t term is retained, while other terms related to the derivative of λ(t)

are dropped. Through numerical experiments, we observed that terms involving dλ/dt can be

omitted [167].

It is also possible to find the pressure inside the fluid and solid phases as demonstrated in

[167]. However, for brevity, we do not provide the derivation here. Additionally, note that we

assume Leff = L in our Stefan problem simulations.

6.9 Error norm and curve-fitting of the data
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Table 6.1. Error norm data for the concentric circular annulus case using Approach A considered
in Sec. 2.7.3

N h
Continuous indicator function Discontinuous indicator function
Error Order Fit (m,R2) Error Order Fit (m,R2)

E1

32 1.96×10−1 4.6978×10−1 –

1.94,0.96

1.1552 –

1.78, 0.99

64 9.82×10−2 1.9149×10−1 1.29 7.3710×10−1 0.65
128 4.91×10−2 5.3379×10−2 1.84 1.9393×10−1 1.93
256 2.45×10−2 1.6787×10−2 1.67 4.8113×10−2 2.01
512 1.22×10−2 9.8071×10−3 0.78 2.0514×10−2 1.23
1024 6.13×10−3 7.8649×10−4 3.64 3.4221×10−3 2.58
2048 3.06×10−3 1.1559×10−4 2.77 8.6893×10−4 1.98

E∞

32 1.96×10−1 1.0015×10−2 –

1.98, 0.99

2.7865×10−1 –

1.50, 0.98

64 9.82×10−2 3.7365×10−2 1.42 2.3764×10−2 0.23
128 4.91×10−2 9.7656×10−3 1.94 8.0442×10−2 1.56
256 2.45×10−2 2.7216×10−3 1.84 2.1673×10−2 1.89
512 1.22×10−2 1.0573×10−3 1.36 9.4256×10−3 1.20
1024 6.13×10−3 9.2188×10−5 3.52 2.1399×10−3 2.14
2048 3.06×10−3 3.0885×10−5 1.58 7.9984×10−4 1.42

Table 6.2. Error norm data for the concentric circular annulus case using Approach B considered
in Sec. 2.7.3

N h
Continuous indicator function Discontinuous indicator function
Error Order Fit (m,R2) Error Order Fit (m,R2)

E1

32 1.96×10−1 4.8654×10−1 –

1.93, 0.97

1.1256 –

1.78, 0.97

64 9.82×10−2 1.9149×10−1 1.35 7.4819×10−1 0.59
128 4.91×10−2 5.3379×10−2 1.84 1.9643×10−1 1.93
256 2.45×10−2 1.6787×10−2 1.67 5.6235×10−2 1.80
512 1.22×10−2 9.8071×10−3 0.78 2.8225×10−2 0.99
1024 6.13×10−3 8.0832×10−4 3.60 3.0398×10−3 3.21
2048 3.06×10−3 1.2137×10−4 2.74 8.2524×10−4 1.88

E∞

32 1.96×10−1 1.0388×10−1 –

1.99, 0.99

2.6491×10−1 –

1.52, 0.98

64 9.82×10−2 3.7747×10−2 1.46 2.2513×10−1 0.23
128 4.91×10−2 9.8976×10−3 1.93 7.4914×10−2 1.59
256 2.45×10−2 2.7456×10−3 1.85 2.0745×10−2 1.85
512 1.22×10−2 1.0606×10−3 1.37 9.2775×10−3 1.16
1024 6.13×10−3 9.2313×10−5 3.52 1.8323×10−3 2.34
2048 3.06×10−3 3.1502×10−5 1.55 6.8778×10−4 1.41
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Table 6.3. Error norm data for the concentric circular annulus case using Approach C considered
in Sec. 2.7.3

N h
Continuous indicator function Discontinuous indicator function
Error Order Fit (m,R2) Error Order Fit (m,R2)

E1

32 1.96×10−1 7.5945×10−1 –

1.22, 0.82

1.1582 –

1.79, 0.97

64 9.82×10−2 1.9216×10−1 1.98 7.5692×10−1 0.61
128 4.91×10−2 5.3385×10−2 1.85 1.9907×10−1 1.93
256 2.45×10−2 8.3493×10−2 -0.64 5.7075×10−2 1.80
512 1.22×10−2 2.0512×10−2 2.03 2.8476×10−2 1.00
1024 6.13×10−3 1.7283×10−3 3.57 3.0329×10−3 3.23
2048 3.06×10−3 9.3256×10−3 -2.43 8.2703×10−4 1.87

E∞

32 1.96×10−1 1.3074×10−1 –

0.91, 0.79

2.6907×10−1 –

1.53, 0.98

64 9.82×10−2 4.1687×10−2 1.65 2.2643×10−1 0.25
128 4.91×10−2 1.3548×10−2 1.62 7.5307×10−2 1.59
256 2.45×10−2 2.7071×10−2 -1.00 2.0848×10−2 1.85
512 1.22×10−2 6.3965×10−3 2.08 9.3043×10−3 1.16
1024 6.13×10−3 1.2647×10−3 2.34 1.8262×10−3 2.35
2048 3.06×10−3 4.7482×10−3 -1.91 6.8950×10−4 1.41

Table 6.4. Error norm data for the hexagram case considered in Sec. 2.7.4

N h
Continuous indicator function Discontinuous indicator function
Error Order Fit (m,R2) Error Order Fit (m,R2)

E1

32 1.96×10−1 6.7780×10−1 –

0.58, 0.87

5.3142×10−1 –

0.84, 0.97

64 9.82×10−2 3.4265×10−1 0.98 3.6469×10−1 0.54
128 4.91×10−2 2.4912×10−1 0.46 3.0923×10−1 0.24
256 2.45×10−2 9.4835×10−2 1.39 1.3984×10−1 1.14
512 1.22×10−2 7.0835×10−2 0.42 5.9982×10−2 1.22
1024 6.13×10−3 7.6675×10−2 -0.11 3.5921×10−2 0.74
2048 3.06×10−3 7.3231×10−2 0.07 1.8182×10−2 0.98

E∞

32 1.96×10−1 2.3021×10−1 –

0.56, 0.89

2.6085×10−1 –

0.78, 1.00

64 9.82×10−2 9.2871×10−2 1.31 1.4826×10−1 0.82
128 4.91×10−2 8.3922×10−2 0.15 8.4091×10−2 0.82
256 2.45×10−2 4.5081×10−2 0.90 5.7254×10−2 0.55
512 1.22×10−2 2.3251×10−2 0.96 2.8368×10−2 1.01
1024 6.13×10−3 2.7484×10−2 -0.24 1.9064×10−2 0.57
2048 3.06×10−3 2.3980×10−2 0.20 9.4295×10−3 1.02
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Table 6.5. Error norm data for the egg case considered in Sec. 2.7.4

N h
Continuous indicator function Discontinuous indicator function
Error Order Fit (m,R2) Error Order Fit (m,R2)

E1

32 1.96×10−1 4.9929×10−2 –

1.00, 0.95

8.6565×10−1 –

1.37, 0.96

64 9.82×10−2 3.1338×10−2 0.67 5.6384×10−1 0.62
128 4.91×10−2 1.0582×10−2 1.57 5.3923×10−1 0.06
256 2.45×10−2 1.2636×10−2 -0.26 1.0306×10−2 2.39
512 1.22×10−2 5.0855×10−3 1.31 3.2609×10−3 1.66
1024 6.13×10−3 1.8937×10−3 1.43 1.0862×10−3 1.59
2048 3.06×10−3 6.3391×10−4 1.58 4.4750×10−4 1.28

E∞

32 1.96×10−1 7.2046×10−3 –

0.67, 0.83

3.0454×10−2 –

0.54, 0.91

64 9.82×10−2 1.1199×10−2 -0.64 2.5406×10−2 0.26
128 4.91×10−2 7.7484×10−3 0.53 1.9357×10−2 0.39
256 2.45×10−2 6.2520×10−3 0.31 1.7718×10−2 0.13
512 1.22×10−2 2.2338×10−3 1.48 1.0803×10−2 0.71
1024 6.13×10−3 1.6059×10−3 0.48 6.7722×10−3 0.67
2048 3.06×10−3 5.3624×10−4 1.58 2.7800×10−3 1.28

Table 6.6. Error norm data for the x-cross case considered in Sec. 2.7.4

N h
Continuous indicator function Discontinuous indicator function
Error Order Fit (m,R2) Error Order Fit (m,R2)

E1

32 1.96×10−1 1.9617×10−1 –

0.94, 1.00

7.9954×10−1 –

1.08, 0.98

64 9.82×10−2 1.0360×10−1 0.92 2.9599×10−1 1.43
128 4.91×10−2 6.3540×10−2 0.71 1.0168×10−1 1.54
256 2.45×10−2 3.3087×10−2 0.94 8.4574×10−2 0.27
512 1.22×10−2 1.6187×10−2 1.03 4.1020×10−2 1.04
1024 6.13×10−3 8.0014×10−3 1.01 1.7976×10−2 1.19
2048 3.06×10−3 3.8168×10−3 1.07 6.5705×10−3 1.45

E∞

32 1.96×10−1 9.7360×10−2 –

0.67, 0.98

1.5537×10−1 –

0.85, 1.00

64 9.82×10−2 7.0146×10−2 0.42 9.9996×10−2 0.64
128 4.91×10−2 4.9175×10−3 0.51 6.0211×10−2 0.73
256 2.45×10−2 3.5404×10−3 0.47 2.6342×10−2 1.19
512 1.22×10−2 2.0327×10−2 0.80 1.5461×10−2 0.77
1024 6.13×10−3 1.1164×10−2 0.86 8.8542×10−3 0.80
2048 3.06×10−3 5.7269×10−3 0.96 4.9815×10−3 0.83
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Table 6.7. Error norm data for fluid inside the sphere case using Approach B considered in
Sec. 2.7.5

N h
Continuous indicator function Discontinuous indicator function
Error Order Fit (m,R2) Error Order Fit (m,R2)

E1

16 3.92×10−1 1.2034 –

1.96, 0.91

1.2034 –

1.97, 0.93

32 1.96×10−1 8.3704×10−1 3.85 9.8016×10−2 3.62
64 9.82×10−2 4.8865×10−1 0.78 4.9230×10−2 0.99
128 4.91×10−2 1.0000×10−2 2.29 1.0273×10−2 2.26
256 2.45×10−2 8.7930×10−3 0.19 8.7922×10−3 0.22
320 1.96×10−2 9.7462×10−4 9.86 1.0631×10−3 9.47

E∞

16 3.92×10−1 9.7340×10−2 –

1.83, 0.93

1.0115×10−1 –

1.51, 0.98

32 1.96×10−1 7.2565×10−3 3.75 2.1147×10−2 2.26
64 9.82×10−2 4.9534×10−3 0.55 1.0438×10−2 1.02
128 4.91×10−2 1.1726×10−3 2.08 2.5863×10−3 2.01
256 2.45×10−2 7.4807×10−4 0.65 1.5037×10−3 0.78
320 1.96×10−2 1.4668×10−4 7.30 8.9006×10−4 2.35

Table 6.8. Error norm data for fluid inside the sphere case using Approach C considered in
Sec. 2.7.5

N h
Continuous indicator function Discontinuous indicator function
Error Order Fit (m,R2) Error Order Fit (m,R2)

E1

16 3.92×10−1 1.2034 –

0.94, 0.74

1.2034 –

1.97, 0.93

32 1.96×10−1 1.4493×10−1 3.05 1.0073×10−1 3.58
64 9.82×10−2 1.2962×10−1 0.16 4.9176×10−2 1.03
128 4.91×10−2 3.4356×10−2 1.92 1.0362×10−2 2.25
256 2.45×10−2 4.9902×10−2 -0.54 8.7919×10−3 0.24
320 1.96×10−2 5.6696×10−2 -0.57 1.0625×10−3 9.47

E∞

16 3.92×10−1 1.5668×10−1 –

0.07, 0.05

1.0083×10−1 –

1.52, 0.99

32 1.96×10−1 4.9131×10−2 1.67 2.3972×10−2 2.07
64 9.82×10−2 1.0494×10−1 -1.09 9.9420×10−3 1.27
128 4.91×10−2 6.0320×10−2 0.80 2.7054×10−3 1.88
256 2.45×10−2 8.8743×10−2 -0.56 1.4489×10−3 0.90
320 1.96×10−2 9.3188×10−2 -0.22 9.2746×10−4 2.00
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Table 6.9. Error norm data for fluid outside the sphere case using Approach B considered in
Sec. 2.7.5

N h
Continuous indicator function Discontinuous indicator function
Error Order Fit (m,R2) Error Order Fit (m,R2)

E1

16 3.92×10−1 6.3869 –

2.00, 1.00

12.6388 –

2.17, 1.00

32 1.96×10−1 1.6017 2.00 2.3072 2.45
64 9.82×10−2 4.0250×10−1 1.99 3.9686×10−1 2.54
128 4.91×10−2 1.0047×10−1 2.00 1.0267×10−1 1.95
256 2.45×10−2 2.5157×10−2 2.00 2.8038×10−2 1.87
320 1.96×10−2 1.6090×10−2 2.00 1.7741×10−2 2.05

E∞

16 3.92×10−1 3.8521×10−2 –

2.00, 1.00

1.3960×10−1 –

1.66, 0.97

32 1.96×10−1 9.6372×10−3 2.00 3.6464×10−2 1.94
64 9.82×10−2 2.4095×10−3 2.00 5.3588×10−3 2.77
128 4.91×10−2 6.0239×10−4 2.00 3.1807×10−3 0.75
256 2.45×10−2 1.5059×10−4 2.00 1.0506×10−3 1.60
320 1.96×10−2 9.6382×10−5 2.00 9.9368×10−4 0.25

Table 6.10. Error norm data for fluid outside the sphere case using Approach C considered in
Sec. 2.7.5

N h
Continuous indicator function Discontinuous indicator function
Error Order Fit (m,R2) Error Order Fit (m,R2)

E1

16 3.92×10−1 11.4085 –

0.87, 0.90

11.3418 –

2.13, 1.00

32 1.96×10−1 3.3852 1.75 1.9539 2.54
64 9.82×10−2 1.9619 0.79 3.8731×10−1 2.33
128 4.91×10−2 8.3413×10−1 1.23 9.6877×10−2 2.00
256 2.45×10−2 6.6588×10−1 0.33 3.1445×10−2 1.62
320 1.96×10−2 8.8538×10−1 -1.28 1.5689×10−2 3.12

E∞

16 3.92×10−1 3.7012×10−1 –

0.41, 0.67

1.1447×10−1 –

1.60, 0.98

32 1.96×10−1 1.4986×10−1 1.30 3.0673×10−2 1.90
64 9.82×10−2 1.4881×10−1 0.01 5.9817×10−3 2.36
128 4.91×10−2 6.7817×10−2 1.13 2.8228×10−3 1.08
256 2.45×10−2 9.2122×10−2 -0.44 1.1423×10−3 1.31
320 1.96×10−2 1.0649×10−1 -0.65 9.3613×10−4 0.89
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Table 6.11. Error norm data for the torus case using Approach C considered in Sec. 2.7.5

‘
N h

Continuous indicator function Discontinuous indicator function
Error Order Fit (m,R2) Error Order Fit (m,R2)

E1

16 3.92×10−1 2.0494 –

1.25, 0.93

2.7261 –

1.45, 0.97

32 1.96×10−1 5.1628×10−1 1.99 1.2559 1.12
64 9.82×10−2 1.1226×10−1 2.20 2.1936×10−1 2.52
128 4.91×10−2 8.5599×10−2 0.39 8.7687×10−2 1.32
256 2.45×10−2 4.7889×10−2 0.84 5.2780×10−2 0.73
320 1.96×10−2 4.0430×10−2 0.76 3.9756×10−2 1.27

E∞

16 3.92×10−1 7.1337×10−2 –

0.63, 0.59

1.8828×10−1 –

0.95, 0.90

32 1.96×10−1 1.6299×10−2 2.13 9.5677×10−2 0.98
64 9.82×10−2 4.7456×10−2 1.78 2.5818×10−2 1.89
128 4.91×10−2 8.9841×10−3 -0.92 1.2753×10−2 1.01
256 2.45×10−2 7.6094×10−3 0.24 1.4638×10−2 -0.20
320 1.96×10−2 6.7303×10−3 0.55 1.1201×10−2 1.20

Table 6.12. Error norm data for the concentric annulus case with spatially constant Robin
boundary conditions using Approach B considered in Sec. 2.7.6

N h
Continuous indicator function Discontinuous indicator function
Error Order Fit (m,R2) Error Order Fit (m,R2)

E1

32 1.96×10−1 5.9218×10−1 –

1.97, 1.00

3.1462 –

1.67, 0.95

64 9.82×10−2 1.5389×10−1 1.94 1.5899 0.98
128 4.91×10−2 3.9792×10−2 1.95 4.3190×10−1 1.88
256 2.45×10−2 1.0035×10−2 1.99 4.4843×10−2 3.27
512 1.22×10−2 2.5860×10−3 1.96 4.9145×10−2 -0.13
1024 6.13×10−3 6.7235×10−4 1.94 2.4537×10−2 1.00
2048 3.06×10−3 1.6595×10−4 2.02 2.0854×10−3 3.56

E∞

32 1.96×10−1 7.3004×10−2 –

1.97, 1.00

3.3663×10−1 –

1.45, 0.99

64 9.82×10−2 1.9263×10−2 1.92 1.7209×10−2 0.97
128 4.91×10−2 4.9511×10−3 1.96 5.1747×10−2 1.73
256 2.45×10−2 1.2529×10−3 1.98 1.4644×10−2 1.82
512 1.22×10−2 3.1817×10−4 1.98 7.3577×10−3 0.99
1024 6.13×10−3 8.2175×10−5 1.95 3.2291×10−3 1.19
2048 3.06×10−3 2.0329×10−5 2.02 7.7661×10−4 2.06

215



Table 6.13. Error norm data for the concentric annulus case with spatially constant Robin
boundary condition using Approach C considered in Sec. 2.7.6

N h
Continuous indicator function Discontinuous indicator function
Error Order Fit (m,R2) Error Order Fit (m,R2)

E1

32 1.96×10−1 1.2927 –

0.92, 0.56

3.2195 –

1.68, 0.95

64 9.82×10−2 1.1437×10−1 3.50 1.6086 1.00
128 4.91×10−2 2.8402×10−2 2.01 4.3717×10−1 1.88
256 2.45×10−2 2.2619×10−1 -2.99 4.5382×10−2 3.27
512 1.22×10−2 4.7478×10−2 2.25 4.9493×10−2 -0.13
1024 6.13×10−3 3.8797×10−3 3.61 2.4447×10−2 1.02
2048 3.06×10−3 2.6897×10−2 -2.79 2.0692×10−3 3.56

E∞

32 1.96×10−1 1.5846×10−1 –

0.71, 0.48

3.3871×10−1 –

1.45, 0.99

64 9.82×10−2 2.1296×10−2 2.88 1.7262×10−2 0.97
128 4.91×10−2 7.1544×10−3 1.57 5.1901×10−2 1.73
256 2.45×10−2 5.0560×10−2 -2.82 1.4598×10−2 1.83
512 1.22×10−2 1.2498×10−2 2.02 7.3909×10−3 0.98
1024 6.13×10−3 1.2720×10−3 3.30 3.2262×10−3 1.20
2048 3.06×10−3 8.6497×10−3 -2.77 7.7599×10−4 2.06

Table 6.14. Error norm data for the hexagram case with spatially varying Robin boundary
conditions using Approach C considered in Sec. 2.7.7

N h
Continuous indicator function Discontinuous indicator function
Error Order Fit (m,R2) Error Order Fit (m,R2)

E1

32 1.96×10−1 6.4450e-1 –

0.75, 0.96

8.4947e-1 –

1.00, 0.96

64 9.82×10−2 3.8669×10−1 0.74 5.5409e-1 0.62
128 4.91×10−2 2.1738×10−1 0.83 3.7542×10−1 0.56
256 2.45×10−2 8.3523×10−2 1.38 8.0590×10−2 2.21
512 1.22×10−2 6.1208×10−2 0.45 9.1875×10−2 -0.19
1024 6.13×10−3 4.2044×10−2 0.54 3.0769×10−2 1.58
2048 3.06×10−3 3.4124×10−2 0.30 1.3971×10−3 1.14

E∞

32 1.96×10−1 1.6739×10−1 –

0.71, 0.95

1.8868×10−1 –

0.72, 0.95

64 9.82×10−2 1.2126×10−1 0.47 1.4155×10−1 0.41
128 4.91×10−2 1.0764×10−1 0.17 1.2363×10−1 0.20
256 2.45×10−2 3.4357×10−2 1.65 4.2007×10−2 1.56
512 1.22×10−2 3.7526×10−2 -0.13 4.2895×10−2 -0.03
1024 6.13×10−3 1.5288×10−2 1.30 1.8924×10−2 1.18
2048 3.06×10−3 9.5637×10−3 0.68 9.5005×10−3 0.99
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Table 6.15. Error norm data for the hexagram with smooth exterior corners case using Approach
C with the discontinuous indicator function considered in Sec. 2.7.8

N h
Neumann problem Robin problem
Error Order Fit (m,R2) Error Order Fit (m,R2)

E1

32 1.96×10−1 7.6209×10−1 –

1.08, 0.91

3.9049e-1 –

1.26, 0.89

64 9.82×10−2 1.4221×10−1 2.42 1.0627e-1 1.88
128 4.91×10−2 1.4759×10−1 -0.05 1.0857×10−1 -0.03
256 2.45×10−2 2.2453×10−2 2.72 1.4303×10−2 2.92
512 1.22×10−2 1.4344×10−2 0.65 2.9291×10−3 2.29
1024 6.13×10−3 1.5886×10−2 -0.15 4.7328×10−3 -0.69
2048 3.06×10−3 6.7013×10−3 1.25 2.9825×10−3 0.67

E∞

32 1.96×10−1 2.3668×10−1 –

0.95, 0.95

1.2099×10−1 –

1.00, 0.88

64 9.82×10−2 4.8712×10−2 2.28 4.0233×10−2 1.59
128 4.91×10−2 4.3138×10−2 0.18 4.9885×10−2 -0.31
256 2.45×10−2 2.5443×10−2 0.76 1.0488×10−2 2.25
512 1.22×10−2 7.8196×10−3 1.70 3.4723×10−3 1.59
1024 6.13×10−3 6.8699×10−3 0.19 1.9522×10−3 0.83
2048 3.06×10−3 3.3329×10−3 1.04 3.4365×10−3 -0.82

Table 6.16. Error norm data for the circle case with spatially varying Neumann boundary
conditions using Approach C and D considered in Appendix 6.1. The continuous indicator
function is used here. A convergence rate of O(h0.98) (respectively, O(h0.95)) with an R2 value
of 0.95 (respectively, 0.98) in the L∞ (respectively, L1) norm is obtained using Approach C.
In the case of Approach D with the top hat kernel function, a convergence rate of O(h−0.02)
(respectively, O(h−0.01)) with an R2 value of 0.19 (respectively, 0.03) in the L∞ (respectively,
L1) norm is obtained. With the spline kernel function, Approach D achieves a convergence rate
of O(h−0.01) (respectively, O(h0.02)) with an R2 value of 0.69 (respectively, 0.55) in the L∞

(respectively, L1) norm.

N
Approach C Approach D (top hat function) Approach D (spline function)
Error Order Error Order Error Order

E1

32 5.0137×10−2 – 5.9980×10−1 – 1.3436 –
64 1.6119×10−2 1.64 5.6372×10−1 0.9 1.2869 0.06
128 1.3963×10−2 0.21 6.4900×10−1 -0.20 1.2772 0.01
256 4.6304×10−3 1.59 6.1927×10−1 0.07 1.2737 4.0×10−3

512 3.4634×10−3 0.42 6.0978×10−1 0.02 1.2729 9.1×10−4

1024 1.5665×10−3 1.14 6.0404×10−1 0.01 1.2720 1.1×10−3

2048 8.1497×10−4 0.94 6.0404×10−1 0.00 1.2714 6.5×10−4

E∞

32 8.4450×10−3 – 9.0222×10−2 – 2.1357×10−1 –
64 3.7481×10−3 1.17 1.0070×10−1 -0.16 2.1124×10−1 0.02
128 5.0424×10−3 -0.43 1.1195×10−1 -0.15 2.1110×10−1 0.01
256 1.0171×10−3 2.31 1.0500×10−1 0.09 2.1627×10−1 9.6×10−4

512 6.5633×10−4 0.63 1.0480×10−1 2.7×10−3 2.1855×10−1 -0.03
1024 3.1095×10−4 1.08 1.0284×10−1 0.03 2.1849×10−1 -0.02
2048 1.5776×10−4 0.98 1.0284×10−1 0.00 2.1842×10−1 4.6×10−4
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