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ABSTRACT

We explore the performance of a recently introduced N5-scaling excited-state-specific second order perturbation theory (ESMP2) on the
singlet excitations of the Thiel benchmarking set. We find that, without regularization, ESMP2 is quite sensitive to π system size, performing
well in molecules with small π systems but poorly in those with larger π systems. With regularization, ESMP2 is far less sensitive to π system
size and shows a higher overall accuracy on the Thiel set than CC2, equation of motion-coupled cluster with singles and doubles, CC3, and a
wide variety of time-dependent density functional approaches. Unsurprisingly, even regularized ESMP2 is less accurate than multi-reference
perturbation theory on this test set, which can, in part, be explained by the set’s inclusion of some doubly excited states but none of the
strong charge transfer states that often pose challenges for state-averaging. Beyond energetics, we find that the ESMP2 doubles norm offers a
relatively low-cost way to test for doubly excited character without the need to define an active space.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0146975

I. INTRODUCTION

Quantum chemistry approaches to modeling singly excited
states have been highly successful, but it remains true that the meth-
ods that are most reliably accurate are also highly computationally
intensive. As in ground state theory, coupled cluster (CC) methods
that go beyond doubles but stop short of a full treatment of triples
are often used as reliable benchmarks.1–10 However, with a cost that
scales as N7 with the system size N, these methods are quite limited
in the size of molecule that they can treat. Density functional theory
(DFT) [and, in particular, time-dependent DFT (TD-DFT)] is much
more affordable, with costs ranging from N3 to N5 depending on
the functional, with N4 being typical for many hybrid functionals.
By choosing a functional that is known to work well for the chem-
istry in question, TD-DFT can offer impressive accuracy, especially
for its computational price, but it would be an overstatement to
claim that it is as reliable as CC methods that include some triples
effects. Lower cost CC options for excited states, especially in the
linear response (LR) and equation of motion (EOM) formalisms, are
also widely used, but without triples effects, these methods are more

varied in their reliability. Examples include EOM-CC with singles
and doubles (EOM-CCSD),11 which has an N6 cost but tends to
overestimate excitation energies, and CC2,12,13 which has an N5

cost and typically displays lower average errors than EOM-CCSD.
These methods are both widely used and have been quite suc-
cessful, but nonetheless, there is room for improvement, as they
can produce surprisingly large errors in some cases that are not
obviously ill-suited to their assumptions, as in the 21A′ state of
formamide. Adding partial triples contributions—as in CC3,13–15

equation of motion coupled cluster with singles, doubles, and per-
turbative triples [EOM-CCSD(T)],16,17 δ-completely renormalized
(CR)-EOM(2,3)D,6 and many related methods—can certainly
improve matters but brings us back to N7 scaling. In this study, we
will use a large test set to investigate to what degree it may be help-
ful to move away from the linear response paradigm and instead
build traditional correlation methods upon a mean field reference,
starting, for now, with second order perturbation theory.

Like ground state second order Møller–Plesset perturba-
tion theory (MP2),18 the recently introduced excited-state-specific
Møller–Plesset theory (ESMP2)19–21 seeks to provide a second order
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Rayleigh–Schrödinger correction atop a mean field starting point.
In the ground state, MP2 perturbs around Hartree–Fock theory,
while in ESMP2, the starting point is provided by excited state mean
field (ESMF) theory,19,20 which refines the configuration interaction
singles (CIS) picture22 through excited-state-specific orbital relax-
ations to create a method that shares much in common with ground
state mean field theory.23 The early studies of ESMP2 have shown
promising accuracy, which has become more relevant, thanks to a
refinement of the theory21 that brings its cost scaling down to N5.
This is asymptotically comparable to MP2, although it should be
noted that ESMP2’s cost is an iterative N5 due to its zeroth order
Hamiltonian not being diagonal. With a relatively low scaling and
early promise in initial tests, we now seek to deepen our under-
standing of the strengths and weaknesses of ESMP2 by exploring its
performance on a widely used excited state benchmark.

The Thiel set24 offers theoretical best estimates (TBEs) for over
one hundred singlet excited states (and also many triplet states)
spread over 28 molecules, which include nucleobases, carbonyls,
aromatic rings, heterocyclic rings, small polyenes, and other small
unsaturated hydrocarbons. In the original work, both complete
active space second-order perturbation theory (CASPT2)25,26 and
the LR or EOM coupled cluster methods CC2, EOM-CCSD, and
CC3 were compared across these molecules. Since then, a large num-
ber of other research groups have used the Thiel set to make further
comparisons between methods.27–43 Both the quality of the initial
test set and its broad subsequent use make the Thiel set especially
attractive for helping to put ESMP2 in context and for understand-
ing its strengths and weaknesses. We note that for consistency with
this significant body of previous work, we have employed the orig-
inal test set’s TBEs in our analysis below, although we acknowledge
that in some cases, such as the nucleobases,44,45 more recent studies
may offer even more reliable best estimates.

Thiel et al. organized their test set into four groups of
molecules. In one group, they placed aldehydes, ketones, and
amides, in which, with the exception of benzoquinone, ESMP2
shows a highly competitive performance even without regulariza-
tion. Another group contains unsaturated aliphatic hydrocarbons,
some of whose excited states have large amounts of doubly excited
character and so do not satisfy the assumptions of ESMP2’s singly
excited zeroth order reference state. Although ESMP2 cannot treat
doubly excited character accurately, it does prove to be a relatively
cost-effective way to offer warning that such character is present.
Thiel’s third group consists of aromatic rings and heterocycles,
in which ESMP2’s sensitivity to π system size and the practical
efficacy of regularization become especially apparent. In our discus-
sion below, we reorganize these two groups into three—conjugated
polyenes, heterocycles, and other rings—as the polyenes are partic-
ularly illuminating for ESMP2. The fourth and final Thiel group
contains the nucleobases cytosine, thymine, uracil, and adenine.
As in other cases, ESMP2 struggles with their π system sizes but
improves substantially with regularization.

II. THEORY
A. Zeroth order reference

The zeroth order reference state for ESMP2 is the ESMF wave
function, which in its simplest form is an orbital-relaxed linear

combination of single excitations that can be written as follows:

∣Φ0⟩ = eX̂ ⎛

⎝
∑

ia
cia∣

a
i ⟩ +∑

īā
cīā∣

ā
ī ⟩
⎞

⎠
. (1)

In this work, the indices i, j, k represent occupied alpha orbitals,
a, b, c represent virtual alpha orbitals, and ī and ā likewise represent
beta orbitals. Note that it is possible to formulate ESMF so as to
also include the closed-shell Aufbau configuration,19 but we have not
yet implemented the corresponding ESMP2 terms in our N5-scaling
ESMP2 code, and so the ESMF reference used in this work is as
shown in Eq. (1). Here, X̂ is an anti-Hermitian one-body operator
that, when exponentiated, produces a unitary orbital rotation that
moves the linear combination of single excitations from the HF to
the ESMF orbital basis. To find each ESMF state, we employ either
the recently introduced generalized variational principle (GVP)20 or,
where possible, the more efficient ESMF self-consistent field (SCF)
approach.23 The latter is not as robust as the GVP, and so we fall back
to using the GVP in cases where the SCF approach proves unstable.

B. ESMP2
ESMP2 builds a second-order Rayleigh–Schrödinger perturba-

tion theory atop ESMF in a way that parallels MP2’s construction
atop HF theory. As ESMF already contains singly excited compo-
nents, the initial formulation19 of ESMP2 included all doubly exited
and triply excited determinants in its first order interacting space.
This choice comes from the basic logic that if MP2 can stop at dou-
bles when expanding around its Aufbau reference, ESMP2 should
stop at triples. This approach led to promising accuracy in initial
tests, but due to the large number of triples, it came with an N7

cost scaling. More recently, an N5 reformulation of ESMP2 has been
introduced21 that includes only the most important subset of triples
by first converting the ESMF wave function into a “transition orbital
pair” basis that shares much in common with the concept of a natu-
ral transition orbital basis.46 For the present study, we employ the N5

theory and refer to the reader to its original publication21 for most
of its details, but let us very briefly explain the added level shift as it
has not been discussed previously.

The zeroth order Hamiltonian for ESMP2 is

Ĥ0 = R̂(F̂ − Ĥ)R̂ + P̂ĤP̂ + Q̂(F̂ + ε)Q̂, (2)

where R̂ projects onto the ESMF state, P̂ projects onto the subspace
containing the Aufbau and all singly excited configurations, and
Q̂ = 1 − P̂. Ĥ is the full Hamiltonian, whereas F̂ is the Fock opera-
tor formed from the ESMF one-body density matrix. Note that, in
part, this choice of Ĥ0 is employed so as to ensure size intensivity.21

In previous ESMP2 work, the level shift ε has not been used, and
all results reported as “ESMP2” below use ε = 0. By instead setting
a positive value for ε, we can widen the zeroth order energy spac-
ing that separates the singles from the doubles and triples, which
as discussed above may help mitigate perturbative failures in larger
π systems. Due to the structure of Ĥ0, the only modification that
ε makes to ESMP2’s working equations is to shift the zeroth order
Hamiltonian matrix’s diagonal in the amplitude equations, and so
adopting a nonzero ε involves a trivial algorithmic change. As the
ESMP2 excitation energy is

ΔE = EESMP2 − EMP2, (3)
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we also add ε to the denominators in the standard MP2 energy
expression so as to maintain a balanced treatment between the
ground and excited state. Of course, the value chosen for ε will mat-
ter, and after some preliminary testing revealed that shifts below
0.2 Eh made very little difference, we ran the full test set with the sub-
stantially larger shift value of 0.5 Eh to find out what would happen
with a much more aggressive shift. Interestingly, this resulted in sub-
stantially better excitation energies, and so we have not attempted to
optimize ε any further in this study. We show examples of individ-
ual states’ shift sensitivities in the supplementary material. All results
presented below that are labeled “ε-ESMP2” employed ε = 0.5 Eh.

C. Amplitude diagnostics
Although they are not a perfect guide,47 amplitude diagnostics,

such as the T1 diagnostic,48 have long been used to help predict
whether ground states are indeed weakly correlated enough for
single-reference methods to be reliable. Might similar diagnostics
offer useful information for ESMP2? Unlike linear response excited
state methods, such as EOM-CCSD, in which doubly excited con-
figurations must account for both orbital relaxation and correlation
effects, ESMP2 is built on a reference in which mean-field orbital
relaxations are already accounted for by the MO basis. Thus, its
doubles amplitudes are more closely related to ground state singles
amplitudes: both are singly excited relative to their reference state
and both are only expected to be present in large amounts if the
reference wave function is a poor approximation for the state. Cer-
tainly, we would not expect ESMP2 to be accurate for a state in which
any doubly excited configurations have large weights, as this would
be a violation of the assumption that we are perturbing around the
singly excited ESMF reference. Thus, both from their similarity to
the ground state singles at the heart of the T1 diagnostic and from
the perturbative argument that they should not be large, we expect
that the ESMP2 doubles should be able to offer useful information
about the reliability of ESMP2, and possibly other theories too, for a
given excited state.

What functions of the doubles would make for good diag-
nostics? In many studies involving linear-response coupled cluster
theory, the percentage of the wave function that is described by sin-
gle excitations is used as a gauge.13 While we could adopt a similar
method for ESMP2, except using the percentage of the first order
wave function coming from the doubles instead, we choose not to
as the resulting diagnostic is not size consistent. Instead, we make
use of the fact that in ESMP2, any excitation that is localized to
some molecule or molecular region (as most excitations in chemistry
are) will see the triples percentage of its wave function grow indef-
initely with system size as additional far-away molecules are added,
as the size intensivity of the theory guarantees that those far-away
molecules will simplify to MP2 descriptions, thus adding additional
triples (MP2 doubles on top of the ESMF single excitation) com-
ponents for every far-away molecule that is added.21 Therefore, the
ESMP2 doubles percent will drop to zero in the large system limit,
in the same way that the RHF determinant’s percentage of the MP2
wave function goes to zero in the large system limit. This effect
implies that the meaning of the %T1 and %T2 measures will vary
with system size in ESMP2, even when one is simply adding far-
away molecules that do not interact with the original system. This
is clearly undesirable.

In contrast, the norm of the doubles amplitudes (when work-
ing in intermediate normalization) is unaffected by the addition of
far-away molecules, as the size intensivity of ESMP2 guarantees that
so long as the excitation is still on the original molecule, the new
molecules add only triples in the form of the far-away molecules’
MP2 doubles acting atop the ESMF singles. Furthermore, like
many other diagnostics, ∣T2∣ is invariant to occupied–occupied and
virtual–virtual rotations. Thus, ∣T2∣ offers ESMP2 a size-consistent,
orbital-invariant measure of the quality of ESMF’s assumption of a
purely singly excited state. It should therefore allow us to flag cases,
like states with large doubly excited components, for which ESMF
and ESMP2 are not appropriate.

III. COMPUTATIONAL DETAILS
Following the general considerations described by Schreiber

et al.,24 we have employed the same ground state MP2/6-31G∗

geometries and TZVP basis set49 in all calculations. Our ESMP2
code does not currently make use of point group symmetry, so cal-
culations were run in C1 and manual checks were performed to
ensure that states’ symmetry labels are correct. In part to ensure
that the same states were being used when comparing to existing
results and, in part, for convenience, we employed the largest sin-
gles components from EOM-CCSD calculations as the guess singles
in ESMF. We employed PySCF50 for most EOM-CCSD calcula-
tions, while QChem51 and Molpro52 were used for the 21E2g benzene
state and the 21Au and 11B2g states of tetrazine. We also verified
state characters by direct comparisons of the converged ESMF and
EOM-CCSD wave functions, including visual inspection of the most
relevant orbitals for each state using Molden v2.0.53 We further ver-
ified state character and, in particular, the nature of doubly excited
states using Schreiber et al. active spaces24 and Molpro’s implemen-
tation of state-averaged complete active space self-consistent field
(CASSCF). Detailed information on these various comparisons can
be found in the supplementary material. Note that in some of our
comparisons below, we have excluded states not found by ESMF or
that are flagged by ESMP2 as having large amounts of doubly excited
character, as these either cannot be compared or are not appropriate
for treatment by any of the single-reference methods. We have ver-
ified that crunching the numbers with these states included makes
little difference, as discussed in Sec. IV and as seen in the additional
tables in the supplementary material.

IV. RESULTS
A. Overview

Table I shows our results on the 103 singlet states that have CC
results and TBEs in the Thiel benchmark,24 with the ESMP2 and
CC methods’ accuracies summarized in Fig. 1 and Table II. Orbital-
optimized ESMF stationary points were successfully located for 100
of these 103 states, which, while not perfect, represents the clearest
evidence to date that ESMF energy stationary points can be expected
to exist for the vast majority of low-lying singlet excited states in
single-reference molecules. Six of the states showed especially large
ESMP2 doubles norms with ∣T2∣ > 0.5, and five of these six like-
wise had CC3 T1 percentages below 80, indicating that ESMP2’s ∣T2∣

can indeed help predict states with challenging amounts of doubly
excited character. As seen in Fig. 2, ESMP2’s ∣T2∣ also shows the
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TABLE I. Singlet excitation energies in eV. TBEs and results for CASPT2, CC2, EOM-CCSD, and CC3 are from the original Thiel benchmark,24 except for CC3 results on
cytosine, thymine, uracil, and adenine, which are from Kánnár and Szalay.45 CASPT2 “a” refers to Roos’s results, while CASPT2 “b” refers to Thiel’s results. States where no
ESMF solution was found are highlighted in gray, those with known Rydberg character are in blue, and those in which ESMP2’s ∣T2∣ was above 0.5 are in red.
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TABLE I. (Continued.)
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FIG. 1. (a) Median ∣T2∣ doubles norms
and (b) MUEs for excitation energies
by π system size. States identified by
ESMP2 to have strongly doubly excited
character and states not found by ESMF
(red and gray rows in Table I) are
excluded.

TABLE II. Mean unsigned errors and standard deviations for singlet excitation energies in eV. States without ESMF solutions and states identified by ESMP2 to have large
doubly excited components (gray and red rows in Table I) are excluded.

SA-CASPT2 MS-CASPT2 CC2 EOM-CCSD CC3 ESMP2 ε-ESMP2

Ketones and amides 0.20± 0.18 0.02± 0.05 0.29± 0.26 0.45± 0.38 0.26± 0.31 0.39± 0.37 0.17± 0.16
Conjugated polyenes 0.14± 0.09 0.34± 0.34 0.32± 0.22 0.57± 0.13 0.43± 0.12 0.27± 0.16 0.13± 0.13
Conjugated rings 0.32± 0.17 0.01± 0.03 0.22± 0.07 0.36± 0.16 0.18± 0.12 0.60± 0.40 0.15± 0.10
Heterocycle 0.34± 0.21 0.10± 0.13 0.28± 0.19 0.43± 0.19 0.23± 0.16 0.68± 0.42 0.17± 0.14
Nucleobases 0.41± 0.37 0.15± 0.10 0.21± 0.13 0.47± 0.33 0.17± 0.08 0.68± 0.52 0.19± 0.15

All 0.31± 0.24 0.09± 0.13 0.26± 0.18 0.43± 0.26 0.23± 0.19 0.60± 0.43 0.17± 0.14

expected correlations with both ESMP2 excitation energy errors and
the CC3 T1 percentage across a wider range of ∣T2∣ values. With
regard to excluding states from some comparisons, we note that
the exclusion of the three missing ESMF states from the statistics,
for example, in Table II, changes the overall mean unsigned error
(MUE) by 0.01 eV or less for CC2, EOM-CCSD, and CC3. Exclud-
ing the states with ∣T2∣ > 0.5 improves the overall MUEs of CC2,
EOM-CCSD, CC3, and ε-ESMP2 by just 0.04, 0.03, 0.0, and 0.02 eV,
respectively, and so does not affect the ordering of their overall accu-
racy. As there were only three states out of about 100 that ESMF did
not find, we do not expect their absence from the ESMP2 statistics
to alter any of the broad conclusions drawn from this study. The
supplementary material has additional tables in which fewer states
are excluded.

As seen in Fig. 1, unregularized ESMP2’s accuracy for excita-
tion energies in singly excited states depends strongly on the size
of a molecule’s π system, while ε-ESMP2 is insensitive to π system
size and highly accurate. The degradation of ESMP2’s accuracy with
increasing π system size closely follows the rise of its ∣T2∣ doubles
norm, indicating that the poor accuracy in molecules with larger
π systems is indeed related to a perturbative failure born of small
zeroth order energy spacings between the reference and the lowest-
lying doubles. With its level shift suppressing the spurious growth
of large doubles contributions, ε-ESMP2 is significantly more reli-
able, displaying an accuracy that is as good or better than the other
single-reference methods at all π system sizes. Among the meth-
ods compared, only the multi-reference CASPT2 approach using
Thiel’s active spaces offers better overall accuracy on this test set than

FIG. 2. (a) CC3 T1 percentages and (b)
ESMP2 and ε-ESMP2 unsigned excita-
tion energy errors plotted against the
ESMP2 doubles norm ∣T2∣ for all states.
The lines are linear fits to the points.
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TABLE III. Mean unsigned errors and standard deviations for singlet excitation energies in eV. States without ESMF solutions and states identified by ESMP2 to have large
doubly excited components (gray and red rows in Table I) are excluded.

π system size SA-CASPT2 MS-CASPT2 CC2 EOM-CCSD CC3 ESMP2 ε-ESMP2

2 0.19± 0.17 0.11± 0.24 0.32± 0.27 0.39± 0.36 0.28± 0.34 0.21± 0.14 0.17± 0.16
3 0.12± 0.11 0.00± 0.00 0.28± 0.26 0.40± 0.43 0.30± 0.32 0.16± 0.18 0.13± 0.09
4 0.17± 0.16 0.17± 0.18 0.23± 0.12 0.43± 0.16 0.29± 0.16 0.24± 0.12 0.09± 0.13
5 0.41± 0.13 0.10± 0.10 0.38± 0.20 0.43± 0.18 0.21± 0.15 0.35± 0.34 0.17± 0.14
6 0.31± 0.22 0.11± 0.13 0.25± 0.17 0.42± 0.20 0.24± 0.17 0.75± 0.39 0.17± 0.14
8 0.34± 0.26 0.11± 0.11 0.22± 0.14 0.53± 0.31 0.19± 0.10 0.74± 0.47 0.20± 0.16
10 0.48± 0.34 0.04± 0.07 0.20± 0.08 0.39± 0.13 0.17± 0.10 0.69± 0.41 0.16± 0.10

5 or less 0.24± 0.18 0.09± 0.17 0.32± 0.23 0.41± 0.31 0.26± 0.27 0.24± 0.23 0.16± 0.13
6 or more 0.34± 0.26 0.10± 0.10 0.24± 0.15 0.45± 0.23 0.21± 0.14 0.74± 0.41 0.18± 0.14

ε-ESMP2. With an N5 scaling and no need to choose an active
space, these results suggest that ε-ESMP2 has much to offer in
modeling singly excited states, while ESMP2 can act as a relatively
affordable detector of doubly excited character. This information is
summarized by the averages presented in Table III.

B. Amplitude diagnostics
As seen in Fig. 2, the ESMP2 ∣T2∣ values tend to increase as

the CC3 %T1 values decrease, in line with expectation. With one
exception, the most worrying CC3 %T1 values (those significantly
below 80%) all correspond to ESMP2 ∣T2∣ values above 0.5. The
exception is the 11B3u state of benzoquinone, which has a CC3 %T1
of 75.2% but an ESMP2 doubles norm of just 0.4. Interestingly, both
CC2 and CC3 are reasonably accurate for this state despite the low
%T1 value, although EOM-CCSD and ε-ESMP2 are not. This excep-
tion makes it tempting to recommend that states with ∣T2∣ > 0.4 be
considered “hard” for ε-ESMP2, but Fig. 2 also makes clear that
there are many states with doubles norms this large that ε-ESMP2
is quite accurate for and a couple with lower doubles norms where
ε-ESMP2 struggles. Hence, we see 0.5 as a better rough threshold
for when to firmly set ε-ESMP2 and other single-reference methods
aside and reach for multi-reference approaches. For ESMP2, large
energy errors clearly start much earlier, and it would be difficult to
recommend relying on it for any state where ∣T2∣ > 0.3.

C. Comparison to TD-DFT
Shortly after the introduction of the Thiel benchmark set, a fol-

low up study evaluated the performance of TD-DFT and DFT/MRCI

on the same molecules and states.54 In Table IV, we compare the
results of that study to ESMP2 and ε-ESMP2. Due to its sensitiv-
ity to π system size, ESMP2 without regularization is clearly less
accurate than typical TD-DFT approaches, which, having a very dif-
ferent mathematical structure, do not suffer the same issue of small
denominators as the lowest doubly excited configurations come
down in energy. Indeed, TD-DFT under the usual adiabatic approx-
imation leads to a formalism in which doubles do not participate
in excited states at all.22 ε-ESMP2, on the other hand, proves to
be more accurate on the Thiel set singlet states than any of the
TD-DFT functionals originally tested by Thiel, and this favorable
comparison holds even when considering more recent benchmark-
ing27 of a much wider range of functionals, where MUEs were seen to
range from just above 0.2 eV up to more than 0.5 eV. Even when the
states with large ∣T2∣ are included (see tables in the supplementary
material), ε-ESMP2 shows a MUE of 0.19 eV, although it is far from
obvious that such states should be used in comparing these methods
as TD-DFT cannot treat their doubly excited parts at all. Table IV
also shows that ε-ESMP2’s accuracy is largely consistent across dif-
ferent types of molecules, whereas the density functionals tested by
Thiel have accuracies that vary more widely, with the nucleobases
proving the most difficult.

Another difference between TD-DFT and ESMP2 is the latter’s
ability to offer diagnostic information about the presence of doubly
excited character. Although TD-DFT at N4 is less expensive than
ESMP2, it offers no information on such character, whereas ESMP2
can do so at N5 cost. This is substantially lower than the N7 cost of
CC3, and the original Thiel set study makes clear that lower-level CC
methods, such as EOM-CCSD, are much less effective at predicting

TABLE IV. Mean unsigned errors and standard deviations for singlet excitation energies in eV. States without ESMF solutions and states identified by ESMP2 to have large
doubly excited components (gray and red rows in Table I) are excluded.

BP86 B3LYP BHLYP DFT/MRCI ESMP2 ε-ESMP2

Ketones and amides 0.55± 0.35 0.29± 0.19 0.35± 0.44 0.34± 0.21 0.39± 0.37 0.17± 0.16
Conjugated polyenes 0.52± 0.32 0.40± 0.22 0.22± 0.11 0.22± 0.13 0.27± 0.16 0.13± 0.13
Conjugated rings 0.51± 0.34 0.36± 0.19 0.29± 0.22 0.16± 0.13 0.60± 0.40 0.15± 0.10
Heterocycles 0.44± 0.29 0.21± 0.18 0.49± 0.26 0.17± 0.12 0.68± 0.42 0.17± 0.14
Nucleobases 0.83± 0.30 0.50± 1.20 0.57± 0.29 0.15± 0.12 0.68± 0.52 0.19± 0.15

All 0.54± 0.34 0.31± 0.54 0.44± 0.31 0.20± 0.16 0.60± 0.43 0.17± 0.14
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doubly excited character.24 Thus, when checking for doubly excited
character when trying to assess the trustworthiness of TD-DFT for
a particular excited state, ESMP2 may offer a relatively affordable
approach.

D. Group 1: Aldehydes, ketones, and amides
These molecules have many uses as functional groups in biolog-

ical and photocatalytic settings,55–58 making them interesting both
from a formal and a practical perspective. Thiel’s CASPT2 approach
(CASPT2 b) is especially accurate in this set of molecules with a
MUE of just 0.02 eV. ε-ESMP2 is the next most accurate, followed by
Roos’s CASPT2, CC3, and CC2, with EOM-CCSD and ESMP2 being
the least accurate. Previous TD-DFT work shows that TD-DFT
methods with hybrid functionals usually give results comparable to
EOM-CCSD in these molecules.54,59,60 ε-ESMP2 proves to be more
accurate than B3LYP in these molecules, which, in turn, is interest-
ingly significantly more accurate than DFT/MRCI, which has more
difficulty with this set of molecules than with any other.

1. Formaldehyde and acetone
For formaldehyde and acetone, three states were studied: 11A2

of n→ π∗ character, 11B1 of σ → π∗ character, and 21A1 of π → π∗
character. It should be noted that the 21A1 states of these molecules
are known to have considerable Rydberg character, which cannot be
described properly in the TZVP basis set as it lacks diffuse functions.
We have chosen not to exclude these states from our analysis because
many other states in the Thiel set also have some Rydberg character
to varying degrees, making it difficult to draw a clear line between
what to include and what not to. Of course, all the methods we are
comparing with each other use the same TZVP basis and so are faced
with this same issue.

These two molecules are particularly interesting for ESMP2, as
they are the only cases in this benchmark where ESMP2 did as well
as ε-ESMP2. Both methods produced errors with a relatively small
magnitude of 0.1 eV for the non-Rydberg states. Interestingly, the
addition of the level shift actually increased errors for the 11B1 state
in formaldehyde and the 11A2 state in acetone, although ε-ESMP2
remains quite accurate. Another interesting and potentially note-
worthy observation we made was that ESMP2 showed larger doubles
norms for the Rydberg states and a much larger maximum individ-
ual amplitude value, raising the question of whether it would have
any value in flagging Rydberg character. We do not have enough
data in this study to say anything conclusive on this front, but it may
be interesting to study further.

2. p-benzoquinone
For benzoquinone, three n→ π∗ states—11Au, 11B1g , and

11B3u—and three π → π∗ states—11B3g , 11B1u, and 21B3g—were
studied. Within this group of molecules, benzoquinone showed by
far the largest amount of doubly excited character, as seen in both the
CC3 %T1 and the ESMP2 ∣T2∣ values. Unsurprisingly, unregularized
ESMP2 performed quite poorly in benzoquinone, with ε-ESMP2
performing much better and more comparably to CC2 and CC3.
ε-ESMP2’s largest error in this molecule was 0.54 eV for the 11B3u
state, which has the most significant doubly excited character. This
reminds us that although ε-ESMP2 can improve significantly over

ESMP2 when such character is present, it is no substitute for multi-
reference methods in cases where the doubly excited component is
large enough.

3. Formamide, acetamide, and propanamide
For each of these molecules, the 11A′′ n→ π∗ state and the

21A′ π → π∗ state were studied. In the 21A′ state of propanamide
and especially acetamide, the excitation within the converged ESMF
wave function contained fewer components than in EOM-CCSD,
placing a higher fraction of the overall weight on the dominant
HOMO → LUMO+2 component. We see this as a good reminder
that both orbital relaxation and the degree to which correlation
effects are captured can affect the degree of predicted mixing
between excitation components.

ESMP2 was quite accurate for the 11A′′ excitation energies,
with ε-ESMP2 less so, while ε-ESMP2 was much more accurate than
ESMP2 for the 21A′ states. Although none of these states has a partic-
ularly high degree of doubly excited character, the ESMP2 doubles
norms do correctly predict the relative accuracy for the unregular-
ized theory between these two states. A final noteworthy point is
the unusually high errors made by CC2, EOM-CCSD, and CC3 in
the 21A′ state of formamide. It is not obvious what is driving this
error, especially considering ESMP2’s accuracy and the small effect
of introducing regularization.

E. Group 2: Conjugated polyenes
The four unsaturated polyene molecules in this group—ethene,

butadiene, hexatriene, and octatetraene—provided a great deal of
insight into how ESMP2 performs in the presence of doubly excited
character, as the 21Ag states of butadiene, hexatriene, and octate-
traene all have large doubly excited components,61 which can, for
example, be seen in their CC3 %T1 values. The ESMP2 doubles
norm correctly flags all three of these doubly excited 21Ag states
as likely to be problematic for ESMP2 and other single-reference
methods. Although far superior to the other methods in the doubly
excited state, Thiel’s CASPT2 results (CASPT2 b) are not especially
competitive for the 11B2 states. Even more surprising is the degree of
difficulty that CC3 has with the 11B2 states, as they are dominated by
singly excited components. Excited-state-specific DFT in the form of
restricted open-shell Kohn–Sham (ROKS) has also shown difficulty
in these states,59 with accuracy appearing to decrease as the basis set
is enlarged. In the TD-DFT benchmark presented by Wiberg et al.,60

it was shown that the ethene and butadiene singly excited states were
modeled best by functionals with higher amounts of Hartree Fock
exchange. Indeed, in Thiel’s TD-DFT benchmark,54 BHLYP signif-
icantly outperformed B3LYP and BP86 in the 11B2 states, although
we find that ε-ESMP2 does better still.

1. Ethene
The only state studied for ethene was the 11B1u state as the other

low lying excited states for the molecule are strongly Rydberg in
character and cannot be accurately described using the TZVP basis
set used here.62,63 The 11B1u state also contains significant valence-
Rydberg mixing; however, it is still mostly described as a valence
excited state. The Thiel best estimate value of 7.80 eV is based on
a mixture experimental data and high-level ab initio results, though
it was noted in this paper that defined the best estimates that the
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vertical excitation of the 11B1u state could not be assigned precisely
based on experimental data.24

In this state, ESMP2 and ε-ESMP2 performed similarly with
errors of 0.25 and 0.24 eV, respectively, which makes sense given
how strongly dominated this state is by single excitations. The CC
methods EOM-CCSD, CC2, and CC3 all perform relatively poorly
for this state with errors around 0.6–0.7 eV, and Thiel’s CASPT2
shows an unusually large error of 0.82 eV. Roos’s CASPT2 error is
much smaller at 0.18 eV, and Schreiber et al. reported an almost
exact result with a greatly expanded (8, 20) active space,24 a useful
reminder of how important the choice of active space can be.

2. Butadiene, hexatriene, and octatetraene
For these three molecules, two states were studied each: the

single-excitation-dominated 11Bu state and the substantially dou-
bly excited 21Ag state. As expected, ESMP2 performs considerably
better for the 11Bu states (errors of 0.5 eV or below) than for the
21Ag (errors between 2 and 3 eV). Its redeeming quality in the latter
states is its ability to signal its own failure through unusually large
doubles norms of 0.77, 1.0, and 1.15, clearly warning the user to
get their hands on a multi-reference method instead. To put how
extreme these norms are in context, remember that the weight of the
zeroth order reference in intermediate normalization is 1, meaning
that this perturbation theory’s perturbation is coming out as big or
bigger than the zeroth order piece. Such a grossly nonsensical result
is a clear sign of failure, which if heeded can help guide a user in
selecting a more appropriate method. As for the 11Bu state, because
our summary tables exclude states flagged as strongly doubly excited
by ESMP2, the entry in Table II offers at a glance the performance
on this less challenging, singly excited state. ε-ESMP2 is consider-
ably more accurate for this state than the CC methods, rivaled only
by CASPT2 approaches with well-chosen active spaces.

F. Group 3: Conjugated rings
With their larger π systems, this group of molecules

proved especially difficult for unregularized ESMP2, whose overall
accuracy in this group was worse than the other wave function
methods. ε-ESMP2, on the other hand, outperformed the CC meth-
ods and was, in turn, outperformed by Thiel’s CASPT2. Although
Thiel’s selection of CASPT2 to be the TBE in cyclopropene, norbor-
nadiene, and naphthalene no doubt gives it a statistical advantage,
we certainly expect it to be more accurate than ε-ESMP2 in these
molecules. As in the polyenes, ROKS has shown a tendency for its
accuracy to decrease with increasing basis set size in a number of
these conjugated rings, both with and without the use of range sepa-
ration.59 DFT/MRCI, on the other hand, performs quite well in these
molecules, as does CC3.

1. Cyclopropene
For cyclopropene, two states were studied, the 11B1σ → π∗ state

and the 11B2π → π∗ state. The Thiel best estimate for these states
comes directly from a multi-state (MS)-CASPT2/TZVP calculation
as it gives a more accurate description for the valence-Rydberg mix-
ing in the 11B2 state even though these values are slightly higher than
experiment.24,64 Neither of these states shows any reason for great
concern for ESMP2, and it offers reasonable accuracy that is slightly

improved in both cases by regularization. Unsurprisingly, CC2 and
especially CC3 work well in these states.

2. Cyclopentadiene
We look at two π → π∗ excitations in cyclopentadiene—the

11B2 and 21A1 states. While both are valence excited states without
significant Rydberg mixing,65 the former state is dominated by a sin-
gle excitation, while the latter is a superposition of components that
includes doubly excited pieces. Thiel calculates a 5.55 eV excitation
energy from EOM-CCSDT evaluated with an “exhaustive” basis set
as the TBE for the 11B2 state, which is a bit above the carefully esti-
mated 5.43(5) eV experimental value.66 For the 21A1 state, Thiel uses
CASPT2 for the TBE. ESMP2 successfully predicts its own failure
in the 21A1 state, while ε-ESMP2 is similar in accuracy to CC3. As
expected, ESMP2 does better for the 11B2 state and in that case is
further improved by ε-ESMP2, which errors low by about the same
amount that CC3 errors high.

3. Norbornadiene
Norbornadiene can be seen as the third and most struc-

turally complicated member of a series begun by cis-butadiene and
cyclopentadiene.67 For calculations on the excited states of norbor-
nadiene, one must consider that while it is formally not conjugated,
there is indirect conjugation of the double bonds, allowing for
through-space and through-bond interactions—thus, interactions
between π and σ orbitals are more important.67 Two π → π∗ excita-
tions are examined in this benchmark—an experimentally forbidden
11A2 state and a 11B2 excited state that can mix strongly with nearby
Rydberg states.67 CASSCF studies,67 CC3, and ESMP2 all indicate
that both states are dominated by single excitations. Thiel selects
CASPT2/TZVP for both TBEs, 5.34 and 6.11 eV, which lie a little
above the reported experimental values of 5.25 and 5.95 eV.68

ESMP2 produces excitation energy errors of 0.25 and 0.32 eV
for the 11A2 and 11B2 states, respectively, making it more accurate
than EOM-CCSD and on par with CC2 and CC3. ε-ESMP2 is the
most accurate non-active-space method for these states but is not as
accurate as CASPT2.

4. Benzene
For benzene, we looked at the 11B1u, 11B2u, 11E1u, and

21E2gπ → π∗ excitations. The first three of these excitations are
dominated by equally weighted superpositions of excitations out of
the degenerate π system HOMOs, while the largest component of the
21E2g state is a single excitation out of the lowest energy π orbital.
Thiel adopts the CC3/ANO1 results of Christiansen et al. as best
estimates for the states.69

Benzene is a good example of a molecule where the EOM-
CCSD can overestimate the degree of singly excited character com-
pared to CC3. This issue is particularly stark in the 21E2g state,
where EOM-CCSD and CC3 disagree in their % T1 measures
by 19%. Similarly, the inclusion of triples drops CC3’s excitation
energy in this state by 0.6 eV compared to CC2. As pointed out
by Christiansen et al.,69 not all of these states show a uniform con-
vergence order between CCS, CC2, EOM-CCSD, and CC3, with
EOM-CCSD’s excitation energy in the 11B2u state lying below that
of CC2, which is atypical among Thiel set states. These authors
go on to use benzene to support an argument that EOM-CCSD is
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not a reliable guide to doubly excited character. With such con-
siderable changes when going from the inclusion of doubles to
the inclusion of triples, we have some doubts about the accuracy
of the CC3 results as a best estimate for the significantly dou-
bly excited 21E2g state and might instead have adopted CASPT2
values.

As in many other cases, ESMP2’s doubles norms tell a similar
story about doubly excited character as the CC3 % T1 and, in partic-
ular, signal clearly that ESMP2 is not appropriate for use in the 21E2g
state. ESMP2’s excitation energy accuracy is poor in all of benzene’s
states, as is common for systems with six or more orbitals in their π
system, but, with the exception of the 21E2g state, ε-ESMP2 makes a
large improvement to the point that it is competitive with CC2 and
CC3. In 21E2g , where ESMP2 signals its own failure, it is difficult not
to look to CASPT2 as the preferred method among those tested, all
things considered.

5. Naphthalene
We looked at the 11B3u, 11B2u, 21Ag , 11B1g , 21B3u, 21B1g , 21B2u,

and 31Ag states of naphthalene, all of which are π → π∗ tran-
sitions. The TBEs for these states were taken directly from the
MS-CASPT2/TZVP results, as this molecule’s size limits other
options. Based on the T1% values from CC3, it is likely that many
of these states involve significant amounts of doubly excited charac-
ter. The 31Ag state had a particularly low T1% of 70% and is the first
state we come to for which the ESMF stationary point could not be
found.

For the other states, ESMP2 displayed a range of accuracies.
It showed a particularly small error of 0.04 eV for the 11B1g state,
which, despite a relatively low CC3 T1%, was also treated accurately
by CC3 and CC2. In fact, this is one of the rare states in which
regularization made the excitation energy prediction worse, with
ε-ESMP2 giving an error of 0.37 eV. ESMP2’s errors in the other
naphthalene states were much larger, with some states showing sig-
nificantly larger doubles norms as well, although not as large as in
the doubly excited polyene states. In these other states, regulariza-
tion makes a large improvement, making ε-ESMP2 competitive with
CC2 and CC3.

G. Group 4: Heterocycles
The molecules in this group are furan, pyrrole, imidazole, pyri-

dine, pyrazine, pyrimidine, pyridazine, triazine, and tetrazine. A
common theme in these molecules is that almost all of the states
studied here have at least moderate contributions from double exci-
tations, at least as measured by the CC3 T1%. As one might therefore
expect, ESMP2’s predictions were fairly inaccurate in this group.
Regularization via ε-ESMP2 dramatically reduces these errors to the
point that it is more accurate than CC2, EOM-CCSD, and CC3. As in
many other cases, only CASPT2 with Thiel’s active spaces did better.
It should, however, be noted that the CASPT2 b error is somewhat
artificially small in this group, as it was used as the TBE for imida-
zole, pyridazine, triazine, and tetrazine.24 Among DFT approaches,
DFT/MRCI and TD-DFT/B3LYP perform particularly well in the
heterocycles,54 while ROKS performs well for some cases but
shows difficult basis set dependence in others.59 Further analysis of
TD-DFT in some of these molecules can be found in a study by
Caricato et al.70

1. Pyrrole and furan
We consider the following π → π∗ excitations in pyrrole and

furan: the 11B2, 21A1, and 31A1 states. We analyze these two
molecules together as their spectra are similar. Pyrrole’s 21A1 state
and furan’s 11B2 and 21A1 states are valence excited states, while the
remaining states are considered to have Rydberg character.65 For
both molecules, Thiel’s TBEs are based on CC3 calculations with
basis set corrections.71,72

The ESMP2 predictions were mixed in terms of accuracy. Both
molecules had two states, the 31A1 and 11B2 states, that produces
errors lower than 0.5 eV and then a 21A1 state with an error of
1.53 eV in furan and 1.07 eV in pyrrole. This is not surprising, given
the large ESMP2 doubles norms in these states and the relatively low
CC3 T1 percentages of 85% and 86% As in many other molecules,
regularization makes a big difference, and ε-ESMP2 reduces the
errors in the 21A1 states to below 0.05 eV while also lowering errors
in most other states as well.

2. Imidazole
Imidazole is a case where experimental comparison is partic-

ularly challenging, as the UV-Vis spectrum has only been taken in
ethanol and aqueous solutions.73–80 Furthermore, there is disagree-
ment about whether imidazole and imidazolium (the protonated
form) have overlapping broad bands or each form separate strong
peaks.73 In any case, Thiel selected their CASPT2 results as the TBE
for three singlet vertical excitations: the 11A′′ n→ π∗ state at 6.81 eV
and two π → π∗ excitations of A′ symmetry at 6.19 and 6.93 eV,
respectively. CASSCF and CASPT2 calculations have shown that
these states are not Rydberg in nature.73

Interestingly, there is some disagreement between different
CASSCF approaches and also ESMF about the nature of these three
states. If we consider the six-electron, five-orbital π system in imi-
dazole, we would not expect the lowest-energy and nodeless 1a′′ π
orbital to participate strongly in low-lying excitations. Instead, the
occupied 2a′′ and 3a′′ π orbitals, which both have an additional
nodal plane, can form up to four singlet excitations into the unoccu-
pied 4a′′ and 5a′′ π∗ orbitals. Thiel’s work on MS-CASPT2 and CC3
shows the 21A′ state as being dominated by the 3a′′ → 4a′′ excita-
tion, while the 31A′ state involves a positive superposition of the 2a′′

→ 4a′′ and 3a′′ → 5a′′ excitations.44 However, Roos found the states
of A′ symmetry to both have significant contributions from each of
the 3a′′→ 4a′′, 2a′′→ 4a′′, and 3a′′→ 5a′′ excitations.73 In our ESMF
results, the A′ states are essentially the plus and minus combina-
tions of the 3a′′ → 4a′′ and 3a′′ → 5a′′ transitions, with very little
contribution from 2a′′ → 4a′′. Taken together, these results show
that imidazole is a case where the exact mixing of the components
within excited states is quite sensitive to the amount of correlation
and orbital relaxation in play.

In terms of energetics, ESMP2’s excitation energies have
an overall accuracy similar to that of CC3. Regularization only
improves the accuracy in one of the three states, making this an
unusual molecule in that regard and raising the question of how
accurately ESMF has captured the zeroth order representation, espe-
cially in light of the disagreement between it and multiple versions
of CASSCF in the A′ states. It seems possible that this is a case where
the primary singly excited components are close enough in energy
that how they mix is substantially affected by correlation effects from
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doubly excited determinants, which is an effect that is simply beyond
the reach of ESMF.

3. Pyridine
We studied the 11B1 and 21A2n→ π∗ excitations and four

π → π∗ states: 11B2, 21A1, 31A1, and 21B2. The best estimates for
these states comes from Wan et al. symmetry adapted cluster (SAC)-
CI calculations,81 which are close to experimental gas-phase excita-
tion values. Using ESMP2 to predict the excitation energies for these
states led to a mixture of errors. 21A1 and 21A2 had the smallest
errors of 0.04 and 0.14 eV, respectively. 11B2 and 11B1 had errors of
0.33 and 0.34 eV, and the largest errors were from the 31A1 and 21B2
states with 0.63 and 0.73 eV, respectively. None of these states show
especially large doubles norms, at least not compared, for exam-
ple, to those seen in the polyenes. Although ESMF and EOM-CCSD
both agree that the excited states of A1 symmetry are superpositions
of two main components, ESMF predicts much more equal super-
positions than EOM-CCSD. Compared to other methods, ESMP2
is overall slightly more accurate than the coupled cluster methods,
although the accuracy of both varies significantly from state to state.
The overall accuracy of ε-ESMP2 is better, but this comes from
improvements in some states partially counteracted by detriments
in others.

4. Pyrazine
For pyrazine, four n→ π∗ states—11B3u, 11Au, 11B2g ,

and 11B1g—and four π → π∗ states—11B2u, 11B1u, 21B1u, and
21B2u—were studied. Thiel selected EOM-CCSD(T̃) calculations
for the TBEs,24 compared to which ESMP2 produced a wide variety
of errors, ranging from 0.10 eV in the 11B1u state to 1.18 eV in the
11B1g state. ε-ESMP2 shows significant improvements, with errors
of less than 0.25 eV in all states. The CC methods do better than
ESMP2 but worse than ε-ESMP2. The same is true of CASPT2,
although its accuracy is much closer to that of ε-ESMP2.

5. Pyrimidine
Four excited states were studied for pyrimidine, two n→ π∗

states—11B1 and 11A2—and two π → π∗ states—11B2 and 21A1. The
Thiel best estimates for the excited states of pyrimidine were based
on coupled cluster results with non-iterative triples and basis set
corrections. Generally, these values error a few tenths of an elec-
tron volt high compared to experimental values. Based on the work
presented in benchmarking studies by Loos et al.82 and Schreiber
et al.,24 most ab initio methods error high for these states com-
pared to experiment, not only the ones based on coupled cluster.
An unusual feature in pyrimidine as compared to the other azaben-
zenes studied here is that EOM-CCSD does comparably to Thiel’s
CASPT2 and only slightly worse than CC2 and CC3. In the other
azabenzenes, EOM-CCSD had noticeably higher errors when com-
pared to CC2 and CC3. Without a level shift, ESMP2 is most similar
in accuracy to Roos’s CASPT2, with both methods producing large
errors. ε-ESMP2 shows smaller errors, ranging from 0.08 to 0.31 eV,
which is closer to but not as accurate as Thiel’s CASPT2 and the CC
methods.

6. Pyridazine
Three n→ π∗ states were studied in pyridazine: 11B1, 11A2, and

21A2. While all of these states had ESMP2 errors above 0.5 eV, those

for the 21A2 and 21A1 states were particularly large at almost 1 eV.
Pyridazine is thus another good example of ESMP2’s difficulties
in larger π systems, but it is also one of the most powerful exam-
ples of the practical efficacy of regularization, with all of ε-ESMP2’s
errors coming in at less than 0.25 eV. Comparing these results to
other wave function methods, ESMP2 was easily the least accurate,
while ε-ESMP2 performed similarly to CC2, was more accurate than
EOM-CCSD, and was only slightly less accurate than CC3. The TBEs
for this molecule were directly taken from Thiel’s CASPT2 values, so
it is difficult to make a fair comparison to that method.

7. s-triazine
In triazine, we studied three n→ π∗ states—11A′′1 , 11A′′2 , and

11E′′—and one π → π∗ state, 11A′2. Even compared to its perfor-
mance on other azabenzenes, ESMP2 did poorly here with typical
errors around 1 eV, making it by far the least accurate among
the wave function methods. The CC3 T1 values are all below 90%
and the ESMP2 doubles norms are all above 0.35, suggesting that
triazine is simply a particularly painful example of the difficulty
unregularized ESMP2 has when an extended π system brings the
lowest doubly excited configurations too close to the primary singly
excited configurations. Again, ε-ESMP2 significantly mitigates this
difficulty, reducing the worst error to 0.31 eV instead of 1.45 eV.
ε-ESMP2 is still less accurate than CC2 and CC3 but is comparable
to EOM-CCSD and noticeably better than Roos’s CASPT2.

8. s-tetrazine
In this molecule, we look at four n→ π∗ excitations—11B3u,

11B1g , 11B2g , and 21Au—and two π → π∗ excitations—11Au and
11B2u. Note that we have not studied the strongly doubly excited
11B3g state, and indeed, the original Thiel benchmark does not even
contain CC numbers for this state. As in a number of other het-
erocycles, Thiel’s TBEs for tetrazine were taken directly from the
CASPT2(b) results without basis set extrapolation. Against this TBE,
CC2 and CC3 show errors mostly below about 0.3 eV, whereas
EOM-CCSD errors are higher. As in triazine, all of tetrazine’s CC3
%T1 values for the states studied are between 80 and 90, again imply-
ing a difficult playing field for unregularized EMSP2, which duly
makes errors on the order of 1 eV and shows doubles norms above
0.35. ESMP2 was especially bad for the 21Au state, with an error of
1.86 eV, its worst error among the heterocycles. Introducing regu-
larization via ε-ESMP2 makes a huge difference, reducing errors to
less than 0.22 eV in all states except for 21Au. The 21Au state’s error
only falls to 0.72 eV, making it one of the worst for ε-ESMP2, espe-
cially considering that the ESMP2 doubles norm, although not small
at 0.41, is not as large as in the difficult benzene or polyene states and
so it is not as clear in this case that ESMP2 would be able to predict
ε-ESMP2’s failure. Outside of the 21Au state, the accuracy of
ε-ESMP2 is similar to the other wave function based methods.

H. Group 5: Nucleobases
This group of molecules includes cytosine, thymine, uracil,

and adenine. Due to the size of these molecules, there were no
CC3/TZVP calculations reported in the original Thiel benchmark,24

and we have instead taken the CC3 data from a more recent study.45

Thiel selected CC2/aug-cc-pVTZ results for the TBEs in all nucle-
obase states. We note that many of the nucleobase states were
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difficult for ESMF to converge to, which was even true in some
cases in which the state was dominated by a single singly excited
component. In both of the cases where ESMF failed to converge to
a stationary point (the 21A′ state of cytosine and the 31A′ state of
uracil), we hypothesize that a loss of good orthogonality with lower
states during the ESMF optimization was partially to blame. Still,
it is not clear why this was such an issue in these cases, as at least a
small loss of orthogonality is normal in ESMF due to its state-specific
orbital relaxation, and the same difficulty was not present in most
other states.

For the excited states in this group, ESMP2 had an MUE of
0.61 eV, making it the wave function method with the worst over-
all accuracy, as seen in Table II. ε-ESMP2, on the other hand, had a
much smaller MUE of 0.19 eV, putting it on par with CC2 and ahead
of EOM-CCSD. ε-ESMP2 was also more accurate in the nucleobases
than the TD-DFT methods shown in Table IV while being a little
less accurate than DFT/MRCI.

1. Cytosine
In cytosine, we studied two π → π∗ states—21A′ and 31A′—and

two n→ π∗ states—11A′′ and 21A′′. In the states ESMF success-
fully converged, ESMP2 with no level shift did fairly poorly with
errors between 0.5 and 1 eV, which is similarly inaccurate to
EOM-CCSD and worse than the other wave function methods.
ESMP2 shows a notably peculiar result for the 21A′′ state in that
it overestimates the excitation energy. In most other cases, ESMP2
tends to error low. This 21A′′ state remains an outlier even after
introducing regularization, with the error barely changing. In con-
trast, regularization brings the errors for the other two below
0.2 eV.

2. Uracil
Five states were successfully studied in uracil: the n→ π∗ states

with symmetry labels 11A′′, 21A′′, and 31A′′ and the π → π∗ states
with symmetry labels 21A′ and 41A′. ESMF failed to converge the
31A′ state in uracil. Similar to the cytosine state, this state is domi-
nated by a single singly excited component, so the reasons for this
failure are not obvious. In the other states, ESMP2 does very well for
the 11A′′ state with an error of just 0.02 eV, somewhat poorly for the
21A′ and 21A′′ states with errors around 0.5 eV, and very poorly for
the 31A′′ and 41A′ states. Overall, ESMP2 performs comparably to
EOM-CCSD but worse than the other wave function methods. Reg-
ularization reduces error for the 21A′ state to just 0.01 eV, leaves
the error in the 11A′′ state essentially unchanged, and brings the
other states’ errors to around 0.3 eV. This places the accuracy of
ε-ESMP2 ahead of EOM-CCSD and CC2, but still behind that of
Thiel’s CASPT2.

3. Thymine
For thymine, we studied two n→ π∗ states, 11A′′ and 21A′′, and

three π → π∗ states, 21A′, 31A′, and 41A′. ESMP2 does very well for
11A′′, achieves errors of around 0.5 eV for 21A′ and 21A′′, and has
errors of over 1.5 eV for 31A′ and 41A′. For both of the latter states,
large doubles norms of 0.497 and 0.476, respectively, warn of the
trouble. ε-ESMP2 has much lower errors for all states and makes
particularly large improvements in the 31A′′ and 41A′ states, with an
overall accuracy in this molecule better than EOM-CCSD or Roos’s
CASPT2 but worse than CC2 and Thiel’s CASPT2.

4. Adenine
For adenine, we studied two π → π∗ states, 21A′ and 31A′, and

two n→ π∗ states, 11A′′ and 21A′′. ESMP2 gives errors above 0.5 eV
for 21A′ and 21A′′ and errors of around 0.3 eV for the 31A′ and
11A′′ states, with an overall accuracy comparable to EOM-CCSD but
worse than the other wave function methods. ε-ESMP2’s worst error
was 0.32 eV for the 11A′′ state, with its other errors all around 0.1 eV,
making it much more comparable to CC2, although not as accurate
as Thiel’s CASPT2.

V. CONCLUSION
We have applied ESMP2 and its regularized ε-ESMP2 cousin

to the singlet excitations in the 28 molecules of the Thiel set, which
has clarified multiple aspects of this excited-state-specific perturba-
tion theory’s behavior and performance. First, we found that the
underlying ESMF possesses a well-defined excited-state-specific sta-
tionary point in 100 out of the 103 states tested, suggesting that such
stationary points typically exist for singly excited singlet states in
single-reference molecules. Second, we found that ESMP2 is highly
sensitive to the size of a molecule’s π system. For molecules with
five or fewer orbitals in their π systems, unregularized ESMP2’s
mean unsigned error was 0.32 eV, while for molecules with six or
more orbitals in their π system, it was 0.71 eV. Third, this sensitiv-
ity closely tracks the size of the ESMP2 doubles norm, which helps
us understand the issue as a straightforward failure of perturbation
theory brought about by doubly excited configurations that are too
close in energy to the primary singles in the zeroth order reference.
Fourth, although this sensitivity is bad news for accuracy, it allows
the unregularized ESMP2 doubles norm to act as a reasonably effec-
tive predictor of doubly excited character. Finally, this sensitivity
can be mitigated by repartitioning the zeroth order approximation
via a level shift, resulting in the regularized ε-ESMP2 method that
outperforms TD-DFT, CC2, EOM-CCSD, and even CC3 in over-
all accuracy on the singlet states in the Thiel set. While CASPT2
showed the highest overall accuracy, ε-ESMP2’s unsigned error of
just 0.17 eV on singly excited states was the lowest among methods
that do not rely on an active space.

SUPPLEMENTARY MATERIAL

See the supplementary material for more detailed information
of the electronic structure calculations presented in this article.
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