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Two Jet Differential Cross Section
and Structure Functions in pp Collisions at
Vv§ = 1.8 TeV.

by
Robert M. Harris

Abst.ract.:

Data from the 1987 run of the Collider Defeg;tor at Fermilab has been used to measure
the two jet differential cross section d3c/ dEtdnldnz in proton antiproton collisions at
VS = .1,.8 TeV, For this measurement, one jet was restricted to the central regio_n‘
|71} < 0.6, where ; and 7, are the pse‘udorapidity. of the two jets with Jargest trans-

verse energy in the event, and E; is the transverse energy of the centrally produced

~ jet. Leading order QCD and the similarity of subprocess scattering angular distri-

- butions in a modified “single effective subprocess” approximation have been used to

extract the “proton effective structure function” in parametric form. Using lowest
order QCD, and quark and anti-quark structure functions evolved from deei)‘inelasti‘c

scattering measurements, the gluon structure f,uncti-on of th:e proton has Been esti- |
mated from the measured two jet differential Cross section. ‘The two jet differentie;l
cross section, effective structure function, and gluon structure f,ﬁn,ction from CDF are
all in agreement with the predictions of lowest order QCD and structure functions °

evolved from deep inelastic scattering measurements.
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Chapter 1

Intr(‘)ductionv

Early in the twentieth century, Rutherford et al. observed alpha particles

_elastically scattered by the dense nuclei of gold atoms, which revealed the structure

of the atom. Near the middle of the twentieth century, Hofstadter et al. observed
electrons _scattered by protons in hélium nuclei, and measu_red the structure of
the nucleus. In the late 1_960’3 and early 1970’s, deep inelastic Iepton scattering
experiments f)robed the structure of the proton'with even rnc;re energetic beams
of electroris, muons, and neu"cfinos., They revealed partops within the proton, and
partons would later be identified as quarké and gluons. Deep inelastic scattering
experiments measured the detailed quark and antiquark structure of the proton,
but only indirectly measured its gluon structure. Now, at the end of the twentieth
century, the Collider Detector at Fermilab (CDF) has probed the structure of the
proton at the highest energy to date. Following the lead of the UAZ2{[1] and UA1[2]
experiments at the CERN SppS coliider, we have collided protons and antiprotons
and observed the production of jets of particles that result from parton-parton
elastic scattering. In this thesis we report -measureménts of parton interactions, the
“effective” parton structure of the proton, and the gluon structure of the proton.
These measurements follow and complement prior elastic scattering measufements
at lower energies, and are the precursor to even.highepenefgy measurements at the

Superconducting Super Collider, a propo_sed prdton—proton collider for the twenty-



Figure 1.1: A clean two jet evenf is shown in n¢ spdce in this E; “lego” plot. The
height of each box is transverse energy (E;) in GeV: the energy of particles measured
by CDF calorimeters times the sine of the aﬁgle 6 with respect to the proton beam.
The two large “cllusters”'i_of transverse energy in the lego plot are 'two high E; jets.
The jéts result from elastic scattering of ‘partons within the proton and antiproton.
The measured jet E; and n are directly related to the E; and angle 6 of a scattered
parton (n = —Intan %) |

first century.

We measure the interactions of partons by measuring jets of particles. A
two jet event, shown in figure 1.1, is the result of parton-parton elastic scattering
within a proton-antiproton collision. Two jets are clearly visible in this F, lego plot.
We examine events in which one jet is found in a restricted angular interval at 90°
to the proton beam (n; = 0), and measure the angular position 7, of the other jet.
By counting the number of such events as a function of angular position and E; we
measure the two jet differential cross section d*c/dE,dn,dn,. This cross section is a

basic measurement of the scattering probability, which is simply the product of the



probability of partons interacting times the probability of finding a given parton
in the proton. This measurement studies both parton interactions and“ the parton
structure of the proton. | _

In chapter 2 the parton model of proton-antiproton collisions is introduced
and we discuss our analysis method. Then, a theoretical calculation of the two
jet differential cross section is preseﬁted and a simple approximation to the full
calculation i.s discussed. In chapter 3 aspects of the Collidef Detector at Fermilab

which are relevant to this thesis are described. Particular attention is paid td‘\the

- calorimeters which measure the energy and trajectory of jets. In chapter 4 the data

sample from the 1987 CDF run is described, the calorimeter energy reconstruction

is outlined, jets are defined, and important jet energy corrections are given. Also,
the event selection procedure is described and simple distributions éharacterizing
the jet event sample are presented. Chapter 5 reports our measurement of E, and
n2 resolﬁtion. Then, t.he procedure for measuring and corfe;c't.in;g for.the effect of the
resolution on the produced two jet differ-entiél cross section is described. Finally,
in' chapter 6, the tWo jet differential cross section is presented. The measured and
corrected two jet differential cross section is compared to theorétical__expectations
and good agreement is found. The effective structure function of the proton and an
estimate of the gluon structure function of the proton are presented in parametric
form, and compared with expectations from deep inelastic lepton scattering. - This
thesis concludes that high transverse energy jet production in pp collisions at \/E =

1.8 TeV is well described by theoretical calculations in the parton model.



Chapter 2
Theory

2.1 The QCD Parton Model

2.1.1 Naive Parton Model

The parton model [3] is the theoretical framework we use to understand
two jet production in proton-antiproton collisions. The basic ideas of the parton
model are pictured in figure 2.1. The colliding proton and antiproton are composed
of many pointlike particles called partons, and there are more than one possible
species of parton. A pp collision which produces large transverse energy jets is a
collision of a single parton in the proton and a single parton in the antiproton.
The remaining partons in the proton and antiproton, called spectator partons, do
not participate in the interaction. The probability of finding a parton of a given
species (1) inside the proton (p) is given by the parton distribution function f¥. The
interaction cross section of parton % with parton j is called a subprocess cross section
and is written &6(zj — 12). The interaction transforms the ingoing partons ¢ and j
into the outgoing partons 1 and 2. Thé outgoing partons 1 and 2 appear as jets 1
and 2, which are collections of hadrons obeying approximately the same kinematics
as partons 1 and 2. Measurements of ,the angular and energy distributions of jets,
tell us about the parton interaction cross sections & and the parton distribution

functions of the proton and antiproton.
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space
jet2
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Figure 2.1: The parton model of pp collisions in its simplest form. A collision’
between a proton and antiproton is an interaction between constituent partons i
and j, found with probability f¥ and f f , in which i and j are transformed into

pértons 1 and 2. Partons 1 and 2 then appear as jets of particles, which we observe

. in the detector. .

The momenta of the proton and antiproton in these éollisions are fixed, "
equal, and opposite, so the lab frame is the center of mass frame of the proton and
antiproton. The center of mass energy is /s = 1.8 TeV (1800 GeVI).'Aécording
to the naive parton model, the partons inside the proton and antiproton have ap-

proximately zero mass and approximately zero transverse momentum with respect

to the beamline. A parton’s longitudinal momentum (along the beamline) ranges

between zero and the proton momentum. The variable z,, (z5) is the fractional lon-
gitudinal. momentum of a parton within the proton (antiproton), and hence ranges
between the'values zero and one. Thus, the lab frame is not the center of mass
frame of the interactiﬁg partons. Two body scattering kinematics can be used to
determine z, and z, from the anglés énd enefgies of the two Jets. Then, assuming
we know 8(ij — 12), we can use our measured two jet distributions to determine
the probability of finding a parton inside the proton (antiproton) as a function of

zp (T5)-



2.1.2 Parton Structure Functions of the Proton

In the naive parton model the probability of finding a parton inside the
proton, the parton distribution function f?, is only a function of z,. A less naive
model, using the theory of gquantum chromodynamics (QCD) [4] for the basic par-
ton interactions, predicts that the probability is also a function of the momentum
transfer squared (Q?) in the interaction. The Q? dependence results from gluon
bremsstrahlung, and is predicted by QCD evolution of parton distribution functions
[5]. The Q? dependence has been observed in both deep inelastic lepton scatter-
ing (DIS) experiments [6] and in comparisons of -pp collision expériments [7]. The
variation of f? with Q? is small compared to the variation with z; so the basic
picture of finding a pair of partons which then interact is still reasonable. We use
the abbreviated notation . _

f (@)= (2, Q%) (21)
for the parton distribution function; f.(x)dz is the probability of finding a parton
(¢) inside the proton (p) with fractional momentum between z and z + dz imme-
diately before an interaction with momentum transfer squared 'Q2. The 2 refers
to the parton species -which, in QCD, are quarks, antiquarks, and gluons. The
SU(3)rravor theory of baryon structure [8], predicts that the proton is composed
of three walence quarks; two up qﬁa.rks and one down quark. The theory of quan-
tum chromodynamics predicts that the valence quarks in a proton are held together
by exchanging gluons, the gauge bosons of the QCD SU(3)coLor symmetry. DIS
experiments indicate that about half of the momentum of the proton is carried by
gluons. In addition to valence quarks and gluons, the proton contains sea qua.fks
and- sea anti-quarks originating from the Dirac sea of virtual quark-antiquark pairs.
In the standard model [9] of particle physics; the quarks and antiquarks can come
in'six flavors (up, down, strange, charm, bottom, and top abbreviated by u, d, s, c,
b, and t). There is direct evidence for the existence of all flavors of quarks except
for the top quark, and all existing flavors should contribute to the sea, thoﬁgh u
and d are by far the most prevalent. - |

<

YW
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The parton distribution functions of the proton are simply relatéd to the
parton distribution functions of the antiproton by charge conjugation invariance

and the charge independence of quantum chromodynamics
f f =f ‘? | - - (2.2)

where the index ¢ runs over six quarks, six antiquarks and the gluon (the gluon is

its own antiparticle in the above expression). Henceforth, when we refer to a par-

‘ton distribution function we mean that of the proton, and we drop the superscript

p. Multiplying fi(z) by the fractional momentum z we obtain the parton struc-
ture functions.’ We use upper case letters for parton structure functions and lower
case letters for parton distribution functions. The quark and antiquark structure
functions are '

Qi(z) = zfi(z) where i=1u,4,d,d,s,5,¢,5,... - (2.3)
and the gluon structure function is

C@=shx) @4

We shall also use the abbreviated notation Q(:z:) (not to be confused with @?) for

- the sum of quark structure functions and @(z) for the sum of antiquark structure

functions .

Q(z) = ZQ;(-’B) where i = u, d_? 8,Cyenn
Qz) =3 Qi(z) where i=1,d,5,c,....

‘A convenient quantity for simplifying QCD calculations (section 2.3.2)‘ is the proton

effective structure function |
F(z) = G(z) + 5(Q(z) + Q(a)) (29)

There currently exist a number of different algofithms for predicting

fi(z,Q% for any ¢, z and Q2 These algorithms start with structure functions



Figure 2.2: Example structure function predictions from EHLQ set 1. The structure
functions G(z) (dashes), Q(z) (dot-dash), Q(z) (dots), and F(z) = G(z)+4(Q(z)+
Q(z)) (solid) are shown for a) @ = 50 GeV? and b) Q? = 5000 GeV?.

measured in DIS experiments and evolve them to higher Q2. Commonly used al-
gorithms are those of Eichten-Hinchliffe-Lane-Quigg (EHLQ[10]) and Duke-Owens
(DO[11]), deduced from experimental data available up to the early 1980’s, and
- using lowest order QCD evolution. The recently produced algorithms of Diemoz-
Ferroni-Longo-Martinelli (DFLM[12]) and Martin-Roberts-Stirling (MRS[13]), were
deduced from newer experimental data, and use next to lowest order QCD evolu-
tion. These algorithms give the quark and antiquark structure functions with a
systematic uncertainty of ~ 10%. The uncertainty on the gluon structure function,
G(x), is much larger. This is because DIS experiments use weak and electromag-
netic probes which do not couple directly to gluons; they only measure the gluon
structure function indirectly[14] via its contribution to the quark and antiquark sea.

In figure (2.2) we show example structure functions from EHLQ for two
values of Q%: low Q? at which they were measured, and high Q? typical of CDF jet
events. Note that the evolution of the structure functions over this large range of Q2

is small compared to the variation of the structure functions with z. In the majority
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Figure 2.3: The laboratory coordinate system for pp collisions. a) The z-axis and

polar angle 6. b) The transverse plane and azimuthal angle ¢.

of CDF two jet events the ingoing partons have z between .05 and .15, a region in
which figure (2.2) predicts that the gluon structure function is dominant. The large
gluon structure function, combined with increased probability of gluon interactions
(gluons have more color charge than quarks), leads to the QCD prediction that the
majority of two jet events observed at CDF are from gluon-gluon and gluon-quark
interactions. This allows us to make a direct measurement of the gluon structure

function.

2.1.3 Pseudorapidity and Transverse Energy

The lab coordinate system is shown in figure 2.3. The lab frame variables

transverse momentum

P, = Psiné (2.6)
and rapidity . Eap
+ z)
== 2.7
y=gzlh (E —P; 27

and azimuthal angle ¢ are used to characterize the kinematics of each jet in the
2 — 2 process of two jet production.

These variables are convenient for a number of reasons:

o They have very simple Lorentz transformation properties. P, and ¢ are in-

variant under a Lorentz transformation along the z-axis. The rapidity in the
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primed frame, moving with velocity Sc along the z-axis, is

y' =y + tanh™'(B) (2.8)

and hence the difference between two rapidities is invariant under a Lorentz
boost along the z-axis. This implies that the differential dy is invariant under

a Lorentz boost.

e The Lorentz invariant phase space element is

&P

= P,dP,dyd¢. (2.9)
Each of the differential elements dP,, dy, and d¢ are Lorentz invariant. Struc-
ture functions are clearly not Lorentz invariant, and will cause the two jet

differential cross section to fall with increasing ly|.

e The locus of points in y¢ space of a particle having constant transverse mo-
mentum with respect to a jet axis and constant transverse momentum with
respect to the z-axis is approximately a circle in y¢ space. Thus a natural
method of clustering particles into a jet is to collect all the particles inside a

cone of radius a = \/ (Ay)? + (A¢)?, or equivalently all the energy within that

cone. For this reason, the CDF calorimeters were segmented in approximately
fixed units of y and ¢, and hence rapidity is an experimentally convenient vari-

able to work with.

Let E be the total energy of an outgoing parton. Then its transverse
energy E, is defined as
Et =ESin0th (2.10)

and its pseudorapidity is defined as

0
n= —lntani R Y. (2.11)

Energy and polar angle 6 are easy to measure, making E;, and 1 more convenient

variables than P, and y, and for massless partons they are equivalent. Considering



11

Variables | Comment :
16 | Four fourvectors of the 2 — 2 process
-4 | Initial two partons have P, = P, =0
-4 | All four partons are massless.
-4 | Conservation of total fourvector
-1 | Azimuthal symmetry of collision
3 | Remaining independent kinematic variables

Table 2.1: The kinematics of a 2 — 2 process in the parton model.

the high energies of the jets we measure compared to the low mass of the partons,
this relativistic approximation is valid. Henceforth when we refer to the variables
E, and 75, the theoretically inclined reader should feel free to make the mental
substitutions E; = P; and n = y.

2.1.4 Kinematics

For a 2 — 2 process, in which the incoming massless partons have no
transverse momentum with respect to the z-axis and the outgoing partons are also
massless, the kinematics are completely specified by three independent variables.

The kinematic accounting is given in table 2.1.

We chose the transverse energy of the outgoing partons E;, the pseudo-
rapidity of one outgoing parton 7; and the pseudorapidity of the other outgoing
parton 72, as the three lab frame kinematic variables to completely characterize
the 2 — 2 process. As discussed in section 2.1.3 these variables are experimentally
practical, being most naturally suited to our measuring apparatus. They are also
theoretically interesting, revealing the rapid decrease of structure functions with z.

In terms of these three variables the parton fractional momenta are

z, = %(e"‘+e"7) (2.12)
Ty = E-(e"’“—{—e”"’). (2.13)

/s

The subprocess center of mass energy squared, 3, is related to the proton-antiproton
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center of mass energy squared, s, by
§ = sz,z5. (2.14)

Define

n = %(771 ), (2.15)

which is related to the subprocess center of mass scattering angle §* by

1
coshn*’

sin§* = (2.16)

In the parton subprocess center of mass the outgoing partons have momentum p*.
Let the initial state fourvectors be p; and p;, and the final state four vectors be p,
and p,. The subprocess Mandelstam variables are given below as a function of four
vectors. We also give equivalent expressions using center of mass variables p* and

6*, and equivalent expréssions using our chosen lab variables E;, m; and 7,.

(pi +p;)’ = (2p*)? = 4E,2cosh’n* (2.17)
(pi — ;) = —=2(p*)*(1 — cos6*) = —2E,*(cosh?n*)(1 — tanh ")
(pi — P;)2 = —2(p")*(1 + cos§*) = —2E,*(cosh?*)(1 + tanhn*)

3
t
(V)

The Mandelstam variables obey the simple relation

+4=0. | (2.18)

o4y

8+
A useful angular variable is

X =2 =eMm =) (2.19)

N-)I ﬁ)

Using equations (2.18) and (2.19) it is easy to show that the t — channel gluon
exchange angular distribution (combined with a { < @ interchange term because

final state jets are indistinguishable) is written as

1/824+22 8248 ) IR "
5( R )_X XL X 2T (), (2.20)



13

2.1.5 Lowest Order QCD

The subprocess cross sections and the evolution of the structure functions
with Q? are predicted by perturbative quantum chromodynamics (QCD). The Feyn-
man rules, for calculating the cross section in terms of a perturbation expansion in _
the strong coupling a,, are determined from the QCD Lagrangian[15]. This is anal-
ogous to perturbative quantum electrodynamics (QED)[16]. However, unlike QED,
QCD is a non-abelian field; consequentially, for low energy interactions a, is large
and the perturbation expansion diverges. Fortunately, non-abelian theories possess
the property of asymptotic freedom[17): as the Q? of the interaction increases the
coupling decrease until the quarks and gluons are only weakly bound to each other
(asymptotically free). For our jet events a, &~ .1, so it is plausible that the per-
turbation expansion converges, though whether it does converge is not presently
known. Theoretical ignorance of higher order terms in the perturbation expansion
is generally represented by an ambiguity in the Q? scale at which «, is evaluated.
We choose the definition Q? = E,. In appendix A.2 we give an expression for a;
as a function of @? and discuss the uncertainty in the Q? scale.

The lowest order expressions for the subprocess: cross sections have been
calculated[18] for all contributing Feynman diagrams, shown in figure 2.4. The
results of the calculation are given in table 2.2 for both distinguishable partons and

indistinguishable jets.

2.1.6 QCD Radiation and‘Higher Order Processes

In previous sections we have treated two jet production as originating
exclusively from a 2 — 2 proces.s. This is approximately correct, however there
are some important exceptions which modify the basic parton model of figure (2.1)
to look more like figure (2.5). The basic 2 — 2 interaction, or hard scatter, is a

' QCD interaction. In QCD the interacting quarks and gluons can radiate gluons in
both the initial state, before the hard scatter, and in the final state, after the hard

scatter. The frequency of occurrence of this initial and final state QCD radiation
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Figure 2.4: Lowest order QCD Feynman diagrams for all contributing

subprocesses (gluon-gluon, quark-gluon and quark-quark interactions). Rows are

distinct subprocesses and columns are s, t, u and x channel contributing diagrams.
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' - 22
Parton Differential Cross Section 51_07 X ( 93 )
. ‘ dt 8ra?
Subprocess
Z#£7) For Distinguishable Partons For Indistinguishable Jets
oNi[, af 4§  &f (9)2[ ' X ]
— - _——— - = -1 X)+2 - —
-0 |(3) -3 7 az] ) 702
9 1§2+u 2.5 a (9)[ 2 _ ] v
bl -Z - - X) 4+ =(X X"
W= (4)[ ('&+.§)] 4 Jt( )+9( +3+ )
P . ~2 2
0, = 0id; | 158 7,0
99, = g | 2 12 t
| 1e24ar 12+ 18 1 4
ii 4G | o 5 — == J,(X) = z(X+2+X
PTG TR TR T T 3 (=35 )
_ 118+ a? 1844 14 x2+1
Qi = G | =—— - S JX—-X 14X )4 L2
BT EE TR 2 8 34 )~ 3 ) ( +1)?
T — 0l 182 4 42 X’ +1
1 Qi | e 2 52 (X+1)2
_ 4.f a, P4+a 4 -1 x?+1
qq — —(=+=)—3 =(X+X 3
W99 5347 2 3 )- (x + 1)2
|3, f a, 21i24 3, -1y 27T x*+1
— —_(—4 =) — — —(X4X —
99290 5GP a e 5 ) BT 1P

Table 2.2: Lowest order QCD subpfocess cross sections for all contributing

subprocesses The result for distinguishable partons is expressed in terms of Man-

delstam variables. The result for jets is expressed in terms of x a.nd the ¢ — channel

angular distribution Ji(x) = x>+ x + 1+ x~ 14 X2

. Measuring jets we do not

distinguish between parton species in the final state, so we have added (f « )

terms in the subprocesses with different fingl state partons.
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Figure 2.5: The parton model of pp collisions, schematically modified to account
for energetic initial state radiation, énergetic final state radiation, and higher order
processes (such as 2 — 3, or 2 — 4, etc.). The final state picture can become quite

complicated, but the 2 — 2 process is still dominant.

falls sharply with the transverse momentum p, of the radiated gluon with respect
to the parent parton direction. In addition, there can be one or more extra partons
produced within the hard scatter itself, in which case we are dealing with parton
subprocesses of the form 2 — 3, 2 — 4, etc. Energetic higher order processes are
"rare compared to the basic 2 — 2 interaction of partons. As a very crude rule
of thumb they are produced with relative frequency a} where n is the number of
partons in the final state minus 2. The dividing line between initial and final state
gluon radiation and hard higher order processés is theoretically and experimentally
ambiguous. For ease of discussion we may refer to their combined effect as‘ QCD

deviations from 2 — 2 production.

v’
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2.2 Analysis Method

We want to measure the two jet differential cross section

d*c
dEdndn,
where one jet is near 7, = 0 (6 = 90°) and the other jet is anywhere within the

(2.21)

detector. We do this to study the basic 2 — 2 interactions of partons and the
parton structure functions. The analysis is complicated by the fact that the cross
section for a clean two jet event, one in which two jets and only two jets are pro-
duced, is theoretically and experimentally ambiguous because there is usually some
radiation. Most initial state radiation has insufficient p, to reach our detector, and
simply goes down the beam pipe. Most final state radiation has insufficient p; to
escape association with the outgoing parton’s jet. Some of the intial and final state
radiation have enough p, to reach the detector and be counted as a separate jet.
Generally these jets have little transverse energy F;, so selecting the two highest
transverse energy jets (two leading jets) is a good approximation to the “original”
two outgoing partons. The dominant high transverse energy event is inclusive two
jet production, pp — jetl + jet2 + X. Here jet 1 and jet 2 are the two leading jets
and X is anything else. As we have indicated, X could be nothing at all, but is more
likely to be one or more low E; jets. Our analysis method is to assume that events
of the type pp — jetl + jet2 + X come predominantly from 2 — 2 interactions,
and the effects of QCD deviations from 2 — 2 interactions are small enough to be
treated as a perturbation and corrected for in the data.

The observed E; and 7, distribution of events of the type pp — jetl +
jet2 4+ X, has been interpreted as a convolution of the QCD 2 — 2 subprocess cross
sections, structure functions, and E; and n; resolution functions. The resolution
functions contain all deviations from 2 — 2 kinematics present in the data, and
hence contain both detector resolution effects and the effects of QCD deviations
from 2 — 2 production (section 5.1). The effect of the resolution functions on
the original 2 — 2 distributions (section 5.2) has been determined, and the raw

data has been corrected to remove this effect. The data has been corrected for the



18

effects of QCD radiation and higher order processes, as well as the effects of detector
resolution. It is this corrected two jet differential cross section which we 'compare
to a lowest order QCD prediction (section 6.1) to study the 2 — 2 interactions of
partons and structure functions.

The observed properties of proton-antiproton collisibns, and the analysis
goal of extracting structure functions, has naturally lead to our chosen analysis
method. The observation that the two leading jets (highest E,) in pp jet data from
UAZ2[1], UA1[2], and CDF (see section 4.8.4) are primarily 180° apart azimuthally
indicates that the 2 — 2 process is dominant. The long smooth tails on these
distributions indicate that QCD deviations from 2 — 2 production are present
and must be taken into account (see section 5.1), however this radiation is only a
perturbation on the basic 2 — 2 kinematics of the events. Our analysis method
is different from one which attempts to “cut” events which contain “more than
two jets” and study the exclusive process pp — jetl + jet2. Cutting events in an
unbiased way as a function of E; and 7, is very difficult, and there is no theoretical
calculation for this exclusive process. Leading order QCD predicts inclusive jet
rates, and since we sought to measure a cross section and then extract the structure
functions using QCD as the theory of the strong interaction, this analysis measured
an inclusive jet rate. The analysis of the inclusive single jet cross section [7] has
shown that the inclusive rate for jet production agrees with lowest order 2 — 2
QCD predictions, suggesting that hard higher order processes may be a negligible
contribution to the overall rate. In summary, we kept all events with two or more
Jets and analysed them with a 2 — 2 model, using resolution functions derived from

the data to correct for perturbations from this model with were present in the data.
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2.3 The Two Jet Differential Cross Sect_ion

,’2.3.'1 .Lowest Order_QCD Calculation

In the parton model, to lowest order in QCD the cross section[19] for

pp — jetl + jet2 + X in terms of the three lab frame variables P, y,, and y; is

-———-—-(:l3 2
Tdy 2P¢Zmpf (23, Q")a5f | Pg,, Qz) (z] -2, (222)

The sum in equation (2:22) is taken.over all parton species (quarks, antiquarks and
gluons). The sum _alsd implies a symmetrization under f and @ interchange for non-
idéntical final state partons, necessary because we are calculating the total jet rate ..
-and do not distinguish different parton species. The subprocess differential cross .
sections are given in table 2.2. | '
The meaéurement is.made in the experimental varia]:;les E;, n;, and n,.
'Thé assufnpfion of massless partons leads to E; = Py, 71 = y1, and n; = y, at the

parton level, relating the QCD prediction directly to the measured jet quantities:
v dc '__ d’c '
dE.dmdn, — dPydy,dy,

The primary goal of this analysis is to measure the two jet differential cross section

(2.23)

and compare with the expectation of the lowest order QCD calculation given in
equation (2.22). A secondary goal is to use the lowest order QCD subprocess differ-
ential cross sections and the measured two jet differential cross section to determine

parton structure functions.

2.3.2 SES Approximation

The compl'exify of summing over many different _sﬁbﬁrocess differential
cross sections terms in equation (2.22) makes it appear difficult to extract the parton
structure functions from a measurement of the two jet differential cross section.
Fo‘rtunately however, the parton subprocess cross sections dé/df are predicted to
be quite similar, and we can approximate leading order QCD ‘with a single eﬁ'ectxvev

subprocess (SES) as was ﬁrst done by Combrldge and Maxwell[20]
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The angular distributions of the three dominant subprocesses are all dom-
inated by Ji(x), as shown in the first three rows of table 2.2. Jy(x), defined in
equation 2.20, comes from the ¢ — channel gluon exchange diagram. If we neglect
processes other than those of the first three rows of table 2.2, and neglect angular
terms other than J,(x), the magnitudes of the three basic subprocess differential
- cross sections are a simple geometrical progression

| 9 /9)\?
qq—+qq:qg—*qg=gg—+gg%1:2:(Z) (2.24)

Noting this approximation, Combridge and Maxwell introduced the proton effective

structure function , _
-4,
F(z) = G(z) + 5(Q(=) + Q(=))- (2.25)
The motivation for defining F(z) was that F(z) X F(m) contains the simple geomet-

rical progression of equation (2.24). Combridge and Maxwell then approximated

the two jet differential cross section by the original SES approzimation

d3o Ima’? '
"% B J(x). (2.26)

Bdsdny ™ F(zp)F(zp)

§2
Note that the sum over subprocesses explicit in equation (2.22) has disappeared
into the definition of the proton effective structure function. Equation (2.26) uses
the single effective ahgular distribution Jt(k) for all parton subprocesses. This
approximation was used by UA1{22] and UA2[23].

The angular distributions for g¢ — gg, and gg — ¢g, and J(x) are plotted
as a function of |n;] in figure 2.6. Note that J,(x) underestimates the angular
distributions of gg — gg and q¢ — ¢g. This discrepancy is most noticeable at
n2 = 0. Since pp collisions at /s = 1.8 TeV are dominated by the two processes
q9 — qg and gg — gg [21], using Jy(x) for the single eﬁ'e.ctive angular distribution
is not the best idea. The SES approximation is improved by using the gg — g¢g
angular distribution

T = M0+ S+ 341 | (2.27)

in place of Ji(x) in equation (2.26). This modified SES approzimation, appropriate
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Figure 2.6: Sub?rocessangular distributions. Here 7, is the pseudorapidity of the -
second parton while the first parton is at 71 = 0. The dashed curve is Ji(x), the :
i.solid curve is the gg — qg angulaf distribution, And the dotted curve is the gg — gg
angular distribution. Note the similarity of the three distributions over two orders

of magnitude.

for the range of z'in the CDF data sample, is

&0 . -
dP,dy,dy, ~ F(‘”?)F(%)USEs(pp — 12) |
9mra? ; .

= F(l‘p)F(l'ﬁ) —§2 PtJv(X).‘ (228)

The accuracy of this approximation is discussed in appendix A.1. We use the
. modified SES approximation of equation (2.28) and the parameterizatjon

A(1 —z)h

F(a)="——; (2.29)

to extract the proton effective structure function, F (z); from the measured two jet

. differential cross section, as described in section 5.2.2.
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Figure 2.7: The two jet cross section decomposed into a single effective subprocess

cross section and an effective structure function product.

2.3.3 Understanding the Two Jet Cross Section

In our measurement, because of trigger conditions and energy measure-
ment considerations, we were only able to accurately measure events where the
pseudorapidity of one of the jets was near zero. Specifically, the jet axis was re-
stricted to the pseudorapidity interval |n;| < 0.6. For fixed 7, the two jet differential
cross section is a function of the lab variables E; and ;. The cross section must fall
with increasing FE;, that decrease being caused by both the decrease in the subpro-
cess cross section and the decrease in the structure functions [7]. Figure 2.7 shows
the n, dependence of the two jet differential cross section, decomposed into the
single effective subprocess cross section and the proton effective structure function
product. The curves have been normalized to 1 at n2$0, so that the relative change

in the different components of the cross section can be examined.
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To obtain figure 2.7 we used equatjons (2.28), (2;.12) and ('2.13), with’
Vs = 1800 GeV, E, = 50 bieV and m = 0. The final results of thié analysis (see
figure 6.6) were used for F(x), so the behavior of the two lower curves is the actual
behavior detfermined vby CDF. The behavipr is the same if the structure functions
from DIS[10,11,12 13] are used.

- The dommant feature of figure 2.7 is that the structure functlons decrease
with increasing n,|, causing the total cross section tq decrease with increasing [n|.
Equation (2.12) shows that for large 5, the fractional momentum of one of the
partons, z,, has increased greatly, and the correspondmg structure functions have
decreased, pulling down the total cross section. It is also true that the fractmnal
momentum of the other parton,. 175, has decreased, though thls decrease is slight
compared to the relative increase in z,. Since the subprocess cross section is rel- -
atif\rely_cqnstant as a function vof Izl (see figure 2.7),v.‘the yvariation of tﬁe two jet
differential cross section with |n, | visvf)rim:aril,y caused by the structure functions.

t
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Chaptef 3
Collider Detéctbr at ’Ferrhilab

The Collider Detector at Fermilab (CDF) is'a multipurpose detector at
the Fermilab Tevatron ﬁpv collider. A perspective view and a side view of CDF is
given in figure 3.1. Only the necessary detector components for jet analysis will
be described; a description of the complete detector can be found in reference [24].
Calorimeters, devices which measure energies and trajectories of particles, were the
most important detectors for this analysis. A vertex tracking chamber was used
to measure the event vertex, necessary for precise calculation of jet trajectories.
The central tracking chamber was used to measure the response of the central
calorimeters to low energy charged particles. The beam-beam counters were used
in the hardware trigger and were also used to estimate the luminosity. The hardware
trigger made the decision during data acquisition (online) to retain an event for later

(offline). analysis.

3.1 Sampling Calorimeters with Tower Geometry

This analysis uses the CDF calorimeters to measure the energy and di-
rection of jets. Calorimeters are not the only means available. The most precise
measurement of momenta and trajectories of charged particles comes from tracking

chambers in magnetic fields. However, to maintain a constant resolution, the size
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of such devices increase with VE while the size of calorimeters scale with InE.
To measure high energy particles with good resolution requires prohibitively large
tracking chambers, yet can be achieved affordably with calorimeters. In addition,
calorimeters measure neutral particles which tracking chambers miss. To mea-
sure the energy of all high energy particles, which interact electromagnetically or
strongly, CDF employs sampling c_a.lorinieters.

Sampling calorimeters, as opposed to total absorption calorimeters, only
sample a fraction. of the energy depositéd by an incoming particle. Layers of sam-
pling material are interleaved with layers of ébsorber' in a sandwich. Incoming pri-
mary particles produce showers of seéondary particles in the absorber. The showers
deposit a fraction of their .energy in the sampling material, and that energy prd-
duces a signal which is registered. and summed over all sampling layers. The ratio
between this sampled energy signal and the true energ& of the incident particle was
determined in a test beam of particles of known energy, and was later used in the
online calibration toAconvert a measured signal to a measured energy. This initial
calibration was maintained over the course of the expériment.

All the calorimeters at CDF have been designed with projective towers
which point towards the nominal interaction region, as shown in figure 3.2. By
measuring the energy deposited in a projective tower by a particle, we also simul-
taneously measure the angle at which the particle emerged from the interaction.
‘Each tower is approximately 0.1 units of 5 . For || < 1.3 the hadron calorimeter -

towers are 15° degrees in ¢, and for |n| > 1.3 all the towers are 5° in ¢, as shown'in

figure 3.2b.

The calorimeters at CDF are of two types." Scintillator calorimeters are
in the central region (|| < 1.3) and gas calorimeters are closer to the beam.
Scintillator was chosen in thbe central region for its good resolution. Closer to the
beam the towers are smaller in 8 (fixed width in n), making the construction of
a scintillator calorimeter impractical. In addition, the high rnultiplicitieé in -the
forward direction would age scintillator too quickly. Gas calorimeters are easily

segmented into small towers using pads in the cathode plane, and robustly withstand
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high multiplicities, making them a natural choice for the forward region. In addition
gas calorimeters are relatively cheap to construct. Unfortunately, gas calorimeters
typically have worse resolution than scintillator calorimeters, and are subject to
gain variations produced by changing ambient conditions.

The construction and calibration of the CDF calorimeters will be described
in the following sections. Years of effort, coming from a large fraction of the col-
laboration, was spent on achieving and maintaining the calibration of the central
calorimeters. A smaller fraction of the collaboration worked tirelessly on the calibra-
tion of the gas calorimeters. Unfortunately our under.standing of the gas calorimeter
calibrations-is not as good as our understanding of the central calorimeter calibra-
tions. Both centx:al and gas calorimeters have been employed by this ahalysis to
measure jet directions. Unfortunately, none of the hadronic gas calorimeters par-
ticipated in the trigger which selected high transverse energy jets. For this reason, -
and to minimize systematic uncertainties in the jet energy, this analysis used events
in which one high E, jet was in the central calorimeter region. The other high E, jet
in the e{rent could be anywhere within the CDF calorimetérs, and only its direction

was used.

3.2 Central Calorimete’rs

3.2.1 Central Electromagnetic Calorimeter (CEM)
Tower Geometry ! |

The CEM]25] is azimuthally arranged in 48 physically separate 15° mod-
ules called wedges, 24 wedges at positive z and likewise at negative z. Each wedge
is segmented into ten towers in 7; each tower is 15° in ¢ and approximately 0.11
units of 7. Figure 3.2 shows the towers at poéitive z of the CEM which cover the
angular range 90° > 6 > 37° (0.0 < n < 1.1). The towers are numbered 0 through

9 consecutively, where tower 0 is closest to 8 = 90°



LY

29

Construction

The CEM is a sandwich of lead and scintillator layers. It has a thickness for
electromagnetic and hadronic showers of é,pproximately eighteen radiation lengths
and one interaction length _respectively,v except for tower 9 which is only ten radiation
lengths deep. The beam pipe, tracking systems, and superconducting magnet coil
pfovide an additional 0.9 radiation lengths. The lead-scintillator stack consists
ofv30 layers of lead sheets (3.2 mm thiék and clad on each side with 0.38 mm
of aluminum) and 31 layers of plastic scintillator (polystyrene, SCSN-38 [26] 0.5 |

cm thick ) Constant radiation length and smnpling fraction as a function of n is

. achieved by substituting acrylic lay;ers for lead layers; increasing layers of acrylic

- with increasing |n|. Only light from scintillator layers behind lead sheets contributes -

to the observed signal, because the sides of scintillator layers behind acrylic are .
painted black. A strip chamber at the position of shower maximum improves the

position resolution for electrons and photoné.

Signal Collection -

The sigﬁal collection techniqué is the same fbr each tower of each module
of the CEM. Wa?elérigth shifters receive light from the scintillator and transmit it
to light guides which run radially out of the calorimeter to photomultiplier tubes
(PMT’s) on both sides of each tower as shown in figure 3.3. The rectangtxlaf light
guides are glued to rectangular-to-round transmission pieces,. which pass light to-
PMT’s and also receive calibration light signals. The 'PMT redundaﬁcy, one PMT
reading out the “right” side and the other .reading out the ‘_‘,léft” side as shown in
figure 3.3, proved useful in rejecting unphysical signals. The PMT’s were tested in
an automated proceduré [27], and their gain-quantum efficiency product was set to

be 1.2 x 10%. The PMT response was found to be linear to better than 1%.



PHOTOTUBES
RIGHT LEE
\ny
\CHA \

LEAD <

A %
SCINTILLATOR . P Y
SANDWICH N A
- - %
rd ;//’ 8

STRIP 9
Shamser — L a

o«

<o¥
Zz

30

YA
——t
A
- = LIGHT
T GUIDES
el
PRLNE . WAVE SHIFTER
7 / SHEETS
o By P
s o4
B - P x
e V21 ]
P \

Figure 3.3: Layout of the CEM light-gathering systein in a single wedge of the

CEM and CHA. The hght guides run along the side of the CHA which sits directly

above the CEM lead-scintillator sandwich.



31
Initial Calibration

All modules were initially tested with cosmic rays [28]. Each tower of each - -

module wa_:S calibrated with a beam of 50 GeV electrons at the N_West test beam at.

Fermilab Electrons-bearns were used to determine the~respon's'e'and resolut'ion of

position, 1nclud1ng the phi crack reg1ons (see section 3. 2 4). The response of a typical
tower to’ electron beams between 10 and 100 GeV Was measured. The electron;-; |
‘energy resolution was cr/ E =0.135/\/Esinf 6+0. 005. The sind term accounts for- '
the decreased total samphng w1th decreasmg s1n9 The error is the systemat:c
_ uncertamty in the resolutlon measurement caused by uncertamtles in the energy of :

the electron beam.

‘Maintenance of Calibration
Three separate cahbratxon systems ensure that the 1mt1al cahbratmn of

‘the central electromagnetlc calorlmeter is mamtamed[29]

1. Cs¥ VSou.rce‘ Systelil. A COmp‘uter controlled system moves. 6’31377 pomt
VI _sources across the towers of each module. The sources move parallel to the beam
in two brass tubes wluch straddle-the tower centerlines in the e1ghth_ scintillator
| layer D“ur'ing a source run, PMT currents are recorded at more than >1‘00 lateral
‘posxt1ons per tower as the pomt source traverses the ten towers in a module The -
resultmg current proﬁles for each tower are fit to determlne the peak current This

measures the combined response of the sc1nt1llator wavelength shifters, light guides

and PMT’s for each tower. Source runs were performed concurrently w1th initial '

~ testbeam calibration and repeated perxodlcally throughout the expenment Test-
beam. cahbrat1ons and source runs were repeated one month later on three modules. -

The ratio of the tower response to 50 GeV electrons and sources was reproduced to

_04% RMS

2. Xenon Flasher System.v For each module a xenon bulb produces ﬁashes of -

E light 1llurmnat1ng a scmtlllator rod The rod 1s connected to a bundle of quartz |
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fibers which lead to acrylic prisms mounted on the wavelength shifters for each
tower. Three PIN Diodes monitor the light output of the scintillator rod. The ratio
of PMT output to PIN diode output measures the response of wavelength shifter,

light guides, and PMT to 2% RMS. Results are reproducible to 0.4% RMS over a
single day.

3. LED Flasher System. For each module three LED’s flash greén light into
quartz fibers which fan out to the tra\m\mtlon pieces betWeen_ the light guides and
PMT’s. PIN diodes monitor the output of the LED’s. The ratio of PMT output
to PIN diode output measures the ré;s;;onse of the PMT’s to 0.8% RMS. Results
are reproducible to 0.3% over a single day. LED outputs were sufficiently stable
that the output of the PMT’s alone, without reference to PIN diodes, were used for

calibrations.

'3.2.2 Central and Endwall Hadron Calorimeters (CHA &
WHA)

Tower Geometry

The towers of the CHA & WHA[30] combine to form a single hadron
calorimeter as shown in figure 3.2. The:CHA is directly outside the CEM in the
same physical modules (see ﬁgure'3j3_),-,.'.:.;,_.The WHA is azimuthally arrahged in 24
physically separate modules at positive z mated to corresponding CHA wedges, and
likewise at negative z. A single WHA module is shown in figure 3.4a. The CHA
and WHA are combined to form twelve towers, each 15° in ¢ and approximately
0.11 units in 7 as shown in figure 3.2. At positive z the CHA and WHA cover the
angular range 90° > 6 > 30° (0.0 < n < 1.3). The towers are numbered 0 through
11 consecutively, where tower 0 is closest to § = 90°. Towers 0 to 9 are directly
outside corresponding towers in the CEM and towers 10 and 11 are outside the first
two towers of the endplug electromagnetic calorimeter. Towers 6, 7 and 8 are partly

in the CHA and partly in the WHA; the signal for these towers is the sum of the
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‘31gnals from the CHA and WHA

Construction

The CHA and WHA are steel sc1nt111ator sandwxches w1th 1 cm thick plates =

- of acryhc scintillator (PMMA). The CHA consists of 32 layers of 2.5 cm tl’lle‘ N
. steel plates parallel to the beam (4.7/sin 6 mteractmn lengths). The WHA conswts SR

of fifteen layers of 5. 0 cm thick steel plates perpendicular to the beam (4 5/cos 6
interaction lengths). The CEM and the endplug electromagnet1c calorimeter i in
front of the CHA and WHA prov1des an additional 1nteractlon length of hadron

samphng
- Signal collection '

Slgnal collect1on for the CHA and WHA is practically the same as for the _
CEM. One d1ﬁ'erence is that the CEM has wavelength shifter on the constant ¢
side of each tower, as shown in ﬁgure 3.3, while the CHA and WHA have wave-
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length shifter on the constant 8 side, as shown in figure 3.4b. Here, light guides on
azimuthally opposite sides receive light from alternating 6 sides of the scintillator,

- and transmit the light to “right” and “left” PMT’s.

Initial Calibration

The CHA and WHA-modules, like the CEM modules, were initially tested
with cosmic rays. Each tower of two CHA modules was calibrated with 50 GeV
charged pions, and PMT gains were adjusted to yield two picocoulombs per GeV.

137 point source longitudinally along the

A “skin source” system, which moved a C's
tower, produced a calibration current (I.) in the tower at the adjusted gain. The
high voltage of the PMT’s in the remaining CHA modules were adjusted to give
the calibration current I, for each tower. Next, all the remaining modules were
calibrated with 50 GeV pions in the test beam. Each tower of each CHA module
was calibrated to 1% RMS. The calibrations performed with sources correlated with
the calibrations performed with pions to 4% RMS.

Since it had been shown that calibrating each module in the test beam
was not absolutely necessary, only two WHA modules were calibrated in the test

137 line sources was used to transfer

beam. A system of longitudinally positioned C's
the test beam calibration to the remaining WHA modules. In this way the WHA
modules were calibrated to about 4% RMS. | '

The response of the CHA and WHA to charged pion beams between 10
and 1'50 GeV was measured and no deviation from linearity was observed for pions
which didn’t interact(in-the CEM. This response measurement was used to define
the calibration of the CHA and WHA. However, if the pion shower started in the
- CEM, the total central calorimeter energy response (CEM+CHA) was slightly non-
linear, being ~10% low at 10 GeV[31]. The effect of this non-linearity on jet energy
measurements 1s discussed in section 4.4. _

The energy resolution of the calorimeter typically depended on the par-

ticular tower. For towers 1 to 5 of the CHA the average resolution is o/E =~

0.5/v'E + 0.04. For Tower 10 in the WHA the resolution is ¢/E ~ 0.7/v/E + 0.05.
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The offset in the above resolutlons is consistent w1th a value of e/ h between 1. 2.

'-a.nd 1.4, as expected for. these calor1meters[32] The slope of the WHA resolution

- function is larger than the slope of the CHA resolut1on function by a factor of \/—
', cons1stent with the expected increase from decreased samplmg fractlon alone '
: Maintenance-of Calibration o
. Many source systems and a smgle laser system are employed to mamtaln

_- the calibration of the CHA and WHA

Source' Systems The CHA and WHA hLe the CEM have computer controlled :

- C's'¥ souirce systems to test the response of sc1nt111ator, wavelength shifter, hght )

guldes and PMT’s to sources at a fixed longxtudlnal depth The CHA system o

uses '3 mCi sources in the seventh sc1nt111at1ng layer, while the WHA uses 1.3 mCr
sources (schematically shown at-the top of figure 3. 4a) In addltlon, longltudlnally . vb
' 'pos1t10ned 3 mCi line sources can be manually mserted into the WHA modules to
. sxmultaneously 1rrad1ate each layer of each tower (see ﬁgure 3. 4a) Pomt 3 sources
l can be manually mserted in. the transxtlon plece between light guldes and PMT’
“to check the PMT gaans All these source systems were used durlng the initial
calibration stage [30]. - ‘ '

The_Laser“ System; 'The laser system maintains the calibration of the CHA and .

WHA PMTls As pictured in ﬁgure'3 5 ‘a nitrogen laser beam is split into six beams o
which travel through quartz fibers to light distribution scintillator dlsks The light
| ‘enters the disk along its axis and umformly 1llurn1nates bundles of optlcal ﬁbers-
along the penmeter of the dlsk Each optlcal fiber carries l1ght to a transition p1ece ' -

- between lxght gmdes and PMT for the calorlmeter tower.

' 3.2. 3 Onlme Cahbratlon |

Cahbratxon runs were taken durlng the course of the 1987 run and the

results were stored m a database (the CDFDB [33]) The database was accessed_ '
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Figure 3.5: The laser célibratio_n system for the CHA and WHA PMT’s

by programs that transmitted multxphcatlve calibration constants to the scanners

whlch read out the front end electromcs The digitized signal, after pedestal sub-
tractlon and threshold comparison, was converted to GeV online. To correct the

137 point source calibrations

energy scale for long term variations, CEM and CHA Cs
were performed every two to four weeks and WHA line source calibrations every few
months. To correct for short term variations in PMT response, CEM LED Flasher
and CEM Xenon Flasher calibrations were performed daily and Laser calibrations

of the CHA and WHA were performed every few days.

3.2.4 Cravcks

Physical desigh constraints (e.g. the mechanical support of the calorime-
ters) necessarily result in uninstrumented regions. These cracks in the calorimeters

are of two types: ¢ cracks aiid @ cracks. The effect of cracks on the measured E, of
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central jets has been estimated and corrected for.

¢ Cracks

| Each CEM & CHA module is bounded in qS by a 0. 48 cm th1ck steel skm
For the CEM wavelength shxfters fit into a 0. 64 cm w1de gap between the smooth
surface of the stack and the steel skin. The gap and skin occupy 0.7° in ¢ of the 15°
of the entire tower, ‘F'or the CHA, light guides fit into a 1. 6. cm wide gap between
the stack and steel sl\m "The gap and sLm occupy 1.3°in ¢ out of the the 15° of
the entire tower. ' » _ B
: Dunng test beam callbratlons, 1t was d1scovered that electromagnetlc ,
showers in- the CHA light guldes were: producmg Cerenkov radiation, resultmg in
anomalously large sxgnals (PMT splkes) A uramurn radxator of 10 radiation lengths '
~ was placed in front of the crack reglon durlng the 1987 run, e{fect_xvely eliminating -
PMT sp1kes for incident electrons but not for 1nc1dent pions. To elirninate' these _.
_ splkes 1n hadronic showers, an algor1thm[34] was developed wh1ch used the ratlo of _
the 31gnal in the “right” and “left” phototubes of a tower. v | _
The ¢ cracks were scanned with both electrons and pions in the test beam,
'and the response of the ¢ cracks was measured 1n detall The response of the ¢ |
cracks to electron and pion beams wasv~22_% and ~66% of the response in the
center of a tower respectively. A detector slrnulathn was tuned to reproduce ‘the
response of the ¢ cracks [35] ThlS 31mulat10n was used to determlne average Jet '

energy correctlons, as descrlbed in sectlon 44.

6 Cracks

- Each CEM module is. bounded at 0 = 9(l° by a one inch steel endplate
separated from the lead scintillator stack by a 5/ 8 inch support gap, and at § = 38°
. by a two inch thick steel plate separated frorn the stack by a two inch gap occupled by

 light guides. At the 90° boundary the gap and steel endplate and an add1t1onal 3/ 16

inch airgap between east ‘and ‘west Wedges on average form the 90° crack shown: -
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Figure 3.6: The 90° crack, an uhinstrumented region near § = 90°

schematically in figure 3.6. The calorimeters’'energy response for jets overlapping
the 90° crack was de’éermined' from data as discussed in section 4.7. 1. At the 38°
boundary the gap and steel are the inner edge of a region of complicated response
known as the 30° crack. The effects of the 30° crack on this a,nalysxs are negligible

because we require the trigger jets n centroid to be within || < 0.6 (approximately
58° < 6 < 122°).

3.3 Gas Calorimeters

All CDF gas calorimeters contain a mixture of 50% argon 50% ethane
gas with a small percentage of alcohol added to prevent glow discharge. The gas

calorimeters were calibrated in a Fermilab test beam, and that calibration was

maintained in the presence of gas gain variations by the CDF gas gain monitoring
and calibration system (see Appendix B)

38
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3.3.1 Endplug Electromagnetlc Calorlmeter (PEM)

Tower Geometry

The PEM[36] is az1rnuthally arranged in 90° quadrants four quadrants at -

vposit'ive z and four quadrants at negative z. At pos1t1_ve z the towers cover the
angular range 37° > 8 > 10° (1.1 < 5 < 2.4). The projective towers in the PEM
cover 5° in c,t, and there are sixteen towers segmented in n. | The first tower closest
to 37°, is a standard tower of width ~ 0.1 umts of 7. “The next four towers are
smaller, each 0.045 units of n, with two towers per standard pro Jectlve tower The

| remammg 11 divisions are each 0.09 umts of n, The four small PEM towers are
usually" combmed oﬁhne to form two standard towers, giving a total of fourteen
_ standard towers at posxtlve z and 11Lew1se at negatlve z. These towers, numbered

.10 to 23 are shown in ﬁgure 3.2.

_ Con’struction and Signal 'Collection S

. The PEM 1s a sandwi’ch of lead and gas Vﬁlled“prpportional tube layers in
a cylindrically symmetric gas volume on each side of the rnteraction region. ‘Four
' quadrants occupy a sihgle gas volume on one side of the interaCtion region Each
quadrant’s proportional layer is constructed from proportlonal tubes. Each propor-
" tional tube consists of a.52 micron dlameter gold plated tungsten wire centered i in.
a res1st1ve plastlc tube (60 to 100 I{Q/square) ‘The tubes and wire supports are_
plctured in figure 3. 7a The tubes have a square Cross sectlon, 7.0 mm by 7. 0 mm
with 0.8 mm thick walls. The tubes span the length of a quadrant. To construct
a proportional layer for .a. quadrant, ap‘prox;im‘atelyv 156 tubes were laid' side by side
~and sandwiched by a palr of 1.6 mm thick- copper clad G-10 panels, as plctured in
figure 3. 7b. The wires are a.nodes and the copper clad panels are the cathodes. The
copper is subdivided mto electrxcally dxstmct pads on one side of the panel and
_copper traces on the opposite side of the panel carry the cathode signal to the edge
of the quadrant. Lo"ngitudinaliy surnnung the pad Signals_ g.iv'_es.asingleltower signal.

The pad signals are ganged in t’hree distinct depth segments, five layers, t_wenty-four
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Figure 3.7: a) PEM proporfional tubes and anode supportsr.'v b) PEM quadrant

' proportional layer construction.

layers, and five layers deep. The energies in the three segments are summed offline
to give the total electromagnetic energy in a tower. The completed quadrant is a
stack of thirty-four proportional layefs, each 12 mm thick, interleaved with thirty-
three lead layers, each 2.69 mm thick, and covered in front and rear with steel cover
plates, 12.7 mm and 44.5 mm thick respectively. Exéluding the rear coverplate,
which acts as the first absorption layer of the endplug hadronic calorimeter, the
total interaction thickness for electromagnetic and hadronic showers in the PEM
is 18.2/ cos 6 radiation lengths and 1.0/ cos 6 interaction lengths respectively. Here

cos § takes into account the changing interaction length with angle of incidence.

Initial Calibration. |

All towefs of all quadrants of the PEM were calibrated with 100 GeV
electron beams at the Mbottom test beam at Fermilab in 1985. The PEM response
was measured with electrons from 20 to 200 GeV. The tower response is relatively
flat in  and @, with a tower to tower R.M.S. deviation of 6%. This variation has no

significant effect on jet n and ¢ centroids, found by averaging over the many towers
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in a jet. The calibrations were done at 1.8 KV and scaled to the operating: voltage
of 1.7 KV. The response of the PEM was found to be linear to 3%. The resolution
for electrons between 20 and 200 GeV is a/ Ex 3/ VvE. Response and resolution
measurernents were repeated in 1988. Analysis [37] of 51multaneous measurements.
of the response of the PEM and Endplug Hadron .Calorlmeten to charged plons, |
reveal that the PEM response to charged pions between 100 and 160 GeV is.SQ%

of its response to electrons of the same. energy.

3.3.2 Endplug Hadron Calorimeter (PHA)
Towe_r Geometry .» ‘ o

The PHA[37,38] is azimuthally .arranged in 30° sectors, tWel\re-sectors_ at
positive z and twelve at negative z. The towers in the PHA cover 5° in ¢ and -
0.09 units of 7. Twelve towers of the PHA at positive 2 cover the angular range

30° < 8 < 10° (1 1> n > 2 4). These towers, numbered 12 to 23 are shown 1n>
figure (3.2).

Constructlon and Slgnal Collect:on :

The PHA is a sandwxch of steel and gas ﬁlled proportlonal tube layers' :
Ea.ch gas proportlonal tube consists of a 50 mlcron diameter gold plated tungsten
wire centered in .a resistive plastic tube of rectangular cross ,sectron._ The tube,
pictured in ﬁgure 3.8e7' has walls of the same thickness as PEM tubes. .The tubes-

are laid side by side, sandwiched by a.copper ground plane and copper cathode

plane, and cut to form pie shaped chambers. The chamber construction. is pictured -

* in figure 3.8b. An HV bus runs along the side of the chamber supplymg high voltage
to each proportxonal tube: The cathode plane con31sts of electmcally distinct pads

on the i inner side, electrlcally connected to the outer side via a plated through hole. -

Copper traces on the outer 51de of the plane carry the cathode signal to the edge _ ‘.

of the chamber. Each chamber con31sts of seventy-two pads twelve rows by six

columns. There are six sets of connéctor pins at the edge of the chamber; each
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- connectOr ’connects the S1gnal and ground for twelve pads (three columns by four. -
rows) to ribbon cables‘which'transnlitthe cathode Slgnals to-front end _'ampliﬁersi
‘in the collision hall. ’Twenty' proportional chambers are sandwiched by twenty-one
steel plates to form a single sector‘.of the hadron calorirneter. A side view of one of

the two PHA endplugs is shown in figure 3.8c. The 'plates are-5' 1 cm thick' 'ekcept | |

for the plate between the fourth and ﬁfth layers whlch is 6.4 cm thick, and the '

front plate wluch is 4. 45 cm thick and serves as the rear cover plate of the PEM.
'Includmg apprommately 0.15 interaction lengths of copper plated G10, the to_tal' |
thickness for hadronic showers in the PHA is 6. 3/ cos 6 interaction lengths |
E The 31gnals from the rlbbon cables frorn each chamber i in the sector are |
ganged together longltudlnally to form towers twelve towers per ribbon cable,
seventy-two towers per sector The cathode tower sxgnals are then. a.mphﬁed and’ _
N d1g1t1zed In addltlon the common anode signal of all the tubes in a smgle chamber
. is picked off the HV supply line. The anode signal for each chamber is separately B
'amphﬁed and digitized, prowdmg information on longxtudmal shower development |
which was invaluable in dxagnosmg calommeter problems. For example, it was
.dlscovered that there were occasionally large pulses of energy m a single tower as-.

soc1ated with a smgle layer. These “Texas Towers” [39] were first observed in the

Forward Hadronic Calorlmeter The .“Texas Towers” are local energy deposxtlonsi o

presumed to be from hlghly 1onlzmg protons with a few MeV of energy. The protons -
| 'are produced when a neutron scatters from hydrogenous mater1al in the chamber
walls or in the gas. Longltudmal mformation from the anode signals helped us

- distinguish real energy from “Texas Towers” In another example, durmg the 1987
| run 1nterm1ttent noise was 1nduced in the cathode cables by’ nearby 400 Hz power.
: supphes but not in the anode sxgnals The s1mple groupmg of twelve pads per cablev

| allowed easy pattern 1dent1ﬁcat10n of potentlal cathode cable noise” Long1tud1nal E
»mformatlon from the anode slgnal and electromagnet1c energy in the PEM helped
_ d1st1nguxsh real energy from “cable noise”.  Thus, the cathode s1gnals were used
to form towers of calonmeter energy, and the anodes sxgnals served as 1mportant

dlagnostlc checl\s on the calorlmeter energy
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Initial Source Calibration

Each of the seventy-two pads of 520 chambers—480 used in the endplugs
and forty spares—were calibrated with Cd'® sources at Lawrence Berkeley Labora-
tory between 1984 and 1985. The proportional tubes under each pad were exposed
to an 8 KeV copper fluorescence x-ray, induced by the 22 KeV x-ray from the source,
and the signals on both the cathode pad and anode wire were recorded. During
the calibration of each chamber, anode signals were also recorded from a standard
chamber. For each pad the ratio of the pad signal to wire signal, for that pad
and for the four adjacent pads, was calculated and saved. The pad to wire ratio
was normalized to the wire response of the standard chamber, removing potential
variations from charﬁbef to chamber caused by wire response. The normalized pad
to wire ratio is a measure of the response of each cathode pad. These pad re-
sponse measurements improve the energy resolution for pions[40]. We used these
measurements to assign chambers to each of the twenty-four sectors in a way which
minimized longitudinal variations in response. The tower resporise was then calcu-
lated by averaging the pad to wire ratio over the twenty cathode pads in a tower.
Since a simple average and a weighted average showed no significant difference, the
simple average was saved as a measurement of the tower response. They were used
by the author to calculate the PHA sector response map presented in appendix C.2.

The sector response maps agree with jet data and “Texas Tower” signals[41].

Initial Test Beam Calibration

Five sectors of the PHA were calibrated with 200 GeV charged pions in
1985. The response and resolution of two sectors of the PHA \lzveré measured with
charged pions between 20 and 200 GeV. The response was linear and the resolution
for charged pions was o/E ~ 1.28//E + .03. In 1988 a sector was exposed to
charged pions between 20 and 230 GeV, and the response was again observed to
be linear. Dufing the 1988 test beam, fluctuations in response caused by “texas

towers” were removed and the resolution improved to o/E =~ .86/VE + .04.
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F1gure 3 9: Cross sectlon of an FEM chamber

3. 3.3 Forward Electromagnetlc Calorlmeter (FEM)

Tower Geometry

_ The FEM[42] is azlmuthally arranged in 90° quadrants four quadrants at
pos1t1ve z and four quadrants at negative z. The prOJect1ve towers in the FEM _
“span 5% in qS and there are twenty lelSlOIlS in n. The first division i isa fract1on of
‘a normal tower subtendmg about 0.03 units of . The next nineteen. d1wsxons are
normal sized towers, each 0.1 units of n. The mneteen normal s1zed towers of the
: FEM at posxtxve z cover the angular range 11° > 0> 2 (23 <7 < 4. 2). These

towers, numbered 23 to 41 are shown in ﬁgure 3. 2

Constructlon and Slgnal Collectlon =

The FEM isa sandw1ch of lead and gas ﬁlled proportmnal tube layers, with
a total of 25.5/ cos @ radlatlon lengths The proportlonal chamber constructlon |
is shown in ﬁgure 3 9. Channels were formed by alurmnum “T’s” glued to an
~ aluminum skin. Then ﬁberglass was glued to the alurnmum channels to form a

series of rectangular proportlonal tubes A resxstxve epoxy coat on the inner s1de of
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the fiberglass provides a path to ground for positive ions liberated in the electron
avalanche. A 50 micron gold plated tungsten wire in the center of each tube is
the anode, and copper pads on the outer side of the fiber glass are the divided
cathode. Ribbon cables are soldered to the cathode pads and a final aluminum skin
seals the chamber. There are thirty proportional layers in a quadrant, and the pad
signals are ganged in two longitudinal depth segments, each fifteen layers deep. The
energy for each depth segment.is saved, and combined offline to form a single tower
of electromagnetic energy. The ..anode wires are strung vertically and are ganged
together in five sectors per chamber. These sectors, read out independently for each

‘layer, provided information on longitudinal shower development.

Initial Calibration

Four quadrants of the FEM were calibrated with 20 to 200 GeV electron
beams in 1985. The energy response of the FEM was linear between 20 and 160
GeV and the electron energy resolution was o/E =~ 0.25/ VE + 0.05. The response
as a function of  was uniform within the “'sté%is;tics'of the measurement. Response

and resolution measurements were repeated in 1988.

3.3.4 Forward Hadron Calorimeter (FHA)
Tower Geometry . : v v

The FHA [43] is azimuthally arranged in 90° quadrants, four quadrants
at positive z and four quadrants at negative z'.‘ The nineteen projectiv_e towers in
the FHA are 5° in ¢ and 0.1 units of  and cover the angular range 11° > § > 2°
(2.3 < 7 < 4.2). These towers, numbered 23 to 41, are shown in figure 3.2.

Construction and Signal Collection

The FHA is a sandwich of steel and gas proportional layers. There are
twenty-seven steel plates, each 5 cm thick, and twenty-seven gas propoftional layers.

During the 1987 run only thirteen of the proportional layers were installed in each
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quadrant. The total thickness for hadronic .showers_ Visabout 8/ cos 8 lnteraction v
lengths. The chamber constructi_on is similar to the FEM in ﬁgure 3.9, but the tube
dimensions are 50% larger. The pads are ganged longitudinally in projective towers
“with no depth segmientation. The 50 micron anode wires are ganged' together in
six sectors per chamber, and these sectors, read out 1ndependently for each layer, .

' prov1ded information on longltudmal shower development

_ Initial Calibration |

One quadra.nt of the FHA was cahbrated with charged plon beams in

1985 The energy response of the FHA was llnear between 40 and 200 GeV and

the pion energy resolution was o/ Ew~1, 4/VE. when all twenty-seven proport1onal".'
layers were present o/E = 2. 0/ vE durlng the 1987 run. Response and resolut1on

measurements were repeated in 1988
3.4 Tracking Chambers s
The Vertex Time PrOJectxon Chamber (VTPC[44]) consists of elght sepa-
_rate time projection ¢ chamber modules stacked end to end in 2. Four of the modules
~are shown surrounding the beam pipe in figure 3.1b. Each chamber is divided az-
1muthally into elght octants. Each octant measures the radial and 2 coordmate
of charged particle tracks. Tracks in the VTPC were projected back to the event
vertex to determ.i.ne its z positi'on,. called the 2 verte:l:‘ The z vvertex resolution was
about 3 mm. Durmg the 1987 run the z- vertex was Gaussian distributed about
'z =25 cm with a RMS dev1atxon of 35 cm. The 2- -vertex was used to calculate on
~an event by event basis, the direction of the energy deposited i 1n calorimeter towers. |
_ The Central Tracking Chamber (CTC[45]) is a cyhndncal drift chamber
‘surrounding the VTPC, as shown in ﬁgure 3.1b. Surroundmg the CTC is a super-
- conducting coil which provides.a 1.5 Tesla. a>.1al magnetic field.. The momentum -

of charged partxcles was measured i in the angular reglon 40° < 6 < 140° (|77| < 1)

with transverse rnomentum resolut1on ép:/p? < .002 GeV -1, Central calorlmeter en-
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ergy response non-linearities for low energy particles were determined by comparing
measurements of charged particle momentum from the CTC to the corresponding
energy deposited in the calorimeter[46]. Charged particle track measurements were
also used in studying jet fragmentation, necessary for tuning the Monte-Carlo jet

simulation used for calculating jet energy corrections[47].

3.5 Beam-Beam Counters

The Beam-Beam Counters (BBC[48,49]) are scintillator hodoscopes close
to the beam pipe used to reject unwanted triggers and estimate the luminosity.
Unwanted triggers were collisions between the beam and residual gas in the beam -
pipe (beam-gas), energy deposition from a halo of particles in time with the beam
(beam halo), or particles originating outside the CDF detector (cosmic rays). The
BBC provided a count of true beam-beam collisions by comparing %the time energy
was deposited close to the beam with the expected beam crossing time.

The BBC consist of two sets of sixteen scintillator coﬁnters, one set on each
side of the interaction point at |z| = 582 cm. The sixteen scintillator counters, four
per quadrant a_rranged in @ criss-cross grid, form four concentric squares in the Ty
plane. The position of bne set of BBC is shown in ﬁgﬁre 3.1b. It covers an angular
range 4.5° > 6 > 0.32° (3.2 <n < 5.9). A coincidence between the counters on one
side (east side) of the interaction point and the count;ers on the other side (west
side), within a fifteen nanosecond gate centered twenty nanoseconds after the beam
crossing, was a single BBC E-W coincidence. The time resolution of the counters
was 0.2 nanoseconds. -

The integrated luminosity is the number of BBC E-W coincidences divided
by the fraction of the Dp total cross section accepted by the BBC. The acceptance of
the BBC for the diffractive and hard inelastic components of the total cross section
was determined using a monte carlo simulation. The diffractive and hard inelastic
Pp cross section was estimated from an extrapolation[50] of pp results at lower /s

[51,52]. The total cross section accepted by the BBC was estimated[49] to be 44
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millibarns; a systematic Auncertainty of 15% ceme primarily from uncertainties in the
" extrapolation. The run to run systematic variation of the llimin(')sity measurement
was estimated[49] to be 11%. The uhcertaihty'in the lumino'si_ty'.resulting from =
this run to run uncertainty, was 11%/\/N 'vizhe_rve N is the numher of runs in the
~ sample. This uncertainty is independent of the BBC cross section uncertainty, and
the two uncertainties are added in quadratdre to estimate the total 'uncertainty on

any sample. . L .

3. 6 Trlgger

The CDF level 1 tngger[48] was used to select “mlmmum bias” pp interac-
‘tions, jets, electrons, and muons. The ‘minimum bias” tngger reqmred only a BBC .
E-W coincidence. Of the other triggers, only the jet tr1gger will be descrlbed here. -
: Sxmply put, the jet trigger is a global transverse energy trigger, whxch reqmres the_
total transverse energy summed over-all, or some, of the calorimeters to be greater
* than a threshold value. - o v B | |
g 3 Trensverse energy sums.were calculated from signals in tr'z'gge.r towers. A
- trigger tower subtends An x A¢ = 0.2 x 15% two standard towers in the central |
_ calorimeters, or six standard towers in the gas calorimeters. Separate electromag-
netic and hadronic trlgger towers were each requxred to have greater than 1 GeV
~ transverse energy to be included in the sum.  The- transverse energy was defined
" using the nominal event verte_x at the center of the detector. A global sum E, was
 calculated as the sum of all the electromegnetic towers (CEM PEM, and FEM) and
all the central hadronic towers (CHA and WHA). A gas sum Ey was calculated as
the sum of all the electromagnetlc gas calorimeter towers (PEM and FEM). S1gnals .
from the hadronic gas calorimeters (PHA and FHA) were not included in the trigger
vbecause of- hoise prObIems: tekas towers and cable noise described in seetion 332
and sect10n42 o B ’ ' | "
- The jet tngger requlred that there be a BBC E VV comc1dence and the' -

followmg calonmeter trlgger
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global sum E, greater than the global sum E, threshold
' or

gas sum E, greater tha.ﬁ the gas sum E; threshold.

Tle thresholds were set depending on the run’s lunﬁnoéity to keep the total event
rate approximately 1 Hz. The thresholds were given the names low, medium, high
and burn corresponding to global sum E, thresholds of 20, 30, 40 and 45 'GeV
respectively and gas sum E, thresholds of 10, 15, 20, and 20 GeV respectively.
The hardware trigger described above was used to determine which events
were saved and written to tape. Only events triggered by energy in the central
calorimeters were used in the final analysis. The primary reason for this, was
that the hadronic gas calorimeters were not in the trigger, so events which were
triggered by the gas sum F, trigger had a complicated bias towards EM energy.
In addition, the calibration of the central calorimeters (CEM, CHA, and WHA)
was better known. Finally, noise problems in the PEM contributed a substantial
fraction of the gas sum E; trigger rate. For these reasons, we used offline software
to remove all the gas calorimeters 'ffom the global sum. E, trigger decision. This
was accomplished with a soﬂwd.ré‘t'rz'gger (TRGSIM) which calculated the global
sum F,; using only transverse energy from the CEM, CHA and WHA and required
it to be greater than the appropriate global sum E, threshold. The software trigger
passed a sample of events appropriate for our two jet analysis, in which one jet
centroid was well contained in the central calorimeters. The software trigger used
the same lists of trigger towers, and the same trigger tower E; thresholds, as were
used during the 1987 run. In section 4.6.2 we discuss the central jet F, thresholds v

necessary to make the software trigger 98% efficient.

3.7 Data Acquisition Electronics

The signals from the .”g_z'a;s calorimeter cathode pad towers and the central
calorimeter photomultiplier tubes were amplified with charge integrating amplifiers.

This front end electronics[53] was of a .éample and hold design, which sampled the



51

signal and then held it awaiti‘ng‘ digitization. The signal was integrated and stored
both before and aft‘erv the beam crossing. The difference of the two signals was. dig-
itized by the EWE, a,n ADC which also subtracted the pedestal from the analog
signal and compared the result to a threshold before. d1g1t1zat1on The d1g1t1zedv
signals were read out by custom Imcroprocessors (MX),_Wthh_ also multiplied the
digitized signals by channel dependent calibration comstants. The calibration con-
stants corrected for variations in electronic gain from channel to channel and for

gas gain variations in the gas calorlmeters (see appende B) The MX only read

~ out the dlgltlzed signals if the CDF level 1 trlgger had been satlsﬁed The level |

1 trigger decision was made qulckly by summmg the analog trlgger tower sxgnals
_' transported 1nd1v1dually to-the counting room. FASTBUS modules[54] controlled' '
 the communication of the tngger decision to the MX and, if the MX was 1nstructed
to read out the digitized data, other FASTBUS modules read out the MX. The
“digitized data, transferred from FASTBUS to a VAX computer cluster, was then

monltored online and wntten to- tape
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v Chapter 4

Data

4.1 Data Sample

The 1987 calorimeter data sample was accumulated with the four hardware
global E, trigger thresholds discussed in section 3.6. A summafy of the da,ta.sample.
is provided in table 4.1. The raw integrated luminosity was est.ima.tedv using the
beam-beam counters as discussed in section 3.5. All events were re-quired to have
an event vertex well contained within the cénter of the detector (|z| < 60 cm).
The effect of this z-vertez cut on the integrated luminosity was measured in the
minimum bias data sample[55]. All luminosities were uncertain by 15% except
for the low threshold data sample. The low threshold sample consisted of only
two major runs, and consequentially had a run to run variation uncertainty of 8%
(11%/+/2). Adding the normalization systematic uncertainty of 15% in quadrature
with the run to run variation uncertainty of 8% gives 17% for the total systematic

uncertainty on the luminosity for the low threshold sample.

4.2 Energy Reconstruction

The data sample described in the previous section was passed through a

series of software filters designed to remove noise. The sources of noise were:
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, . Trigger Threshold
Quantity Low | Medium High Burn
| : 1 (20 GeV) | (30 GeV) | (40 GeV) | (45 GeV)
- Raw Cal. Triggers (Events) 15852 85816 15895 | - 14552
~ Raw Luminosity (nb™?) 0404 1194 593  6.25
| 1Z] <60 cm. Lum. (nb™7) 0.351 10.5 5.42 5.77
{ Systematic Error on Lum. 1% 15% 15% |  15%
| Corrected Jet E,"*" " (GeV). - 45 55 65 75
Efficiency >99% >98% >98% >98%

Table 4.1: Number of events, lurrﬁnoSities, corrected central jet E, thresholds and -
_ correspondlng efﬁc1en01es for each of the hardware trigger thresholds ‘present in the

1987 run.

. Fxrst Event after a Pause:
The first event after a 20 second pause generally contamed unphysically large
"amounts of energy from pedestal shifts. These events, less than 0.5% of the
data sampie, were removed by the filter “SHOOTFIRST”.

' Pedestal Shifts: - v B
Pedestal shifts not removed by the EWE automatic pedestal subtraction were
discovered during channel occupancy studies of minimum bias data. They
were observed in ~ 10% of the channels and were corrected by the filter
 “CALORIMETRY”[34], which subtracted the mean pedestal shift measured

" in minimum bias data[56]

o “Hot” Electromc Channels
In the samé minimum 1 bias analysxs mentloned above some electromc channels
were discovered to have very large pedestal shifts or widths and other channels
were dead. These channels-, amounting to less than 0.5% of all calorimeter
channels and less than 0.1% of central calorimeter channels, were excluded

. from our analysis by “CALORIMETRY”.
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o “Hot” PMT’s:

In the central calorimeters a few photomultiplier tubes occasionally gave un-
physically large signals due to high voltage discharge. Also, as described in
section 3.2.4, electromagnetic showers in the light guides produced large sig-
nals. These PMT spikes usually were present in one of the two PMT’s per cal-
orimeter tower. The ratio of the signal in the two PMT’s was used to identify
PMT spikes[34], which were then removed from the data by “CALORIME-
TRY”. '

¢ Cosmic Rays and Main Ring “Splash”:
Cosmic Rays and accelerator-losses (splash) from the tevatron booster ring
(main ring) which passed above CDF, occasionally deposited large amounts
of energy in the célorimeter. This energy ‘u'sua,lly arrived out of time with the
proton-antiproton beam crossing. Timing signalé'from TDC’s on the central
and endwall hadron calorimeters were used to identify and eliminate out of
time energy. The filter “HATFLT”[57, 58] was 95% efficient at removing events
triggered by cosrmc ray events and more than 98% efficient at removing main

ring “splash” events but removed less than 0.1% of real events.

e PHA Cable Noise: _ -
As discussed in section 3.3.2, ground loops in the cathode pad signal cables
allowed nearby‘p-ower supplies to induce noise in the PHA cathbdes but not
in the anodes. ThlS cable noise appeared in the data with the same topology
as the 12 channel ribbon cable formmg a 3 tower by 4 tower rectangle of
energy deposmon. Real particle showers usually deposited energy in the PEM
as well as the PﬁA, and always produced signals in the anodes. The filter
“NCABLE”[59] identified cable noise by its particular cable topoldgy, lack of
electromagnetic energy, and absence of anode energy. “NCABLE” removed
cable noise with greater than 98% efficiency if the noise had more than 5 GeV
of energy, and is estimated to remove real hadronic energy in less than 0.1%

of the events.
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e Texas Towers and PEM spikes:
*_ As discussed in section 3 3. 2, texas towers are large spikes of apparent energy.
in the gas ca.lonrneters localized to practlcally a single anode layer and a .
few cathod_e towers. These splkes were presumed to be produced when neu-
. trons elastically scattered protons which deposited most of their true energy
in a single gas proportiqpal layer. All of the true proton energy, a few MeV,
was collected’a.n'd then scéled by the calorimeter calibration constants into
tens of GeV of eﬁparent energy. uThe calorimeter calibration constant was a
le,rge multipliei“,because most particles produeed showers which deposited less
than 0.1%{6f their energy in the gas and more than 99.9% of their energy
~in the leéd,_bi‘ steel absorber. | The-c.él-orirr»ieters, calibrated in test beams to

' scale small ehergy depositions in the gas into large shower energies, scaled

the small proton energy. deposition into large energy gas spikes called texas

' towers Texas towers were observed in all the gas calorimeters, though they
were a'more serious problem in the hadromc gas calorimeters where the rela-
tive samphng fraction was smaller and hence the energles were scaled higher.
Another kind of gas splke was observed in the PEM These PEM spikes were
caused by high voltage breakdown near the anode supports at |p| &~ 1.1. Both -
- kinds of gas'spike’ were chéracterized by apparent energy depositions localized
_ both longitudinally and transversely. The filter “FILT_GAS”[56,60] identified
transve;sely localized clumpé of energy. It used the tower depth segmentation
aﬁd anode IOngitudinal infofmation to determine which of the clumps were gas
.spikeé,and removed them from the event. “FILT_GAS” was greater than 95%
‘efficient at removing isolated gas spikes with more than 20 GeV of apparent
energy[56].
~ The first '.vpha'se‘ of data reconstruction started with the sample defined in
the previoﬁs ‘section: and selected e.ventls which triggered vthe central calorimeters.
| The data was reformatted from detector oriented a'rrays‘ into a tower in_dex'ed ar-
" ray by “CALORIMETRY”, and all the filtering functions of “CALORIMETRY”

mentioned above were used. During this first 'pass we only reconstructed central’
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calorimeter tower energies (CEM, CHA, and WHA), and all the gas calorimeter
tower energies were set to zero. Next, to eliminate cosmic ray events, the data
was passed through “HATFLT”. Then the software trigger (TRGSIM), discussed
in section 3.6, selected events which were triggered by central calorimeter energy
alone. The configuration of the hardware trigger as a function of time had been
saved in a data base, and was reproduced by TRGSIM. The original data arrays for
this central triggered data sample were written to tape. .
In the second phase of data reconstruction the central tﬁggered data sam-
- ple was fully reconstructed and filtered. The data was again reformatted from the
original detector oriented arrays into a tower indexed array by “CALORIMETRY”;
this included both central and gas calorimeter energies. Pedestal shifts were cor-
rected, “hot” electronic channels were excluded from the analysis, “hot” PMT’s
were zeroed, and cable noise and gas spikes were removed. “CALORIMETRY”
used a map of the PHA sector response to improve PHA sector calibrations (see ap-
pendix C.2). The energy measured by the gas calorimeter towers was corrected for
the présence of dead anodes by the software module “DEDWIR” (see appendix C.1).
The filtered and calibrated tower energies were stored in a tower indexed array prior

to jet reconstruction.

4.3 Jet Definition

Partons emerge from the pp collision and hadronize into jets of particles
before they even reach the detector. We expect the particle transverse momen-
tum with respect to the parton direction, p;, to be distributed in an azimuthally
symmetric fashion about the parton direction. As mentioned in section 2.1.3, the
locus of n¢ points of particles having constant transverse momentum wifh respect
to some jet axis and constant transverse ehergy with respect to the z-axis is ap-
proximately a circle in n¢ space. Thus, the set of trajectories of particles with E,
above a threshold value are expected to be within a cone whose axis emerges from

the interaction and intersects the detector n¢ grid in a circle. For observed jets,
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the set of towers with energy above an-E; threshold is approximately circular in n¢

space. This suggests a natural way to define a jet.

4.3.1 Jet Clustering Algorithm

A jet clusterin‘g algorithm is a set of rules for asseciating towers of calo- .

- rimeter energy with a smgle jet. The clustering algorithm we use (JETCLU[56,61])

deﬁnes a cluster by the energy contamed within a circle in 77¢ space The circle has

‘R=\/(An)?+(A¢)2' E o (41)

. where ¢ is measured in radians. This radius is:also called the cone size. A large

- cone size (R=1.0) was chosen because jet energy resolution improves with increasing

cene size. The JETCLU clnstering algoriﬁhm, schematically pictured in figure 4.1,
forms clusters from towers of calonmeter energy. High transverse energy clusters. '

are Jets

T'he basic unit of the J ETCLU clustering algorithm is a tower. The electro-

magnetic transverse energy in a tower was defined as the electromagnetic calorime- -

ter tower energy times sin 6gn, where gps was the angle defined by the z-axis, the
event z-vertex, and a point at the n center of the tower ten radiation lengths from

the event vertex. The hadronic transverse energy in a tower was defined similarly,

“using a point in the 7 center of the hadronic calorimeter tower three absorption’

lengths from the event vertex. The transverse energy in a tower was defined as the _

sum of the electromagnetic transverse energy and the hadronic transverse energy.

_ Towers in the gas. calonmeters were ‘combined to be the same size as towers in the

central calorimeter (An x Ag=.1x 15°). , ,

The JETCLU clustemng started by ﬁndlng all seed towers w1th greater
than 1 GeV of transverse» energy. Seed towers were combined with adjacent seed
towers, either on a side or at ‘a corner, to form- preclusters. Adjacent'seed towers

in a precluster were required to have monotonically decreasing transverse energy;.

_ ina precluster there could ,b_e no energy “valleys” only energy “peaks”. Preclusters
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A Jet is a Circular Cluster of Energy

(R=1.0)

seed Tower
Et >1Gel E

*‘,

Precluster
" Et>2Gel

+

Candidate
Et>.20Gel

- Cluster
Et>26GeD

Figure 4.1: The JETCLU ‘cl‘vusterinvg algorithm. The cluster is all the energy
contained within a circle in n¢ space. The algorithm starts with seed towers, forms
préélusters from adjacent seeds, and includes all candidate towers within a circle .
centered on the preclusters in the cluster. The Cenﬁer is then recalculated, and
clusters are merged, in an iterative procedure. High transverse energy clusters are

jets.
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~were required to have at least 2 GeV of transverse energy. A circle of radius 1.0 in
neo space was centered on the E, weighted né centroid of the precluster. This was
done for each precluster in the event. All towers inside the circle, with E, above a
candidate threshold of 0.2 GeV, were included in the cluster. The cluster ne centroid
was calculated and a circle was centered on t'he‘ centroid. Onlyv candidate towers
inside the new c1rcle ‘were 1ncluded in the new cluster, and a new 17¢ centroid was
| -'calculated and this process was iterated until the list of towers inside the cluster no
' longer changed To prevent cluster centroids from. wandermg too far i in exotic cases,
the original precluster towers were kept inside- the cluster regardless of: whether they
lay inside the circle.. _ _
Each cluster was 'vformed 'without regard to the possible presence of other
clusters. Cluster overlap occurred when a tower was included in more than one
cluster. These disputed towers were not perrmtted to be shared It the total amount
of E; in disputed towers was greater than half the E, of elther cluster, then the
two clusters were merged into a single cluster. If the E, in disputed towers was less
‘than half the E, of either cluster, then the two clusters were separated and each. '
dlsputed tower initially went to the closer cluster. The separated cluster centroids
- were recomputed, and again the disputed towers were assigned to the closer cluster,
and this process was iterated unt1l the llSt of towers ass1gned to a cluster no longer -.

changed

4.3. 2 Cluster Et and n

The cluster energy, Ecluster, was a sum of the energy n all the towers in
the cluster Let z be the mdex of a tower in the cluster, let EEM, be the energy 3
in the electromagnetxc compartment of that tower, and let Ey AD be the energy in
the hadronic compartment of that tower Then the cluster energy is deﬁned as the .
'v .scalar sum

Bauser = 3 (Boaai+ Bans) - (42)

Th‘_e pseudorapidity and transverse energ'y of the cluster was deﬁned.using
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the direction of the cluster axis determined from the cluster energy-momentum four-
vectors. We assume energ& Vv'&;as deposited in each tower by extremely relativistic
particles, so the momentum of the cluster was calculated as the vector sum of the
tower energies. The electromagnetic and hadronic energy vectors were calculated
separately by JETCLU, because the event z-vertex was not at the exact center of
the detector. Let 7 be the index of a tower in the cluster, let 6ga,; and 6nap,; be
the polar angles of the electromagnetic and hadronic compartments of the tower
respectively (see section 4.3), and define ¢; as the common azimuthal angle of
both the electromagnetic and hadronic compartments. Then the components of the

cluster momentum are

P, = Z(EEM,i sinOgam; + Enap, sin Oyap,i) cos ¢ (43)
P, = 'Z(EEMJ sin 0gm,i + Enap,isinfpap i) sin ¢; | (4.4)
P, = Z(EEM. cos0gm;i + Enap,icosOnap,i) ' (4.5)
P = [PP{PI+P? | , (46)

The polar angle of the cluster, 6, is defined by the equation
P, = Pcosf (4.7)

and the pseudorapidity of the cluster, n, is defined by

1 P+ P,
= —~Intan- = =1 ( ) .
ntang = 3ln PP, (4.8)
. The total transverse energy of the cluster, E; .jyster, is simply defined as
EC usier .
Et,cluster = Ecluster sinf = —_I—t_ (49)

coshn

The pseuddr'apidity, n, measures the direction of jets with respect to the
event z-vertex, while the detector pseudorapidity of the cluster, 7y, measures the
direction of jets within the detector. Here 7, is defined as the E; weighted 7 centroid
of the cluster where no correction is made for the event z-vertex when the tower E;
and tower 7 is calculated. Note that  and 7y are equal when the event vertex is at

z =0, but 7y — n &~ £0.2 when the event vertex is at z = 60 cm.
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4.3. 3 Leadmg Jets ‘

Deﬁne the two leadzng ]ets as the two clusters w1th the hxghest transverse
energy in the event The two leading _]ets approxxmate the two final state partons. ’
Gluon bremsstmhlung from initial and ﬁnal state partons dlscussed in section 2.1. 6,

‘has less transverse energy than the primary scattered partons, and produces a falling |
spectrum of lower E, clusters (see section 4.8. 4) Also, a background of roughly con-
stant transverse energy density was present in the detector This underlying event,

presumed to orlgmate from very soft interactions of spectator partons, sometimes

* -fluctuated up and appeared as low transverse energy clusters To avoid confusmg '

~gluon bremsstrahlung and fluctuations in the underlymg event for the final state
+ partons we seek to study, we associated the two leading jets with the two final state

partons.

:_'4 4 Central Jet Energy Correctlons

The cluster energy, Eczumr, 1s les_s than the true jet en'e'rgy Ejet. '-On‘av-
. erage, a jet of particles with total energy E;.; = 50 GeV produced a cluster in the
central calorimeters with E1yster = 40 GeV. The total jet energy loss, measured for

' jets in the'region 0.1 < |n4| < 0.7, was the result of a combination of effects:

. Low Energy Non-Llnearltles '
As described 1n' section 3.2.1 and 3.2.2, the central calonmeters were cah-.'
“brated in a test beam w1th high energy electron and pion beams., Linear. -
o energy-response_-relatio’ns -were used to define electromagnetic and hadron_ic
_compartment energies during the 1987 run. However, the full response of the.
eIectromagnetic plus hadronic compartmentsto cha-rged pions was slightly
non-linear for charged pions around 10 GeV. Also, an analysis [46] which
: compared the momentum of charged partlcles in the central tracking chamber
to the correspondmg energy depos1ted in the calornneter determlned that

the calonmeters respond non- hnearly to: partlcles W1th momentum between -
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0.5 and 8 GeV. These measurements deterrﬁined that the response of the cen-
tral calorimeter to charged particles with energies below ~10 GeV deviated
from a linear extrapolation by as much as ~40% [7]. A detector simulation
was tuned to reproduce the measured non-linearities. An analysis using the
simulation determined that a 50 GeV jet loses an average of 7.5 GeV from
calorimeter non-linearities [62,47]. This was the largest contribution to the

total jet energy loss.

1) Cracks and Other Calorimeter Losses

The central calorimeter has cracks at the azimuthal boundary between towers
as described in section 3.2.4. The calorimeter response to electrons and pions
aimed at the crack was measured in the tést beam. A, detector simulation
was tuned to reproduce the measured response of both the ¢ crack and the
the tower face[35). Jet .éﬁergy losses also occur when low momentum (< 4
GeV) charged particles curl up in the éentral magnetic field, never reaching
the calorimeter, and when muons and/or neutrinos are part of the jet. The
simulation estimated that the energy loss of a 50 GeV jet from sources other

than non-linearities was 5 GeV on average.

Clustering Effects »

A roughly uniform background energy deposition from the underlying event
deposited energy in the JETCLU cluster. This energy should not be associated
with the final state partons. An analysis [63] of a sample of two jet events
measured the energy in a region 90° in ¢ from the jet é,xis’, and estimated that
the energy dens‘itybf the underlying event in n¢ space is 0.99+0.35 GeV /rad?.
The total underlying évert inside a jet clusfering circle of radius 1.0 was a jet
energy gain of abb_ut 3.1+ 1.1 GeV. This energy gain was pértially offset by
true jet energy lost outside the clustering circle, and energy cut out by the
0.2 GeV candidate tower threshold, described in section 4.3.1. This’ jet energy
loss was estimated[64] by varyiﬁg the circle radius, varying the threshold, and

taking into account the changes expected from the underlying event. The
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" small mean jet energy loss ascribed to the cone 31ze and candidate threshold,
“only 0.3 GeV is within the total uncertamty on the underlylng event. The
total jet energy change from all clustering effects is a gain of 2.8 + 1 4 GeV,
and is roughly mdependent of jet energy[64] o v

v The calonmeter non-linearities and ¢ crack respense were incorporated
into a full detector simulation as mentioned above To estimate the central Jetv
© energy correctlon, Jets ‘were generated using the ISAJ ET[65] monte carlo This. used
an independent fmgmentatwn model for hadromzmg final state partons into jets of
- partlcles and dlstnbutlng the energy among them. A parton whlch fragmented’_
into many low energy pxons gave a smaller total energy in the calorimeter than one -

which fragmented into only a few hlgh energy pions.” This was simply caused byy
- the low energy non-hneantles To i 1nsure that the 1ndependent fragmentatlon model
was producing- physxcally reasonable jets, the parameters of the model were tuned
until jet fragmentatmn distributions from ISAJET matched CDF. measurements

~ in the central tracking chamber. The result of the tumng[47] was that the best

- parameters for'the independent fragmentatxon model were those suggested by Field

and Feynman[66], the originators of the independent fragmentatlon model. Two
other reasonable parameter sets were studied[47]; they didn’t fit the CDF data as
well, and were used for upper and lower systematic bounds on the fragmentation
parameters. ' v

We used the tuned ISAJ ET monte carlo and the CDF detector simulation
~ to generate two _]et events. The energy dep051ted in the calorimeter, by particles
assocra.ted with a jet, was compared to. the total particle energy. This predlcted the
jet energy loss caused by non-linearities and cracks, which was comblned with the
jet energy gain from clustering effect_s, to determine the total jet energy correction. -
The correction was linear at high jet energies', and had a small quadratic piece at

low jet energies. ‘The céntral jet energy correction[47], the combined work of many
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people in the CDF collaboration, is (for cone size R = 1.0):

Zf Ecluster < 70 GeV :
Ejet = (=0.174 x 10°2)(Eutuster)? + 1.37Ectyster — 2.36 GeV
Zf Ecluster > 170 GCV

Ejet = 1'115Ecluster -+ 6.68 GCV

(4.10)

The central jet energy correction is displayed along with its total system-
atic bounds in figure 4.2a. The ratio of the jet énérgy to the cluster energy is shown
as a function of the jet energy. Thé correction varies from.1.25 for 50 GeV jets to
1.15 for 200 GeV jets. The total s&stematic uncertainty on the ratio, which is the
total systematic uncertainty on the jet energy, is broken down into its components
in figure 4.2b. Note that the calorimeter non-linearities, the largest contributor to
the jet energy loss, is also the largest contributor to the uncertainty in the jet energy
correction over most of the energy range. At high jet energies (Ej.; > 150 GeV) the
uncertainty in the calorimeter simulation, which contains within it the uncertainty
in the test beam energy calibration, dominates the uncertainty in the jet energy
correction. In figure 4.2b, the fragmentation uncertainty was estimated by varying
the parameters of the independent fragmentation model, and the charged/neutral
uncertainty was estimated by varying the ISAJET distribution of charged/total en-
ergy. The calorimeter calibration uncertainty is the estimated uncertainty on the
maintenance of the central calorimeter calibration. These independent systematic
uncertainties were added in quadrature to obtain the total systematic uncertainty.

The central jet energy corrections were the first and primary jet energy
corrections applied in this analysis. From the corrected jet energy Ej;t we obtain a
first value for the corrected jet transverse energy E; using

Eje't

v = FE..,sinf =
Eg EJet sin cosh 7

(4.11)

where ﬁ was defined by equation (4.8). In section 4.7 we will present additional jet
E, corrections which are very small compared to the corrections in equation (4.10).
First, it is necessary to discuss the initial event selection which proceeded using the

corrections of equation (4.10) alone.

.
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4.5 Event Selection

The initial event selection, designed to select events of the type

pp — jetl + jet2 + X, is outlined in table 4.2. The calorimeter triggers from the

1987 run, described in section 4.1; were used. Cosmic ray and main ring events
eliminated by HATFLT. were less than 1% of the sample. The software trigger,
discussed in section 3.6, eliminated about a third of the sample. A z-vertex cut,
discussed in section 4.1, rejected about 10% of the sample. The number of clusters
in the event was required to be at least two. This cut rejected only a very small
fraction of the sample, 0.4%, as expected for a good two jet sample. At least one of
the two leading jets was required to be inside the region || < 0.6. This cut rejected
23% of the data sample. In order to insure that a single jet in the region |n| < 0.6
was solely responsible for triggering the event, a cut was placed on the corrected
jet E,. The jet E, cut, E,*"**" depended on the hardware trigger threshold of
the event, and was set by requiring a jet with E, = E,"*"*** to have sufficient E, to
satisfy the hardware and software trigger more than 98% of the time. The individual
corrected jet E; thresholds and corresponding efficiency are listed in table 4.1 and
are discussed in the next section. The jet E, cut rejected 91% of the remaining
sample. The remaining 5096 events, chosen for the cross section measurement,
were studied for systematic variations in central calorimeter response. The results

of that study are discussed in section 4.7.

4.6 Jet Trigger

4.6.1 Trigger Jets and Probe Jets

At least one jet of the two leading jets, for which E; > E**** and || <
0.6, is called a trigger jet. The other, is called a probe jet, and is allowed to have
any transverse energy and any pseudorapidity . If both leading jets are trigger jets,

then they are also both probe jets. The pseudorapidity of the trigger jet is called n;

E
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A Select .- | Events Remaining
Raw Calorimetry Triggers | . 132,115
- HATFLT _ 131,167
Central & Endwall Triggers .. 86,205
|Z] <60 cm - T7,243
Number of Clusters > 2 76,954

. Central Jet (|m| < 0.6) oo 59,361

~ Central Jet E > E, thresh -~ 5,096

Table 4.2: Cuts applied to full data sample and corresponding total number-
of events remaining. Separate central jet E thresholds were used for each hardware

trigger threshold..

‘and the pseudorapldlty of the probe jet is called 7. The tra.nsverse energy of the
trlgger Jet is Just called E,. |

4.6.2_ Trlgger Efﬁc1ency

The _]et E, cut E,thresh depended on the hardware trigger threshold of the
~ event, and was set by requiring a trigger jet with E; = E,thresh to have sufficient E;

to satisfy the hardware and software trigger more than 98% of the time.

E,thresh was ﬁrst est1mated by exammmg jet B, d1stnbut10ns Events were
selected which had only one cluster i in the region [n| < 0 6, and no other clusters
with |77dl < 2.0. In other words, one cluster was isolated in the centra) region and the -
other clusters were in the plug and forward calorimeters far enorlgh away from the

central calorimeters so they wouldn’t s1gn1ﬁcantly contribute to the soft ware trigger.

. With these isolated Jets the E; distribution of the cluster in the central region was

) measured for each of the four hardware trigger thresholds. For the medium sample

“which had the best statlstlcs the isolated jet E, distribution is shown in figure 4.3a.

" Notice how the hardware and software trlgger thresholds cause the dlstrlbutlon to

roll-off forming a peakv at low E;. We chose an _E.t threshold far enough away from

the roll-off so thatoﬁr event sample would heve"practically 'fdll'va_cceptance. The
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Figure 4.3: Trigger Jet E, distributions for‘events from the medium threshold
sample. a) The corrected jet E; distribution for single jets in the region || < 0.6.
This sample of events contains no other clusters with |n4| < 2.0. The dashed line
is E,**"*** for the medium sample. b) The distribution of "dijet” E; (Ey + Ei),
where both jets are in the region || < 0.6. This sample of events contains no other
clusters anywhere in the calorimeters. The dashed line is the dijet E; threshold for

the resolution measurement sample.

E, threshold chosen for the medium sample was 55 GeV; its position with respect
to the trigger roll-off of the E, distribution is shown in figure 4.3a as a dashed line
labelled “CUT”. ‘ _

The measur;emenf of E, and n, resolution used a sample of events in which
both leading jets were inside the region |n| < 0.6. For this sample, both leading jets
were allowed to contribute to the trigger decision, and lower E; jets were accepted.
In figure 4.3b the distribution of “dijet” E‘,,,'t'he scalar sum of the corrected jet E;
of the two jets, is shown for the medium sample. These events contain only two
clusters, so no other clusters influenced the trigger. There are many more events in
this plot than in figure 4.3a because this plot includes central-central two jet events,

which are far more numerous than central-forward two jet events. Once again, we
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cut far enough away from theupeak to-at(oid losing too many e_Qents to_the trigger

roll-off. Events with dijet E, greatér than the threshold 62 GeV, from_'.th_e medium

trigger sample, are the sample of events used for resolution rneasurements  discussed-
in section 5.1. DlJet E; thresholds of 80 GeV for the hlgh trlgger sample, and 90
GeV for the burn tr1gger sample, were chosen in a similar fashlon, these samples

were combined with the medlum sample and used to measure the response of the
90° crack, as dlscussed in section 4.7.1. '

. The efﬁc1enc1es of the trigger jet E; thresholds were calculated by runnlng
' the monte carlo ISAJET with a full detector simulation (QFL[67]) and the software
trlgger The efficiency was calculated as the ratio of the number of Jets accepted by_'-

‘ the software trlgger to the number of jets produced by ISAJET and QFL When
| calculatmg the accepted number of jets, the software trlgger used the same trlgger.:
towers and the same thresholds present in the 1987 run. When. calculatmg the

‘produced number of Jets only ISAJET and QFL were used. A separate study com-

paring the efﬁmency of the software trigger for calorimeter tnggers in the data, to’
that s1mulated usmg ISAJET QFL- TRGSIM mdlcated that the tngger sunulatlon

' was workmg properly in the region of interest. '

The results»of the efficiency analysis are s.hownv in figure 4.4. Each chosen

' vthreshold was greater than 98% efficient at accepting single jet triggers. The dijet

E, cut on the medium sample, defining the sarnple‘of events used for our resolution

) analysxs was greater than 95% eﬂic1ent at accepting dijet tr1ggers

The central jet threshold E,thresh s much greater than the corresponding

global E, threshold for a few reasons. First, the clustermg accepts towers with as

little as 0.2 GeV of total E; while the hardware and software trlgger only summed |
energy in trigger towers with greater than 1 GeV of Electromagnetlc E, or 1 GeV
of Hadronic E,. Second, a small fraction of the energy of a jet, with radius- R =1.0
and centroid in the pseudorapidity region ln| < 0.6, will eometimes fall outside of .
the central calorimeter: |n4] < 1.3 in the hadronic section and ]ﬁdl < 1.0 in- the
electromagnetlc section. When this happens the energy will not be counted by the

software trigger. Thlrd the jet Et threshold is in corrected Et wh:ch is ‘approx-
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Figure 4.4: The efficiency of the combined hardware and software trigger for
accepting a single trigger jet plotted versus corrected jet E;. The efficiency is de-
fined as the number of jets accepted by the trigger divided by the number produced.

thresh

The efficiency and chosen minimum E; cut, E, , are shown for the four differ-

ent hardware triggefs present during the 1987 run: a) low threshold, b) medium
threshold, ¢) high threshold, and d) burn threshold.
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' ’1mately 25% hlgher than the uncorrected E; seen by the hardware and software
| trlgger Thus, our tr1gger is efficlent for Jets with h1gh E, only

4.7 EXte»nsio,n of Jet_ Energy vCor‘re'ctions' o

The central jet energy correctxons descrlbed in section 4. 4, were calculated
for jets in the detector pseudorap1d1ty region 0.1 < [na| < 0.7. Only 1% of trigger -
jets in the real pseudorapidity range In| < 0.6, fall outside the region |n4 < 0.7.
. -‘ However, 16% of trigger jets fall inside the region 174l <‘0.1, which includes the 90°
crack‘:(s"ee <section.3.2.4). Rather than redo the work'i of the energy vcorrec'tion' for -
~our 7 range, it was decided to simply extend the existing energy corrections. This

- was done using the technique of two jet E; balance. o :

The-E, balance technique uses the two leading _]ets from a sample of events :
in which one jet is in a control region and the other jet is in a probe region. By
comparing the E; of the jet in the _probe region with the E; of the. jet in the control
region, variations in detector'resijonse are measured. . The difference in the E, of the
two leadmg jets along a “parallel” axis, shown in figure 5.1 and dlscussed at length.
in section 5.1, is a measurement of E, response vanatlons This techmque has been
used to measure thie response of the 90° crack and also to measure variations in

response as a functlon of trigger _]et 7)

4. 7 1 90° Crack Jet Et Correctlon B

The mnety degree crack is shown in figure 3.6. As dlscussed in section 4.6.2,
._we used a sample of jets from the medlum, h1gh, and burn trigger samples, .and
required the dijet E, .b'e‘ greater than 62, 80, and 90 GeV respectively. One jet was
~ required to be in the contr.ol.r.egi'onv where the jet energy correction is known (O 1<
Ina| < 0.7) and the other jet was requ1red to be in the crack reglon (|Udl <0. 1) The
~average F, loss in the crack reglon is shown in ﬁgure 4. 5a '
The E, loss was always greater than zero, however the data 1nd1cates that :

only jets thh Et > 31 GeV reqmre an Et correctlon Beyond 62 GeV the statistics
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Figure 4.5: a) The transverse energy lost by a jet in the 90° crack (points)
as a function of jet E;. Also shown is the crack correction (solid) and an upper
systematic bound (daéhed). Plots b), c), and d) show the detector pseudorapidity
distributions of trigger jets before (histogram) and after (points) crack correction

for the medium, high, and burn trigger threshold respectively.
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are poor, and the data is cons1stent w1th a constant Et loss of 3. 5 GeV We defined

"~ the 90° crack correctlon, Ccmck, to be

| 0.0 GeV if B, <31GeV g
 Corack = { 0.113E; - 3. 5GeV if 3l1<Ei< 62GeV (4.12)
| 35GeV Cif E,>62Gev

- which is the solid hne shown in figure 4.5. The correction is ‘small compared to the' ’

| original jet energy corrections in equation (4 10), part1cularly cons1der1ng the: crack .
correction is only apphed to jets in the range l’?dl < 0.1. The nd dxstrlbutlon of -

trigger jets .before and after addmg the crack correction is shown in ﬁgures 4.5b-d
~ for the medium, burrl, and high threshold sa.mples Before the crack correction is '
| applied a distinct dip is observa.ble in the 7Nd spectrum, because energy lost in the
crack prevented some _]ets from passing the trigger jet E, threshold. After correction,
the dips in the region |n4| < 0.1 are gone. This correction changed the total number
of events in the two jet sample from 5096 to 5291 The dashed line in figure 4.5a is '_

an estimate of the upper systematic bound on the crack correctlon, and zero isan

est1mate of the systematic lower bound

4.7.2 7 Depend'ent Jet E; Correction

The 5 distribution of the trlgger Jet, after correctlon for energy lost in the
90 crack; was uniform for all the trlgger samples except the medium sa.mple shown
in figure 4. 6a. The data shows a region of shghtly higher rate (0 < n < 0.4 has an -
excess of 15% in rate) and one bin with s1gmﬁcantly lower rate 0.5 < n < 0.6 has
25% less rate) than standard QCD expectatlons normahzed to the total jet rate.
This variation in rate was translated directly 1nto a variation in response, us1ng
the measured slope of the E, spectrum (N ~ 1 /E:®).. The variation in response
is Eshown in figure 4.6b. Studies of response using the» Et balance.techmque were
~ also done. One trigger jet wes in the control region. de_ﬁne'd'as In] <'(.).6 and ,the
 variation in response was determined for varying 7, of the other t'rigger jet. The

variation in response from the E; balance technique is also plotted in figure 4.6b.



400 11 [ a) J

" 1 ., 7 =
o _
S, . !
.ED‘ZOO— » Jet Rate .
E= — QCD (Normalized to Data) o | 7
] | | } } 1 l l i } [l I i i ] I | } 1 l 1 I |
O T | T T L] 1 ! T ) 1§ T l ¥ ¥ ¥ ! | 1 ¥ T 1 | T
» from Rate (N~1/E:) , b)
§ 1.05 A from ET balance l N
- . I _
- o EREES
Do g 1
i B I | | - ]
T BERREE
v 1 1 l 1 1 L 1 l 1 —l 1 1 i i 1 1 1 l . 1 1 | J A A
-05  -0.25 0 0.25 0.5
n
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These two techniques of measuring response, using the rate or using E, balance, gave
.practically the same results, but the statistical sigrliﬁcanee of the former technique
is better. | | | a |
_ To understand this variation, _'we' note that the vmedium sample has the
largest mean z-vertex (5.5 cm), and when the_z-vertek 'aecept'ance'region was cut
from |2| < 60 cm to |z| < 10 cm the distribution became uniform and constant. The.
effect of .the shifted mean 2-vertex was most likely ca,using the problem. The ob-
served excess in rate is roughly expected from changes in effectlve samphng fraction
with mean z-vertex. _
| -We have used the response measurements derlved from the rate to correct
the Et response ‘of the trlgger Jet As can be seen in figure 4 6b the correctlons :
vary from —3%, for the region 0.0 <n<0. 4 to +5%, for the reglon 0.5<n<0.6, |
and represent an RMS deviation of 2.5% in the E, respense over the-entlre region
-06 < g < 0.6. This variation is smé.ll almost at the level of the systematie
variation of the calibration. The Vanatlons 1n response were only apparent in the
medium- sample, and hence the corrections were only applied to that sample. The - -
‘correction i is small compared to the original jet energy corrections in equation (4. 10)
After: the correction the 7 dlstnbutmn of the trigger jet in the medium sample agrees .
‘with the 7 distributions in the low, high and burn samples. Al_l dlst_nbutlons were
relatively constent_ as e function of n..' The correction was desi_gned to _leatze' the total
-number of events in the sample .unchanged, though some events moved in and some v

‘events moved out.

4.8 Propertles of the Data Sample

The final data sample after all correct1ons contamed 5291 events In this

“section the basic f_eat_ures of the leading jets are discussed. '
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Figure 4.7: Scatter plots of pseudorapidity and azimuthal angle of the leading jets.
a) and b) show the density of jets in n¢ space for trigger.and probe jefs respectively.
n was corrected for the location of the event z-Qertex. c) and d) show the the density -
of jets in n4¢ space for ;c‘rigger and probe jets respectively. ny was not corrected for

the location of the event z-vertex. Each plot contains 5795 leading jets.
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Flgure 4.8: The fractlon of a leadmg Jets energy depOS1ted in the electromagnetw

: calorlmeter is shown for a) trigger jets and b) probe jets.
 4.8.1 Data Sample Integrity -

To dernonst_rate the' integrityvof the two jet data sample we present a few.
simple distributions. - In ﬁgure 4.7a-b n¢ scatter plots are presented for the trigger
and probe jets respectlvely In these scatter plots a smgle dot represents the né -
~ coordinates of a smgle jet.  In figure 4.7a our cut at |771| = 0.6 is clearly visible.

Figure 4. 7b covers the unrestricted range of pseudorapldlty avmlable to the probe'

jet, and demonstrates the full coverage of the CDF detector for two _]et Pphysics.-

vFlgure 4. 7c-d are 14¢ scatter. plots, useful to spot detector problems such as hot -

~ spots with hardware-like topologxes (rectangular excesses of dots in the plot) or
~ dead regions (blank patches) It is clear on inspection of figure 4. 7c, that no such
problems exist in the central calorlmeters The sharp edge at || = 0.6 in figure 4.7a -

| .gets smeared out by the width of the z-vertex distribution, resultmg in ‘a blurred

edge in figure 4.7¢. Th_e' trigger jets at .nd = ﬂ_:O.S in figure 4.7¢c, correspond to jets

with 5 = £0.6 for which the event z-vertex was +60 crn Finally, figure 4.7d shows -

‘the detector pseudorapldlty of. probe Jets in the entlre calorimeter. Note that there

is no obvxous hardware related n01se PEM splkes cable noise, etc..
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Each of the scatter plots in figure 4.7 contains 5795 leading jets although
there are only 5291 events in the final sample. As stated in section 4.3.3, when
both leading jets are inside the pseudorapidity region |n| < 0.6 and they both have
E, > E/**=*" then they are both counted as trigger jets and probe jets as well.
There are 504 such events where both jets satisfy the trigger, out of the total of
5291 events, giving a total of 5795 trigger jets and 5795 probe jets.

Another check of the quality of the two jet sample is the distribution of
the fraction of a jet’s total cluster energy that was deposited in electromagnetic
calorimeters (EM Fractién). In figure 4.8 we show the distribution for trigger jets
and probe jets separatefy. Excesses of electromagnetic energy would indicate a
problem with the EM calorimeters, and would produce a spike at EM Fraction= 1.
Similarly, spikes at EM Fr_aétion: 0 would indicate a problem with the hadronic
calorimeters. The absence of spikes in these distributions indicates that this leading

jet sample is free of any significant calorimeter related problems.

4.8.2 n and E; Distributions

The inclusivé n and E; distributions of each of the two leading jets are the
most basic distributions of the two jet analysis. In figure 4.9a-b the 5 distributions
of the’crigger and probe jets are shown for the full sample. After correction for
the 90° crack and the-slight 7, dependence. of central response, as described in
section 4.7, the 7, distribution of trigger jets is flat near 7, = 0 and falls gradually
at larger values. The probe jets in figure 4.9b are not required to pass a specific E;
threshold, they are only required to be one of the two leading jets. Consequentially,
the 7, distribution is insensitive to most calorimeter response variations. However,
E; and 7, resolution distort its shape, primarily at high |n.|. The fall-off of the 7,
distribution is an expected result of the rapid decrease of the structure functions

with increasing parton fractional momentum, as described in section 2.3.3.

The E, distribution of the trigger jet falls rapidly (dN/dE; ~ l/EtG); as
shown for the medium threshold sample in figure 4.10a. Within the parton model
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Figure‘4.9: The n distributions of the two leading jets from the full sample are
shown for a) trigger jets and b) probe jets. The distributions contain no corrections -

for E, or n resolution smearing, and each plot contains 57995 jets.

the rapid fall-off with Et is-the result of many'factors: the rapid decrease of the
~ structure fnnct.ions with increasing z, the fall-off of the subprocess, cross ”_sect:io_n
v. proportional to 1/3?, and the slight decrease of o, with increasing Q?. In figure 4.10b
the E; ipuster distribution of the probe jet is shown for leadmg jets from the medium
threshold sample The probe jet, unrestrlcted in pseudorapldlty, was not corrected _
for jet Et loss. The prober jet Etciuster distribution peaks at around 40 G'eV, ‘whlch »
corresponds to the 55»GeV cut on trigger jet Ey, minus ~ 20% for Et_loss, and 'minu_s
a few GeV to _compen_sa'te.for E, resolutiOn eﬁ'ects.‘discussed in _s'ection:: 51 The E,
‘resolution causes -the number'of probe jets. to smoothly decrease'with‘decreasing'
E, cluster, in contrast to the sharp low E, edge of the trlgger jet d1str1but10n .
The trlgger jet E, d1str1but10n is dependent on the pseudorap1d1ty of the
probe jet. In figure'4d.11 the E, d1stnbut10n of‘tngger Jetsfrom the medium threshold
“sample is shown for three different probe jet pseudorapidity'intervals' ‘The slope :
of the E, dlstrlbutlon gets steeper as the pseudorapxdlty of the probe jet i increases
from [ny| = 0 to large, |172| The parton model predlcts thlS change in slope of the o
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Figure 4.10: The E, distributions of the two leading jets from the Medium
Threshold sample. a) The “true” jet E; of the trigger jet. b) The uncorrected
cluster transverse energy of the probe jet. The distributions contain no corrections

for E; resolution smearing.

E, distribution. At higher |n;| one of the partons is at relatively higher fractional
momentum z. For this higher z, a given fractional change in E, represents a larger
absolute change in z. Since the structure functions behave roughly as e~*, the
larger absolute change in z produces a larger relative change in the rate, and the
E, distributions must fall more rapidly when |n.]| is large.

The change in slope of the E; distributions with |n;| has dramatic conse-
quences for the measurément of the two jet differential cross section. In section 5.1
we discuss how the jet energy resolution combines with a steeply falling E; spec-
trum to produce resolution srﬁearing of jets with low E, into higher E; bins. This
distortion of the produced spectrum increases when the jet E; spectrum falls more
rapidly. The E,; spectrum is steeper at high |n;| so we expect more E; smearing
at high |n;]|. The measurement of the effects of resolution smearing on the two jet
differential cross section, as a function of E, and 7, was the greatest challengé in

this analysis. The method used to estimate and remove the distortions produced
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Figure 4.11: The number of trigger jets as a function of jet E; is shown for leading
jets from the medium sample. The E; distribution is pldtted separately for three
different intervéls of pseudorapidity of the ’prob'e jet. Note Low the'slopé of the E,

distribution gets steeper'as 72| increases. -
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by resolution smearing is discussed in section 5.1.

4.8.3 Uncorrected Two Jet Differential Cross Section

The two jet differential cross section, without any corrections for resolution
smearing, is shown in figure 4.12. The bulk of the data is contained in the three E, |
intervals which span from 55 GeV to 100 GeV. For each E; interval and |n,| bin, the
total number of trigger jets in the single pseudorapidity bin |n;| < 0.6 is included.
The raw two jet differential cross séction, indicated by the height of each point, is
the number of trigger jets in an mterval of trigger jet E; and a bin of prdbe jet Inal,
divided by the total luminosity for that bin and the total bin width. The bin width
is just the width of the E; intervél, times the width of the 72 bin, times the fixed
width of the n; bin. The errors are statistical only. The raw cross section for the
lowest E, interval comes from the low threshold sample only; the statistics in this
E, interval are poor. Bins with 10 trigger jets or fewer, all at the high |n;| edge of
the sample, are omitted from the plot and this analysis. .

At low |n;] the raw cross section is about 40% larger than a typical leading
order QCD expectation, and at |n;] = 2.6 the raw cross section is as much as 400%
larger than a typical leading order QCD expectation. As will be shown in section 5.1,
this excess rate is the result of resolution smearing, primarily the feeddown of many
low E, jets into higher E; bins. Although distorted by resolﬁtion effects, figure 4.12
shows the basic features of the two. Jet differential cross section. The cross section
~ decreases with the vEt of the trigger jet and with the |n;] of the probe jet, and a
slight rapidity plateau is visible at |92} = 0 for the three E, intervals with the highest

statistics.

4.8.4 Two Jet Dominance

The primary indication of two jet dominance in pp collisions is the presence
of two high energy clusters with roughly equal E, located in azimuthally opposite

hemispheres. We have already used E, balance to obtain E, corrections for the
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Figure 4.12: The raw two jet diﬁ'érential cross secbtio'n The raw cross seétion, for
ﬁndmg a trigger jet with pseudorapldlty w1thm |71] < 0. 6 and E, within an E,
interval when a probe jet is within a given |72] bm is shown for 6 d.lfferent trlgger jet

E, intervals. The raw cross section has not been corrected' for resolution smearing. -



84

20007}1;1111| YT T T 60011!![:lt||l|vr RS R
) T
a) : b) 4
| w : -
o
9 400 1” -
% 1 1)) I 1
= 1000 = 1 ]
) @)
> . 1 i
£ T 200+ I -
5 !
% 1l . ’ . ]I
_ : &= i 1,
ot L 1%y
O 4 tad ab L ladad n.LA.A-!'I-l. 101 O AL J Lt x l Lt I Lt Alllllﬁll,-.-
0 90 180 0 10 20 30 -40
Degrees | E GeV
(plz ( g ) T, CLUSTER ( )

Figure 4.13: a) The distribution of the azimuthal separation of the two jets, showing
a clear back-to-back peak at ¢;2 = 180°. b) The distribution of uncorrected cluster
- transverse energy for the cluster with the third highest E,.

two jet sample in section 4.7, and it will be used to determine the E, resolution in
section 5.1; the E, resolution is about 12 GeV for a 50 GeV jet. In figure 4.13a the
azimuthal angle between the trigger and probe jets, ¢12, is shown for the full sample
of 5291 events. Note that the distribution peaks sharply at ¢;2 = 180°, and falls off
in an approximately Lorentzian distribution about this back-to-back position. The
overwhelming peak at ¢1, = 180° indicates two jet dominance, while the long low
“tail” is produced by the presence of other clusters in the event. Other clusters in
the event are associated with QCD final state radiation, and other deviations from
2 — 2 QCD described in section 2.1.6. The ¢, distribution of events with only two
clusters had no “tail”. It was peaked at ¢;, = 180° and ended abruptly at about
P12

with the presence of other clusters.

145°, which demonstrates that the tail on the ¢;, distribution is associated

Another indication of two jet dominance is that a substantial fraction
(835%) of the events had only two clusters, while in the remainder of the events the

E, of the third cluster was relatively small. From events with three or more clusters,
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the-distribution of B, c,;ste; for the third cluster is shown in figure 4.13b. The average f
E; cluster Tor the third cluster (15 GeV) is much less than the average Et cluster OF the
trigger _]et (60 GeV). The distribution nses contmuously with- decreasmg Et cluster
' before rolling off at around 10 GeV; the roll-off is caused by 1nefﬁc1enc1es within
the clustering algorithm for very low E; clusters. The angularhdlstnbutlon of Jets.m '
| events with energetic third clusters is the same as for twe" jet events[68], indicating
~that extra clusters come primarily from. QCD radxatmn superimposed on a 2 — 2
event. ’I‘he above dlSCllSSlOIl has presented some of the reasons why we beheve
 that dev1at10ns from 2 — 2 production are merely perturbatlons, and that. two jet
production is dormnant. ._We_analysedv ‘all events with two or more clusters, and -

corrected the two jet differential cross section for distortions induced by calorimeter

resolution and QCD deviations from 2 2 produetidh, as diseussed in the following -

chapter.
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Chapter 5
Resolution

5.1 E; and 7, Resolution

The E; resolution and né resolution, as a function of jet Ei, have.been
measured using jet data. The resolution is defined as the average deviation of our
measured E, and 71, from what would have been the E; and n; of a 2 — 2 event
measured by a calorimeter with perfect resolution. The pfesence of initial state and
final state radiatién, as well as hard higher oraer processes, insures that there will
be some events that deviate from 2 — 2.kinematics'. Finite detector resolution and
QCD radiation will alter the E, of the central jet and the 7, of the other jet. When
we correct the two jet differential cross section for distortions caused by the E, and
1, resolution, we correct for the average combined effect of detector resolution and
QCD radiation. '

To measure both the E, and 7, resolution we use the technique of E,
balance, first introduced by UA2[23,69] and later adopted by CDF[70]. For a 2 — 2
event in a perfect calorimeter, momentum conservation requires the P, of the first
jet to be equal to the P, of the second jet. E,; equals P, for massless partons, so
we naively expect the E; of the first jet to “balance” the E; of the second jet.
Calorimeter resolutioni and QCD radiation produce fluctuations in E;, which result

in E, imbalance for an event, though we expect the E, of the leading jets to balance
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Figure 5.1: The E, balance techmque The Et vectors of two leadlng central Jets

in the transverse plane are shown. The 1 axis is the perpend1cular bisector of ¢12 _ '

(the azlmuthal angle between the two jets). The || axis is orthogonal to the _L )

axis in the transverse plane K ¢y the vector sum of E,l and Et,, is shown with 1ts

' component along: the parallel ax1s, Kt", and its component along the perpend:cular o

axis, I\.,l

on average for any large ensemble of eve.nts ' Fluctuations in By, includingv any caused
’.by equating jet E, with pa.rton P, are reﬁected in the E', balance measurement and

therefore in the E, resolution function. _
Define the vector Kt as the vector sum of the Et of the two leadlng _]ets in

the plane transverse to the incident beams
&=@+@t.{_ o (BY)

K, is pictured in ﬁgure‘S.l‘.'_ Define the L axis of the two jets in the transverse plane
to be the perpendicular bisector of, ¢;2, the angle between jet 1 and jet 2 in the -

 transverse plane, as pictured in figure 5.1. Deﬁ'ne the || axis of the two jet_sv in the

transverse plane to be”orth_ogonal'to the p_erpendicular'bisector of the the t_Wo jets.

E; vectors, as pictured in figure 5.1. Divide*]?, into two components, one along 'the | _
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parallel axis

K. = (E, — E,) sin(% (5.2)
and one along the perpendicular axis |
$12
I{tl =.(Et1 + Etz)COS(? . (53)

Fluctuations in Ky, caused by the energy resolution of the calorimeter
for jets and by QCD radiation, are related to a single jet’s E; resolution by the

approximate relation

Kt" Resolution
7 .

Equation 5.4 is the consequence of enforcing 2 — 2 kinematics. The V2 follows

(5.4)

E, Resolution =

from the assumption that the fluctuation in each leading jets E, is an independent
fluctuation, and the ﬂuctuatidns of the two leading jets add in quadrature Ito givev
the measured K, resolution. Fluctuations in K, caused by the angular resolution
of the calorimeter for jets and by QCD radiation, are related to the n; resolution

by the approximate relation

K, Resolution

V2 E;

Equation (5.5) follows from the assumption that a two jet system receives a K,

- n2 Resolution =

(5.5)

“kick” which is azimuthally symmetric with respect to the jet axis as outlined in
Appendix A.3. In simple terms, we are using the ¢ resolution as an estimate of the

n resolution, which is a good approximation since angular deviations are primarily

caused by QCD radiation.

The typical- shapes of Ky, and K, distributions are seen in figure 5.2
for éverage jet E; between 50 and 100 GeV. The K distribution, dominated by
calorimeter resolution,‘ is approximately Gaussian. The slight excess of events on
the tail is caused by the width of the E, bin; the distributions used for the E,
resolution analysis, in narrower bins of E;, were more Gaussian (see section 5.1.1).

The K, distribution, dominated by QCD radiation, was approximately Lorentzian.
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5.1.1 E; Resolution and Systematic Uncertainty

The Kt" resolution in the central calorimeter was measured from the sam-
ple of jets in which both jets were in the region || < 0.6. This sample had the same
cuts as the complete sample, exéept a dijet E, cut was substituted for the single jet
E; cut, as desf:ribed in section 4.6.2. The K, resolution was measured for 9 bins
of E; of the two jet.system (E; = (E;, + E,)/2). The bin widths were chosen to
keep the number of events in a bin from decreasing too quickly with E;. The lower
edge of the first bin was at E; = 37.5 GeV, and the upper edge of the last bin was
at E, = 150 GeV. The lower edge was chosen higher than the minimum allowed
lower edge of 31 GeV to avoid any possibility of trigger bias. The lbwest resolution
value measured is approximé,tely 1.70 below the Et_ threshold for trigger jets in the
medium sample. | |

The resolution was measured as a function of E; of the two jets, as opposed
to E; of a single jet, to avoid the bias caused when a single jet fluctuates up into
an F; bin, thus causing a net Kt" imbalance. This is what would occur most of the
time since the measurements are made on a steeply falling E, spectrum. By binning
in the E, of the two jets and measuring the‘KtII distribution, the measurement ié
only biased towards high fluctuations in E These fluctuations do not occur as
often as high fluctuations in a single E,, and do not affect the E, difference which
is the measurement of the resolution. This has been checked with a simple monte
carlo. . '

A scatter plot of Ky, versus the dijet E; is given in figure 5.3a. Projections
on the K, axis, in 3 of the 9 bins of E, used in the resolution measurement, are
shown in figures 5.3b-d with Gaussian fits. We have simply used the RMS deviation
of the measured distribution, one o for each of the nine E; bins, as a measure of
the Gaussian Kt" resolution function.

From the measurement of Kt" resolution as a function of E;, the E, res-
olution as a function of E; is determined using equation (5.4). The effect of the

FE,; resolution itself on the measurement of F; has been accounted for in a simple



91

80 S . 80

| i 70
40 - . o RN :
520 150
b
-~ <
e 2
| X'éo B L 30
20
—40 1 'F 10 j
-80 1 1 l. L1 I L1 1 0 i
0 60 120 180

, Et' * Ef_a(G‘QV>

-40 0 40 - ' o '—4 - 40

K, (GQV> o | | K’Cn(c’eﬁ\”

Figure 5.3: K, dlstnbutlons a) A scatter plot of I\t" versus the sum of the two -
leadmg _]ets E;. b) Ix," distribution for 75 < E, + Etz < 79 GeV ﬁt to a Gaussmn_
of width ¢ = 12 GeV c) Kt" distribution for 84 < E, + Etz < 91 GeV fit to a -
Gaussxan of w1dth o =13 GeV. d) Ixt" dlstrlbutlon for 102 < Eq+E; < 117 GeV' .
ﬁt to a Gaus51an of w1dth o=15 GeV. ' : '
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Figure 5.4: The Gaussian E; resolution of the two jet system, including
the effects of QCD radiation, fit with a straight line (solid) as a function of 1/\/E;.

The dotted lines are estimates of systematic bounds on the resolution furiction..

unsmearing exercise using the measured sloﬁe of the F, vspectrum, feeding the first
E; resolutioﬂ in and calculating the shift in measured E, c.alcula.ting a new E, res-
olution function, feeding that in to gef a new E and so forth until convergence
was attained. The net shift in the first resolution function was small, amounting
to between a -6% change in the E; of the lowest E; bin and a -4% change in the
highest F, bin. Finally, in figure 5.4, we plot the cc')rrected E, resolution versus
1/V/E;. The best linear fit, shown as a solid line in figure 5.4, is our “standard” E,

resolution function,
148.7%

- VE,.

The fit had 7 degrees of freedom and a chi-square per degree of freedom of 0.7.

o(E,) = + 1.77%. (5.6)

The systematic uncertainty in the slope of the E,; resolution function was
estimated from the systematic uncertainty in the jet E,. A 10% uncertainty in the jet
E; scale (see section 44) produces a 5% uncertainty in the slope of the E, resolution

function. The correction to the resolution function for resolution smearing gives a
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net shift of about 5% in Jet Et, and produces a 2. 5% change in the slope of the E,_. |
resolutlon functlon, whlch we take as an additional uncertalnty Combining the two
uncerta.lntles in quadrature glves a systematlc uncertalnty of 5.6% on the slope of
the resolution function. - o ' S

~ To estimate maximum and minimum resolutlon functlons we held the slope-_
of the “standard” E, resolution function constant and varled the offset until the
chisquared of the linear fit' changed by 1. This 1‘n‘d_1‘cated that for a fixed slope -
the offset in equationv (5.6) is 1.77% £ 1%. Then we rhultiplied the slope of the
resolutlon functlons by 1+ 056 to account for the systematxc uncertamty in the
slope of the resolutlon functlon as discussed above This gave a resolutlon functlon »

with maximum slope in whlch the function is always above the “sta.ndard” result

157%
~ and one with minimum slope always below the “standa.:rd”' r_e}sult 3
o | 140%
VE; |

We estimated two resolution furictions skew t6 our “standard result” by the 1 o

oEy =2y 1

o(E) = —= +077% 1(5..8)

statistical bound on the slope where the offset was free to vary. Here “skew” means
that the resolutlon function intersects our standard result: higher slope and lower -
offset, or lower slope and higher offset. We found that the meah slope was 148.7% +
20.2% corresponding to a mean offset of 1.77% F 3.08%. The_resolutioh.function :
skew to our “standard” result with maximum slope is-
1\7/%’,__-;.3%. . . O

. The corresponding minimum slope result was almost as skew as a resolution function

O'(Et) =

we obtained from a P, balance measurement; thisused the variable P, = (P2+P2)®S o
as opposed to E;. The P, resu_lt intersected the f‘star_;dard’_’ result with a smaller
slope, and it was used as the resolution function\skew} to our “standard” result with

minimum slope:
' K 117%
VE;

'.UY(IE"t.)‘— +60% - '(5-.16)'
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These four resolution functions, shown as dotted lines in figure 5.4, are estimates

of bounds on the E, resolution at the 1 o level.

5.1.2 72 Resolution and Systematic Uncertainty

The K, resolution in the central calorimeter was measured using the same
sample of jets as in section 5.1.1, except the lower edge of the d1 jet E; cut was left at
62 GeV. Fits of K;, distributions to Gaussians were poor. Inétead, K, distributions
were fit with Lorentzian distributions, whose single parameter T', the full width at
half maximum (FWHM), defines the K, resolution. T' was then rne.a_sured as a

function of E4, and related directly to the 7, resolution via equation (5.5).

A scatter plot of K;, versus dijet E; is given in figure 5.5a. Projectiohs
on the K, axis, in 3 of the 8 bins used in the resolution measurement, are shown
in figures 5.5b-d. The distributions have beqn folded about K;, = 0 to maximize
statistical accuracy, and fit with Lorentzians centered on I;, = 0. The Lorentzian
fits are truncated at K, = 2FE, since K, cannot exceed this value. The fits gave I

for 8 values of E;, which when fit to a straight line g;ivés
_ I‘K‘J. (Et) =12 + .llEt (GCV). (5.11)

The fit had 6 degrees of freedom and a chi-square per degree of freedom of 1.2.
Substitution of equation (5.11) into equation (5.5) gives the “standard” 7, resolution
function: ' '

T,,(E) = %7;3 +0.074 | (5.12)

The n; resolution values are shown in figure 5.6 together with the “standard” n,
resolution function.

The Lbrentziz_m 72 resolution can be crudely related to a Gaussian, for the
purpose of comparison with other measurements, by dividing it by 2.36. Doing this
for the “standard” 7, resolution function gives a Gaussian 7, RMS deviation of about
| .1 for 50 GeV jets, falling to about .06 for 150 GeV jets. This is generally much

larger than the detector resolution, which is known from tracking measurements
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Figure 5.6: An estimate of the Lorentzian 7, resolution of the two jet system,
dominated by the effects of QCD radiation, is plotted as a function of 1/E;. The

straight line is the estimate of the 7, resolution function used in this analysis.

to be better than 2° '(An R /.03), The 7, resolution appears to be dominated by
effects other than calorimeter resolution. Sincé the angular resolution improves
dramatically when we remove events with energetic third clusters[70], it is natural
to conclude that the 7m, resolution is strongly affected by QCD radiation. The
n, resolution is approximately the same as the Wid‘th of the ¢, distribution (see
figure 4.13a). The two distributions are directly related via the K, resolution and
equation 5.3 using the small angle approximation. Our result, although obtained
exclusively in the central calorimeters, was used for the 7, resolution of all jets.
The largest uncertainty in the 7, resolution function is caused by the as-
sumption that the K;, kick can be attributed statistically to both jets (see Appendix
A.3, equation A.8), resulting in the factor of \/§J in the denominator of equation
(5.5). The upper systematic bound on the 7, resolution has been estimated by sim-
ply attributing the entire K, kick to the second jet, thus multiplying both equation
(5.5) and equation (5.12) by a factor of v/2. If instead of adding the K;, kick in
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quadrature, _'Wé had'o.d(.ied it 'Iioearly,v‘ the_\/é- in the dominator would 'ha\_re been
a2 .T_o 'braoket.any. systematic uncertainty, _the lower systematic b_oundea,s esti-

-mated by dividing both equation (5. 5) é.nd equafion (5.12) by a factor of /2. In
section 6.1.3 we w111 show that these generous systematic bounds lead to only sma.ll :
systematic uncertamtles in the final cross section. o ' v

7 Our chosen systematic bounds gave 7, resolutlon functions W1th maximum
slope above the “standard”,. and minimum slope below the “standard”. As in
the case of the E, resolution, we nge an estimate of an M2 resolutlon skew to the |

- “standard” with maximum slope, and an 7, resolutlon skew to the “standa.rd” w1th” |

minimum slope. The maxxrnum 72 resolution functlon is

,,2(Et) = E“' + 0 1 o (5.13)
The Immmum '3 resolution function is
,,,(E,)_E+0055 T (51

The skew 172 resolutioﬁ fun_otion with maximum' slope is
' ’ 12 S . o
(Et) = = + 0. 095 S (5.15). -
The skew 1, resolution function with minimum slope is
| 6 D o
Ty, (Er) :_E_ + 0.14 S (5 16)
' ‘These resolutlon functions bra,cl\et all the systematlc uncertainties in the Ny resolu- '

tion.

5.2 FE; and 2 Resolu:tionjUhsr'neari'ng'

v E, and n, resohition distorts the pfoduced two jet differential cross section.
We call this distortion resolutzon smearing. In this sectlon we describe how the -
resolution smeanng was estimated, and the raw two Jet dlﬁ'erentlal Cross sectlon

was corrected, in a procedure whlch we call resolution unsmearing.



98
5.2.1 Produced Distribution and Smearing Feeddown

The number of jets measured to be in a bin of E; and ||, is not the
same as in the produced 2 — 2 distribution of jets. The finite resolution of the
calorimeters, and QCD radiation and higher order processes, cause fluctuations in
the measured E, and 7, of the two jet system; The steeply falling E, spectrum, which
becomes increasingly steeper with increasing |7,|, combined with these fluctuations
to produce a feeddown effect in which lower energy jets fluctuated down the steeply
falling spectrum and were found. in higher E; bins. This feeddown increased with
increasing |n,|. The jets in the produced 2 — 2 distribution fluctuated into both
higher and lower E; bins, however the steeply falling spectrum resulted in many
more jets fluctuating from low E, into high E, bins, than there were jeté at high’ E,
which fluctuated into low E; bins. Thus, the net effect of resolution smearing was
a feeddown. Each bin in the raw two jet differential cross section contained more -
- jets than were originally produced, the total extra number of jets originated from
smaller E; than our lowest bin. The measured distribution is different in shape and
magnitude from the original produced 2 — 2 distribution.

We have unsmeared the measured disfribution and found the produced
2—2 d.{stribution. We started with a parameterized 2 — 2 distribution function,
smeared it in E; and 7, with knéwn resolution functions, and then varied the param-
eters of the parameterizatioh until the smeared distribution matched the measured
distribution. In this way the best values of the parameters for the parameterization
of the produced 2 — 2 distribution weré determined. The ratio of the parameter-
ized 2 — 2 distribution to the smeared distribution was used as a multiplicative
correction to the raw two jet differential cross section to scale it back to the original
produced two jet differential cross section.

The modified Single Effective Subprocess approximation, described in sec-
tion 2.3.2, was chosen as the parameterization of the produced 2 — 2 distribution.
The modified SES approximation is a reasonable approximation of lowest order

QCD, as shown in appendix A.1. Equation (2.28) with a parameterization for F(z)
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was smeared with tihe"me:asured .fééplution functvidns‘, and fit to the measured dis-
tribution. The best fit gave the mostvli‘kély values of the parameters of F(z). Our
result for the protdn effective stru(;turé fu_uct_ion is bomi)atible with DIS'.stmctu;‘e -
functions [10,11,12 ,13] evolved to CDF’s highef Q? (see section 6. 2) ' Thé- good ﬁt '
(see section 6.1. 1) and the reasonable result for F (a:) indicate that the modlﬁed'_

SES approx1mat10n is a reasonable approximation. Thus, the final results. of our

analys1s supports our approx1mat10n of the produced 2 — 2 d1str1but10n

© 5.2.2 Details of Unsmearing Method

To fit the smeared parameterization to the da.ta, we used the ma)umum

hkehhood method [71] To reduce computing time a “bin by bm” log lxl\ehhood o

method was used. The method is to calculate the hkehhood funct1on L for the _ |

resolution smeared theoretical predlctlon with parameterlzed structure functlon, .

for the data sample,‘and then vary the parameters of the structure function until
~ the function (—InL) is minimized. Define the likelihood function for N bins in
which bin i contains n; events of mean transverse energy E,; and mean probe jet
. pseudorapidity 7,; by | | N
L=T[PEym)™ (B
| =1 | o
where P; is the normalized probability of getting an event in bin ¢ in our data

sample. erte P; in terms of a normahzed probability den31ty p"o"" as
P(Et.,nz,) = Pnorm(Etn’h:)(AEtA”?) N

where (AEtA’Oz) is- just the area of bin 1. The 'norm_a.lized pfobability déns_ity is
nothmg more than the total probablilty density for au event to occur normalized
to one within the limits of this analysis: '

‘ psmeared(Et, ,’72)
fE, Ly PP By v 2 YdE{ dny!”

The total probablhty denslty is denoted by ps’""’“’ed because the total probablhty v

P (Ey, ) = (5.19)

density is the produced probability density smeared with the E, and 7, resolution
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functions:

psmeared(Et,,,h) — /E ,L , p(Et’,nzl)RE,(EtaEt’)Rm(nZv772’)dEt,d772,‘ : (5.20)
' JIm

The E,; resolution used is Gaussian with E, dependent width o(E;) (see section

5.1.1):

exp [-‘é%%%éﬁ]

V2r o(B)
The 7, resolution used is a truncated Lorentzian with F; dependent Full Width at
Half Maximum I'(E;) (see section 5.1.2): :

' Rg(B,, E}) = (5.21)

1 T(E/)/2

= . (5.22)
2arctan [—r-r(é.' )] (n2 —m2')? + [H%_l]'l

Ry, (12, n2')

The produced probability density for the 2 — 2 scattering of partons is just the

two jet rate in the modified Single Effective Subprocess approximation of equation

(2.28), namely | |
oy dlo

E =

p( t7n2) dEtdnldn2

9ra?

32 * F(xA)thB)EtJ(X)AmLum;' ‘ (5.23).

ATI'_IWLUITni

where Lum; is the lurﬁinosity for bin z, and Amp is the pseudorapidity range of
the trigger jet (Am = 1.2). Equations (5.17) to (5.20), and (5.23) are written |
as functions of E; and 7, alone, since there is only one 7; bin. We’ve done this
analysis both by integrating over 7; in equation (5.20), and by setting n, = 0,
with less t.han 2% difference in any of the final results. We used the expression for
a;(Q?) in appendix A.2 with Q? = E,2. The systematic uncertainty in the value
of Q?, important for the extraction of F, was estimated by varying the value of Q?
between 4E,* and E,?/4 as discussed in appendix A.2.

"The parameterization of the proton effective structure function was chosen

to be
Al —z)P
_. $P2 ’

F(z) (5.24)
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Th1s is a convent1onal ch01ce[13] for a sxmple parameterlzatlon of structure func--
tions. It goes to zero at z = 1 and it models the: expected low z behavior of the -
‘ gluon distribution. The parameters P1 and P, were deterrmned by maxumzmg thev
likelihood distribution. Once the parameters P, and P2 were found the amplitude
" A was found by normahzmg the smeared theoretical predlctlon to the data:
Zn, / / psmeafed( Et, nz)dEtdng L (5.25)
=1 oo '

After the parameters of the produced 252 dlstnbutxon were found, the correctlon

K factor for scalmg the raw two jet differential cross section back to the produced two -

- jet differential cross ‘section was calculated Define C,, the multlpllcatlve correctlon :

factor for b1n ¢, as the ratio of the produced 252 d1str1but10n 1n bin ¢ to the total | . '

‘ number of events expected in bin 4 ai'ter resolutxon smearing. Then

p(E: 0 TT2s)

C; = , (5.26)
| o psmeavred(Et’” 7]2") | o
The raw'two jet differential cross section before correction is .

d3 imeqsured ; o : o :

il = n (5.27)

dEthhdﬂg ’ Lum,(AEtAng) AT]I R
and the corrected two jet differential cross sectlon 1Is
' d3 Icarrected d3 measured. . .
i (5.28)

dE,dmdn, =G dEtdmdnz | - S
In summary, the unsmearing serves two functions. First, it produ'ces cor-
- rections for the raw two jet differential cross section, which scale the measured cross
section _back to the produced 2 — 2 cross section. Second, it extracts'from the data
the most likely values of the parameters in. the chosen parameteriéation’of the pro-
ton effective structure function. The proton effectlve structure functlon is related :

to the gluon, quark and anthuark structure funct1ons in equatlon (2.5). -

5.2.3 .Statistical Issues :

For a bin with n; measured events the statistical error on the contents of .

the bin is ,/ Once the correct1on constant C has been apphed to the contents of
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the bin, the statistical error on the corrected contents of the bin scales to C;\/n;.
This statistical uncertainty is given in Table 6.2.

At values of |n;| higher than 2.8, over 80% of the events are from smearing
feeddown. These events contain little or no information on the corrected cross
section. Thus events with |n;| > 2.8 are drof)ped from the final plots and tables
of this analysis. However, the events with |n,| > 2.8 contain information on the
shape and magnitude of the smearing feeddown. So three bins with |n;| > 2.8 were
retained to help the accurate determination of the smearing feeddown correction.
These three bins are not listed in ény of the tables but are di_splayed as the three
points at highest |1, of figure 6.1, and also contribute to the residuals distribution
in figure 6.2. A few Biris with higher |7,| contained fewer than 10 events each, and
for convenience in calculating statistics were dropped. Those bins contained only
smearing feeddown, but did not have enough statistics to contribﬁte significantly to

the measurement of the smearing feeddown, and hence were completely useless.
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C'hapte'r ‘6': |
Results

6.1 Two Jet Differential Cross Section .
6 L. 1 Raw Cross Section and Fit

“As outhned in section 5. 2,a parametenzatlon of the produced 2 — 2 cross
sectlon was srnea.red w1th the measured FE, and 72 resolutlon and fit to the Taw Cross
section. The raw two jet differential cross section and smeared fit are shown together
in figure 6.1. There were. thlrty-three degrees of freedom in the maximum likelihood
fit and the chi-square per degree of freedom (x2/ DOF) was 1.2. The x? /DOF was
not rmnumzed in the fit instead the: hkehhood functlon was maximized, so the .

x?/DOF is only given as an indicator of the ¢ goodness of the maximum hkehhood
fit. The values of the fit are plotted at the dlscrete |772] locations of the data and
_ Jomed with stra.lght lines. The distribution of the resxduals, shown in ﬁgure 6.2, has o
* a mean of zero and an RMS dev1at10n of one; this md1cates a good ﬁt N
‘ The fit, a successful completion of the smeanng ‘procedure, 1nd1cates that
our parameterlzatlon is an acceptable estlmate of the produced 2 — 2 dlstrlbutlon :
The parameters of the effectlve structure functlon extracted in the fit, are pre-
- sented and dlscussed in sectlon 6.2. These parameters comblned w1th the modxﬁed '
SES approx1mat10n dlSCUSSGd in section 2. 3 2, parametenze the produced two _]et '

differential cross section."
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Figure 6.1: The raw two jet differential cross section (points) and a resolution -
smeared fit (line). The modified SES approximation, in which we parameterized
the effective structure function, was smeared with E, and 7, resolution functions to

produce the fit.
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Figure 6.2 : The distribution of residuals between the raw two jet differential cross
. section and the smeared fit. The. residuals' defined as the difference between the
data and the fit divided by the square root of the fit, are d1stnbuted statlstlcally,"_
1nd1cat1ng a good fit.

6 1.2 Two J et leferentlal Cross Sectlon
Resolution Smearmg Corr_ectlons

‘ Resolution smearing corrections aie multiplicative. correction factors which
were a,pphed to the raw cross section to obtain the corrected two jet dlﬁ'erentla.l
cross section. The smearlng correctlons, defined in equation (5 26), are shown in
figure 6.3 and listed in table 6.1, along with a summary of the raw number of _]ets )
and the luminosity. The srhearing corre(‘:_tio'n(is equal to th.e.a_verage fraction of “
trigger jets in a bin of E; and |772| which physically originated in that bin before
~ resolution smearing. - This multiplicati';fe' c‘orrection was always less than one because
there were always more jets at lower E, feedlng down the steeply falling spectrum.
into a given E; bin than fluctuated out of the given Et bin into other bins. At

low [n:], the multlphcatxve correctlon factor decreased with decreasmg E;. This is
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Figure 6.3: Mu.ltiplicat_ive corrections to the raw two jet differential cross section
for the effects of E; and 7, resolution smearing. The corrections, determined using
jet data sample, are the average fraction of trigger jets which originated in a bin of

E, and || before resolution smearing.
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E; Range 1|vn2|.Ra.n"ge Jets | - fL Smeariﬁg .

=
=

#| (GeV) _ _ | (nb™") | Correction |
1| 45-55 0.0-0.6 63| 0.35]| 0.580
2] 45-55 06-1.2 | 51| 035 :0.580
3| 45-55 | 1.2-1.8 | 48| 0.35( 0557
4 45-55 | 1.8-24 | 30| 0.35 0.500
5| 55-65 | 0.0-0.4 | 512| 10.88] 0.628
6| 55-65.| 04-0.8 | 469 | 10.88| 0.628
7| 55-65 | 08-1.2 | 457 | 10.88| 0.622
8| 55-65 1.2-1.6 | 347 | 10.88( -~ 0.605 .-
9| 55-65 1.6-2.0 | 282| 10.88| 0.563

10| 55-65 | 2.0-24 | 154 [ 10.88| 0.484
11| 55-65 | 2.4-2.8 99 | 10.88| - 0.323
12| 65-75.. | 0.0-04  [.289] 16.30| 0.660
13| 65-175 0.4-0.8 | 291 | 16.30 | ~.0.659 :
14| 65-75 | 0.8-1.2 | 252 16:30 | - 0.652
15| 65-175 1.2-1.6 | 222°| 16.30 0.627 - |
16| 65-75 | 1.6-2.0 | 179] 16.30| 0.574
17| 65-75 | 2.0-24 | 104} 16.30| 0.480
18| 65-75 | 24-28 | 46| 1630| 0294
19 | 75-100 0.0-04 | 313 22.06| - 0.696 | .
20| 75-100 | 0.4-0.8 | 302| 22.06| 0.693.
21| 75-100 0.8-1.2 [ 284 22.06 | " 0.681
22| 75-100 | 1.2-1.6 ‘| 246 | 22.06:| 0.650
23 | 75-100 1.6-2.0 | 172 22.06 | 0.583
24| 75-100 | 2.0-24 | 83| 22.06| 0.451 .
25| 75-100 24-28 | 33| 22.06| 0.211 .
| 261 100-125 | 0.0-0.6 | 103 | 22.06 0.734
27 | 100-125 | 0.6-1.2 68| 22.06 | 0.719
- 28| 100-125 | 1.2-1.8 56 | 22.06 | - 0.650
29 100-125 | 1.8-24 | 17| 22.06| 0.432
30 [ 125-225 | 0.0-0.6 54 | 22.06 0.767
31| 125225 | 0.6-1.2 | 33| 22.06| 0.736
32| 125-225 | 1.2-1.8 | 21| 22.06| 0.611

Table 6.1: The bin ranges, number of trigger jets per bin, integrated-luminosity,
and smearing c0rrectii_)ns.- The trigger jet was restricted to |n;] < 0.6. The smearing
" correction is the fraétibn of observed jets which were éctually produced in the given

“range of E; and 7, before resolution smearing.
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because the E; spectrum became steeper and the fractional E, resolution became
worse wit‘h decreasing E;. Thus the lower E,; bins had a larger smearing feeddown
and needed correspondingly smaller multiplicative correction factors. At higher
In2| the E, spectrum is steeper and the effects of smearing are greater. Thus the
multiplicative correction factor decreased with increasing |772I|. In figure 6.3 the
correction is plotted at the bin locations for this analysis, and corrections within
the same E, band are joined with a smooth curve to display the way the correction

&

changes with E, and [n2]-

Corrected Two Jet Differential Cross Section

A summary of the corrected two jet differential cross section with statistical
and total systematic uncertainties is given in table 6.2. The results are plotted in
figure 6.4. Outer error bars are the sum of statistical and systematic uncertainties in
quadrature; this does not include E, and |n,| independent sysfematic uncertainties,
common to all points, shown as the “normalization uncertainty” in figure 6.4. The
total uncertainty for any cross sectibn value is the sum of its outer errbr bar and the
normalization uncertainty in quadrature. The upper “normalization uncertainty” is
41% and the lower “normalization uncertainty” is 30%, whiéh is the total systematic
uncertainty on the cross section value for bin 30. Also plotted is a 2 — 2 analytic
QCD calculation, including all lowest order diagrams, for one particular structure
function (EHLQ[10] set 2) and three values of @*: the upper curves in each band

“are for Q? = E;2 /4, the middle curves are for Q* = E,?, and the lbwer curves are
for Q? = 4E;*. We performed the QCD calculation using equation (2.22).

The corrected two jet differential cross section and. the lowest order QCD
prediction agree within theoretical and experimental systematic uncertainties. The
theoretical systematic uncertainty on the QCD calculation, illustrated by the width
of the band, is smaller than the experimental systematic uncertainty. The agreement
demonstrates that the corrected two jet differential cross section for the inclusive
process pp — jétl + jet2 + X, can be approximately understood as a convolution

of structure functions and 2 — 2 lowest order QCD subprocess cross sections. The
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Figure 6.4: The ineasuréd and'cort‘écted tWo jet diﬁ'efefxtiai cross seétion b(vp'o'ints).'
compared to a lowest order QCD prediction (shaded) Outer error bars include E,
and |n,| dependent systematic uncertainties and statistical uncertamtles (mner error
bars). An E; and || independent systematlc uncertamty, common to all points, is
shown as the ovefall Inorma'lization 'u‘nc'ertajnty The QCD prediction uses"EHLQ
set 2 structure functlons and was calculated for three different values of Q% the
upper curves in ‘each. band are for Q? = E?/4, the mlddle curves are for Q* =E?,

and the lower curves are for Q*? = 4E, 2,
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Bin| E, |n2] | 2o /dE.dndn, | Stat. Err. | T Sys. Err. | | Sys. Err.
# | (GeV) (nb/GeV) (%) (%) (%)

1| 496 [032] 7.24 + 13|+ 52 | — 36
2| 49.71090]| 5.86 + 14 | + 52 | — 36
3 49.2]1147] 5.30 + 14| + 53 | — 36
4| 49.3|200| 297 + 18 | + 62 | — 41
5 59.4[021] 3.08 + 41+ 45 | - 33 ]
6! 59.3/059| 282 + 51+ 46 | — 33
71 59.1]0.99 2.72 + 5| + 46 | — 33
8| 59.7(139| 201 + 5| + 47| - 34
9| 59.2|1.78| 1.52 + 6|+ 51| — 36
10| 595217 0.714 + 8|+ 61| - 39
11| 59.21260| 0.306 + 10 | + 103 | - 55 |
12| 696|020 122 + 6|+ 42 - 31
13| 6921060 1.23 + 6|+ 42| - 31
14| 694099 1.05 + 6]+ 43 | — 32
15| 69.611.41| 0.889 + 7|+ 44 | — 32
16| 69.1|1.80| 0.656 + T+ 49 | - 35
17| 6941216 0.319 + 10 | + 60 | — 40
1 68.7 | 2.57 | 0.0866 - + 15 | + 106 | — 57
19] 846019 0411 + 6|+ 42 - 31
20| 84.0]0.60] 0.395 + 6+ 43 | — 32
21| 84.1[1.00| 0.365 + 6|+ 43 | - 32
22| 83.8[{1.40| 0.302 + 6|+ 44 | - 32
23| 83.0[1.78| 0.189 + 81+ 50 | — 36
24| 83.2(217| 0.0707 + 11| + 65 | — 43
25| 81.0]2.58| 0.0132 + 17|+ 132 | — 69
26 | 109.2]0.28] 0.0952 + 10| + 421 - 32
271 109.6 | 0.87| 0.0616 + 12 | + 43 | — 32
28 | 112.511.47| 0.0458 + 13| + 47| - 34
20| 108.2{2.05| 0.00925 + 24|+ 70| — 48
30| 149.1]0.30] 0.0130 + 14| + 41 - 30
31| 1484 10.90| 0.00765 + 17 | + 42| - 31
32| 145.6 | 1.51 + 22 | + - 37

0.00404

53

Table 6.2: Two jet differential cross section results and uncertainties.



111 -

two jet differential cross section‘e'xhibi'ts a slight rapidity plateau at low || and
then decreases with increasing |n,|, as vekpécted from the decrease of the structure.

functions with parton fractional momentum z.:

6.1.3 Systematic Uncertainties

The total systematic unceftajnty' on the two jet differential cross section is

dominated by the systematic uncertainty on the jet E; measurement and correction. =

The total systematic uncert_a.inﬁy was displayed on the cross section plot in figure 6.4
and listed in table 6.2. The total upper systematic bound on theﬂ,cros‘s section
varied from 41% for the lowest |n,| bin of the highest. E, bin to 132% for the highest
72| bin of the 75-100 GeV E, bin. The total lower systematic bound on the cross
section varied from —30% to —69%, and came from the same two bins as mentioned
above. For a single F, interval, the total systematic uﬁcertainty broken down into
all contributing systemafic uncertainties is displayed in figure 6.5. This illustrates
that the uncertainty on the jet E; measurement and correction.is the dominant
systematic uncertainty. For each bin in the two jet differential cross section, a
breakdown of the total systematic uncertainty is given for upper systematic boﬁnds :
in table 6.3 and for lower systematic bounds in table 6.4. The individual systematic

uncertainties are discussed in order of importance in this section

Jet E,

. The systématic un_cerfainty on the jet energy m'eas.ur'e'ment 'a,ﬁd correction, -
" discussed in section 4.4 and displayed in figure 4.v2, are the work of reference [47].
The systematic uncertainty on sin 8 within the .regi:on |n1| < '0;6 is,.négli‘gibl'e, so
the jet energy uncerté.inty is the jet Et unc"erta.inty.._The un@:ertaﬂnties wefe 8.5%,
7.6%, 7.0%, 6.8%, 6.6% and 6.1% for the six E, bins with mean jet energies of
- 52, 62, 73, 88, 116, and 156 GeV respectively. To calculate the effect on the cross
_ section of this systeiriatic unceftai_ﬁty in thé' vener'g.y scale, we used the slopes of the o

Etb spectrum of the trigger jet as a funiction of the pseudorapidity |72] of th.e'pr_o'be :
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jet. The E, spectrum had different slopes as a function of |n;| as was shown in
figure 4.11. The change in rate produced by a change in jet E; was calculated from
the measured slope of the E, spectrum. For the sake of completeness the exact
procedure is indicated below. ‘

The E; spectrum obeys the approxiinate power law

. dN 1\?
=4 (E) . | (6.1)
The expected number of events in a bin of E,;, with low edge E, ,in and high edge
E, mor Was obtained by integrating equation (6.1):

NE) = 2= (5= —=)- 6

-1 -1
pb— 1 Et,minp 'Et,mazp

If the energy of a jet is changed by a factor of (1 £ fg), where fg is the fractional

uncertainty in the jet energy scale, the new transverse energy of the jef is
Egl = (1 j: fE')Et . (6.3)

* and the ratio of the new number of trigger jets to the old number of tfigger jets,
Ry, is obtained by substituting equation (6.3) into equation (6.2) and djvidiﬁg by
the original number of events in the bin, givi‘ng

| L _NEH_ 1

- N(E) (1% fp)e-1)

The E, spectrum was steeper at higher values of |5;| because of the natural

Ry

(6.4)

decrease of the structure functions with |;|. This was illustrated in figure 4.11 and
discussed in section 4.8.2. The value of p as a function of |n2| was found by fitting
the E, spectrum of the trigger jet for different bins of |7,|. The resulting power as a
function of |n;| was fit to a smooth curve. The explicit powers used for the narrow

In2] bins (Aln,| = 0.4) were

(6.0 if |pl <16

6.2 if 1.6<|n| <20

p=1{66 if 2.0<|n<24 (6.5)
82 if 24<|np| <28

|96 if 28<|ml <32
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'us

The exphc1t powers used for the W1de |172| bms (AIT];' = 0. 6) were

6.0 if  |ml<18 -
p= &5zf1s<mﬂ<24}ﬂe¢v,fd‘wﬁy

85 if 24<|p/<30 e
Using these powers as a function of |7;], and fe for each E, mterval RN was
calculated for each bin of E; and |n;]. The raw cross sectxon in each bin was then
multiplied by Ry. Then the complete unsmeanng analys1s dlscussed in sectlon 5.2
was repeated and new results were found.  This. was done for both the upper and
lower systematlc bounds on the energy scale, producing lowe_r and upper bounds
respectively on. the cross Section.'r This also gave lower and upperjbounds' for the
effecti_véStructure function. | |

This procedure produced shghtly dlfferent systematlc uncertamty esti- _

mates than _]ust multiplying the factors Ry dlrectly into the final cross sect1on -

result. ThlS is because the multiplicative smearmg correction factors derlved from

the unsmeanng analy51s changed by up to 10% When the number of events was scaled -

by Ry. The net effect was to reduce the cross sectlon uncertainty at low |n2| and

‘increase it at high |n,|. For example applying equation (6.4) to bin'1, fE =0. 085

and p 6.0 gives Ry = 1.56, but the actual uncertamty due to the energy scale |
listed in Table 6.3 is +48% (or 1. 48) The systematic uncertainties, calculated by
changmg the rate and perforrmng the unsmearing analysis again, are more valid
than just applyi‘ng the factor of Ry directly to the final cross section result. The

uncertainty analysis was performed using the former method, which simultaneously

_estimates systematic uncertainties in the effective structure function.

The systematic uncertainty in the total cross section due to systematic
uncertainty in the jet energy are listed in tables 6.3 and 6.4 in the column labeled
“Ey”, and displayed graphically' for a single E, -'interval in figure 6.5 uslng the sym-
bol labeled “Et”. The upper systematlc bound on the total cross sectlon due to
systematlc uncertainty in the jet energy scale varied from 37% for the lowest: |172|
bin of the highest E, bin (bin # 30)-, to 124% for the highest |n2[ bin of the 75-100
Gev E, bin (bin # 25) The 'corresponding lower syst_ematic bound varied from
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—25% to —52%, and came from the same two bins as mentioned above. Inspection
of equation (6.4) reveals why the lower systematic bounds are closer to the mean

result than the upper systematic bounds.

Luminosity

The systematic uncertainty on the luminosity for each hardware trigger
threshold was discussed in section 4.1 and listed in table 4.1. The systematic uncer-
tainty on the cross section from the luminosity measurement is 17% for the lowest

E, interval and 15% for the remaining E, intervals.

E, Resolution

The maximum likelihoc;d unsmearing analysis, outlined in section 5.2, was
performed with the “standard” E, resolution of equation (5.6) and the four different
- worst case resolutions all given in section 5.1.1. For each bin, the upper bound
systematic uncertainty due to resolution was calculated from the maximum value
for that bin among the four worst case results, and the lower bound éystematic
uncertainty was calculated from the minimum value for that bin. The systematic
uncertainty in the cross section was about 10% for low |52|, rising to about 25% at
the highest |n,|, which is a small uncertainty compared to the systematic uncertaihty

in the cross section caused by the systematic uncertainty in the jet E,.
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Figure 6.5: The systgmé.tic uncertainties 6n the two jet differentiél cross section
are shown for a single E; interval. For each |n,] value the independent sources of
systematic uncertainty are shown and the total systemétic uncertainty, from adding
the individual uncertainties in quadrature, is also shown. Important s.ysternatic
uncertainties are Jomed by dotted lines, and the total systematlc uncertamty is

Joxned by a solid line, to 111ustrate the way the uncertamty grows with |772|
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‘Bin| E;|Lum | E; Res | n; Res | Acc | Param | Fit | Total
# (%) [ (%) (%) (%) | (%) (%) | (%) | (%)
1] 48[ 17 8 2 o 1 2 52
2| 48| 17 8 2 0 2 2 52
3| 49| 17 9 2 1 2 2 53
4| 59 17 11 0 1 1 2| 62
5| 42 15 7 2 4 1] 2 45
6| 42| 15 7 2 1 1 2 46
71 43 15 8 2 2 2 2 46
8| 44| 15 8| 21 1 21 2 47
9| 48 15 10 0 2 1 2 51
10| 58 15 12 2 5] 2 2| 61
11| 99 15 20 9 4 6 5( 103
121 39| 15[ 7 1 3 0 1] + 42
13] 39| 15 7 21 o 1 1 42
14 39| 15 7 2 4 1 1 43
15| 41 15 8 1 4 0 1 44
16 | 45 15 10 0 3| 1 1 49
17| 56 15 13 3 1 2 2 60
18100 15 22 12 9 8 6| 106
19 39| 15 6 1 3] 0 1| 42
20 39| 15 7 1| 3 ol 1 43
21| 39| 15 7 1 2] ol 1 43
22| 41 15 8 0 3 0 1 44
23| 47| 15 10 1 2. 1 2 50
24| 61 15 15 6 7 4 3 65
251124 | 15 30 19 ol 13| 10| 132
26 [ 39 15 6 1 7 0 1 42
271 39| 15] 7 1 7 0 1 43
28| 44 15 9 1 6 1 1 47
20| 66| 15 18 8 6 6 5 70
30 | 37 15 6 1| 2 1 1 41
31| 38| 15 7 0 7 1] 1 42
32| 46| 15 12 3| 17 3 2 53

Table 6.3: Sources of the upper systematic bound on the two jet differential cross
section. These independent systematic uncertainties, described in the text, were

added in quadrature to form the total upper .systematic uncertainty listed.
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Bin| FE,|Lum | E; Res | 72 Res | Acc | Param |- Fit Total
#1 B )| ] || B R)| (R)
1{=31] =17 -7 -1 -1 0l —2| -36
2| -31| -17| -7 -2 -3{ -—-1|-2| -36
3| -81| -17| -8 -1} 0O -—-1|-2| -36
4| -35| —17 —~10 0] -9 0| =21 —41

5| -28] —-15 —7 —1] -4 -1 —-2] -33
6|-28| 15| -7 -1| -4 -1| -2| -33

7| -28| =15 —-T7| —-1|-4 -1] -2 -33

- 81 -29] -15 —-8] -—-1|-=5 -1} -2 -34
9| -31| -15 -9 0| -5 -1 -2 -36
10| -34( 15| —11 -3 o ~3| —-2| -39
11| 47| -15| -17| -11|—-1| ~10| —-5| -55
121 =27 =15 -6 -1 -3 0] —11 =31
13| —27| —15 -6 —-1|-4} - 0| ~-1} =31|
14| -27| =15 =17 -1 -7 0| -1} =32 -
15 [ =27] 15 -8 -1 0 0] -1 —32
16| —29 | —15 -9 -1 =71 —=1|=1| =35
17| —34| —15 -12 -5 -7 — 4| -2 —40|
18| —47| -15| =19| -15] =3|  —13| — 6| —57
19|26 -15] -6 —-1[-3] 0f-1] =31
20| 27| -15 —6 ~1|-5 -o|l=1| =32
21| —-27| —15 -7 -1 -4 0l —1| -32
22| -27| =15 -8 0| -6 0| -1 -32
23| -30| -15| -10 -2 -7 -2 -2| -36
24| -36| —15 —14 -8 0 -7 —-6| —43
25| -52| —15 —24| —23|-13| -21(-10| -69

26| -261 -15] -6 —-1]-9 —1| -1] =32
27 =27 -15| -7 0| -3 o] -1 -32
281 -29| -15| -9 -1| -1 -2 -1 -34
29| -38| =15 -16| . -11|-11| -10|—5| —48
30| —25| —15 — 6 0] —2 —1| -1] =30
31| -26| —15 -7 0 —3 -1} -1 =31
32|-30| —15 -11 -5 -9 =5|-2]| 37|

Table 6.4: Sources of the lower systematic bound on the two jet differential cross
-section. These independent-systematic uncertainties, described in the text, We;e

added in quadrat‘u're«.'to form the total lower systematic uncertainty listed. -
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n, Resolution

The maximum likelihood unsmearing analysié, outlined in section 5.2, was
performed'with the “standard” 7, resolﬁtidn function of equation (5.12) and the
four different worst case resolution functions given in section 5.1.2. For each bin,
the upper bound systematic uncertainty due to resolution was calculated from the
maximum value for that bin among the four worst case results, and the lower bound

“systematic uncertainty was calculated from the minimum value for that bin. The
systematic uncertainty in the cross section was about 2% for low |n,|, rising to about
15% at the highest |n;|, which is a small uncertainty compared to the systematic

uncertainty in the cross section due to the systematic uncertainty in the jet E,.

Acceptance

The corrections made for the E; response of the 90° crack and the 7; de-
pendent E; response of the medium threshold sample were discussed in section 4.7.2.
~These cdrrec_tions haye'a small affect bn the acceptance of the sample. The system-
atic limits on the crack correction were applied to the data to measure the resulting
systematic uncertainty on the cross section. The resulting systematic uncertainty
in the cross section is small, varying from about 2% at low || to as much as 15% at
high |n,|. The cross section was calculated with and without the medium threshold
response correction, and the difference was .taken to be the systematic uncertainty
in the cross section. The systematic uncertainty was small, varying from about 1%
. at small |7,| to as much as 10% at large [n2]. The systematic uncertainties in the
cross section from the crack correction and the medium threshold response correc-
tion were combined in ciuadrature, and the resulting systematic uncertajﬁty 1s listed

in table 6.3 and 6.4 in the column labelled “Acc”. .

. Parameterization

The systematic uncertainty in the choice of parameterization for the pro-

duced 2 — 2 distribution was bounded by the original SES approximation angular
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distribution .and the gluon-gluoh angular di’stributio'n as discussed in appendik A.l.
The unsmearing analysis of section 5.2 was ‘perfor'med with t}_re .‘_"'standard”, effective
. angular distribution; and repeated using the two systematic bounds. The differerrce
in the smearing correction was small; the systematic uncertairrty 1n the"correc_ted

cross section varied between about 1% at low |72} to about 10% &t the highest ]n2|;

Fit
The statlstmal uncertamty in the maxxmum hkehhood fit was obtamed

" from the 1 o contour, This systematic uncertamty«m the- cross sectlon vaned from

around 1% for the _loW |n2] bins to about 7% for the highest |7,| bins. .

- 6.1. 4 Chl—Square Comparlson

B

The two jet differential cross sectlon can be compared w1th theoretlcal
‘expectations in a more quantitative fashion by calculat1ng a ch1-square. Following
the lead of reference [72] we dirride the error on the cross section into three errors:.
an uncorrelated statistical error, an ﬁncOrrelate'd systerrlatic error, and a correlated
systematic error. The value of the chi-square is highly dependent on vhow much
of the systematic uncertainty is correlated from bin to bin. For any particular
complete correlatiorr_the shape of the two jet.diﬁ'erential cross section - would be
“highly constrairled, and the chi-sqﬁare betwe‘en.theory and experiment WOuld- be
maximal. If all the systematic uncertainties were corrrpletely uncorrelated from bin
to bin, then the shape of the two jet differential cross section would be much less -
~ constrained, and the chl-square between theory and expenment would be mlmmal
- To avoid excluding structure functlon theories which may be va.hd we tried to avoid -
overestimating the fractlon of the systematlc uncertamty which was correlated, and l '
hence took a conservatlve approach. -

Uncorrelated ‘systematic uncertamtles allow for maxunal skewmg of the -
shape of the two jet: dlfferentlal Cross sectlon, while correlated systematlc uncer-

tainties ‘deﬁne rigidly how the shape can be altered. Systematlc uncert_alntl_eslwhlch
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are obsefved to raise one part of the two jet cross section, while lowering another -
part, have large potential for changing the shape of the two jet differential cross
section. Since the inflection point between the region which is raised and the region
which is lowered is not that well known, such skewing syétematic uncertainties have
the potential to produce a-large ensemble of possible different shapes for the final
cross section. This ensemble is bounded by the magr'litu.de‘ of the systematic uncer-
tainty, but the shape of possible results within the bounds vary considerably. It is a
conservative approach to take such skewing systematic uncertainties as completely
uncorrelated from biﬁ to bin, then the bin contents are allowed to fluctuate at
random within the bounds of the skewing systematic uncertainty, and few possible
shapes within these bounds are _exclucied.

As in the case of the single jet inclusive cross section [72], the systematic
uncertainty in the cross section Cauéeél by the systematic uncertainty in the jet E;
and the luminosity is completely correlated from bin to bin: it raises all the bins
togéther or lowers thém all together. The systematic uncertainties in the créss
section caused by the the systematic uncertainty in the acceptance and choice of
parameterization is also highly correlated from bin to bin. The systematic uncer-
tainties that have the potential to raise one part -of the differential cross section
while lowering another are the systematic uncertainties on the resolution functions.

| The systematic bounds on the E; resolufion furiction, -given in equation
-(5.9) and equation (5.10), slightly skew.the final corrected two jet differential cross
| - section. The systematic bounds on the 7, resolution functions, given in equation
(5.13) and (5.14), also slighﬂy skew the final corrected two jet cross section though
less than the E; resolution bounds do. The effects of these four resolution functions
are-used to estimate an uncorrelated component of the systematic uncertainty in
the cross section. In addition the statistical error on the fit contributes to the un-
correlated component of the the systematic uncertainty. These uncertainties were
combined in quadrature to obtain an estimate of the total uncorrelated systematic
uncertainty. For |n| < 2.0 the uncorrelated systematic uncertainty ranged from

2% to 5%, while for the highest || bins the uncorrelated systematic uncertainty
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- Theory ' Q2 — 4Et2_ Q2’= Et2 QZ» = ,24‘__ .

DO'1 07, | 08 [ 13
DO2 | 16 | 07 1.2
EHLQ 1| 0.7 08 [ 12
EHLQ2| - 08 [ 09 {. 13
DFLM 1| 08 08 | 1.0
DFLM2| 08. 0.9 1.1
DFLM3{ 0.9 1.0 | 15
MRS1 [ 08 [ 0.7 0.9
MRS 2. 07 | 12 2.8
MRS3 | 1.0 11 1.6
MRSB | 09 -| 08 1.0
MRS E 08 | 07 09 |

Table 6.5; Chi-square per degree of freedom between QCD theories and ‘CDF data
(32 degrees of freedom) The theoretical prediction was calculated using lowest

order QCD with the structure function and Q? scale gwen in the table.

was in the range 10% to 25%. These systematic uncertajnt_ies are a small fraction
of the total systematic uncertainty, which is predominaut_ly"correla'ted from bin to
bin because the Et uncertainty is correlated from bin.to b1n The correlated uncer-
tainty squared was ohtajned by subtracting the uncorrelated systematic uncertairlty ‘.
squared from the total systematlc uncertamty squared. |

Once the correlated systematlc uncertamty had been estlmated we fol—
lowed the procedure outlined in reference [72], and calculated the full error matrix
for the 32 bins in the two jet differential cross section. The error. matrix is a square

symmetnc 32 x 32 matrix. A dxagonal element of the error matrix, o2,

2
t]’

uncertamty for bin ¢ squared An off- dxagonal element of the error matrlx, is
the correlated systematlc uncertamty for bin i times the correlated systematic un-
certainty ‘for b1n_ ,]. The error matrix. ‘was inverted, and the residuals between QCD
" and the corrected two jet differential cross section were calculated ‘The inner prod-‘
uct of the inverse error matrix and the re51dual vectors was calculated, resultmg in

- a chi-square. The ch1 square Was calculated for twelve d1fferent possible structure o

is the total . ) :
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functions, using three different values of the Q? scale, and the x2/DOF are listed in
table 6.5. In this table theory means an analytic 2 — 2 Q’CD calculation, using the .
given structure function, and the given value of the Q? scale. The étrong coupling,
a,, was calculated using the expression in appendix A.2.

From inspection of this table we see that the two jet differential cross
section is in good agreement with QCD for a wide range of structure functions and
Q? scales. The only significant éxception is for the structure function MRS[13] set 2
when Q% = E,%/4, which is excluded at over 99% confidence level. This exclusion is
for a lowest order QCD calculation, a, as defined in appendix A.2, and Q* = E,?/4;
wé note that MRS set 2 has more partons at £ > 0.1 than the other structure
function theories checked. Three combinations, DFLM set 3 for Q? = E,*/4, DO
set 2 for Q? = 4E,%, and MRS set 3 for Q?’=E,?/4 had marginal x? (47, 50, and 53
for 32 degrees of freedom). The remaining 32 combinations are in good agreelme'nt
with our measurement. We see that the two jet differential cross section, after
correction for resolution smearing, agrees‘v;}ith most QCD lowest order calculations

using DIS structure functions.

6.2 Effectiveﬁn Structure Function of the Proton

The similarity of parton subprocess cross sections made it possible to ex-

tract an effective structure function of the proton
F(z) = G(z) + 5(Q(2) + Q(2)) (6.7)

as discussed in section 2.3.2. In brief, the structure function was parameterized by

Al -—z)h
,xP2

F(z)= (68)

and used in the modified SES approximation to calculate the produced 2 — 2 cross
section. The produced cross section was smeared with E; and 7, resolution functions
and fit to the raw two jet differential cross section, as described in section 5.2.2.

From the fit, shown in.figure 6.1, we found the parameters of F(z). The effective
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Figure 6.6: The pfoton effective structure funétion, F(z) ~ G(a:)+ 34(Q(z)+Q(x)), |
‘is shown as the central solid curve. Experimental, theofetical, and'total-uncerta‘in_—
ties are also shown as curves bracketing the central solid curve. The méan value of

Q? was 5400 GeV?.

structure function is displayed and compared to DIS measurements in section 6.2.1.
The parameter values,‘ uncertainties, and correlations are given and discussed in
section 6.2.2. - o - ' .

Results e :
- The proton efféctiVe structure function is displayea in ﬁgufe 6.6 as the cen-

tral solid curve. Theofe-tical and experirhentél uhcértaintiés are displayed as dotted
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and dashed curves. The total uncertainty, displayed as solid curves bracketing the
result, was obtained by adding the experimental and theoretical uncertainties in
quadrature. The uncertainties are bounds estimated at the 1 o level.

The experimental uncertainty was calculated by adding the statistical un-
certainty and the experimental systematic uncertainty in quadrature. The statisti-
cal uncertainty was the envelope.of the 1 o contour from the maximum likelihood fit.
The experimental systematic uhcertainty was estimated by varying each uncertain
factor (jet E,, resolutions, luminosities, ...) separately, fepeating the unsmeaﬁng
analysis, and extracting new values for the parameters of the structure function.
Then, the envelopes of each systematic bound on F (:z:), calculated using the parame-
ters found, were added in quadrature. The experimental uncertainty was dominated
by the systematic uncertainty on the jet energy scale. A theoretical uncertainty was
estimated by varying the angular distribution, and by varying the Q? scale, as dis-
cussed in appendix A.1 and A.2. The theoretical systematic uncertainty is smaller

than the experimental systematic uncertainty.

Comparison

The effective structure funé_tions is compared to standard parameteriza-
tions for the proton effective structure function evolved from deep inelastic scé.t-
tering (DIS) measurements in figure 6.7. The three structure functions shown in
the figure are those of Duke and Owens[11] set 1 (abbreviated by DO 1), those of
Eichten, Hinchliffe, Lane and Quigg [10] set 1 (abbreviated by EHLQ 1), and those
of Diemoz, Ferroni, Longo, and Martinelli [12] set 1 (abbreviated by DFLM 1).
The magnitude of our result (.labeled CDF) agrees with the DIS structure functions
within the systematic ﬁncertainties.' The CDF result at low z is slightly higher
than the DIS predictions (20% to 10% between z = .05 and z = .1). However,
this difference is within the systematic uncertainties on the measurementl. This is
the same information as was presented in figure 6.4, which showed that the two jet
differential cross section was slightly' higher than the QCD and DIS prediction for
Q2 = Etz-
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Figure 6.7: Our result for the proton efféctive’ stfucttife funcﬁoﬁ (bdnd labeléd |
CDF), is compared to predictions for. F(x) G(z) + 9(Q(:t:) + Q(:z:)) from QCD '

“evolutions of deep inelastic scattering measurements
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Range of z

Our result is only shown in the z range 0.04 < z < 0.3, because this is
the range of z covered by the data with reasonable statistics. The 85 < E; < 65
GeV bin, which contains most of the data, corresponds to z = 0.06 when |7,] = 0.0.
The same E, bin corresponds.to a low z of z B = 0.038, and a high z of z4 = 0.28,
when |n;| = 20 (see equation 2.12 and 2.13). That was the original motivation for
the chosen z range. Looking at the low z end of our sample, there are around 500
partons between ¢ = 0.035 and z = 0.045 and the number falls off sharply at lower
z both because of the E; cut and the increased smearing with_né. Looking at the
high z end, there are about 250 events between z = 0.25 and z = 0.30, with around
30 of those events between z = 0.29 and z = 0.30. Beyond the z range shown there
are few partons and most of the datain a bin is from smearing feeddown, and so we
conservatively show the structure function results only in the range 0.04 < z < 0 3.
Beyond that range the F(z) results are not valid. | .

The measured effective structure function over the giiren range of z is
insensitive to variations in Q? = E,?. The CDF result is for an averdg’e Q? of 5400
GeV?. From low « to high z the Q? varied from about 4000 GeV? to a,bout"'.7000
GeV? Qver this range of Q? variation, very little variation in the structure function
is expected. For example, the evolution in F' (given by EHLQ set 1), between the
average Q* over the entire data sample and the mean value of Q? for a single value
of z in the data sample, varies between 0% at z = 0.04 to 2%‘ at ¢ = 0.3, which is

small compared to other systematic effects.

6.2.2 Parameteré of F(z)

The proton effective structure function pa.rameter va.lues, uncertmntles,
~ and correlations are given in table 6.6. The expenmental uncertainties were esti-
mated by varying each uncertain experimental variable (see section 6.1.3) and ex-
tracting new values for the parameters A, P;, and P,. Then all the experimehtal

systematic uncertainties were added in quadrature. The systematic uncertainty
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Uncertainties

| Param. Value | Stat. ‘Systematic‘ : Correlations-

‘ ' Exp. | Theory | A | P | P»

: S T 715 T

A 45 |07 | £17 | 06 | — +1] -1
B |86 |25 || T olu| 1|

P | 2 ko5 |xar| T |||

Table, 6. 6:. The parameter values uncertalntles and approx1mate correlatmn . .
3 .'coefﬁc1ents for the proton eﬁ'ectlve structure functlon F(a:) = ﬂl—p@— R

z'2
\

" on. the Jet E, scale dommated the expenmental systematrc uncertamty on the pa- .
~rameters. The theoretlcal systematxc uncertainties were estimated by changmg the
: 'fangular distribution of the modlﬁed‘ SES‘ approxrmatron as dlscus_sed in appendix
A.1, and by changing the Q2 scalé as discussed invappendixmA 2, and adding"the-
‘resultmg uncertainties in quadrature The correlatlon between P; and P, was esti- |

mated by MINUIT[73] to be —0.985. These results are only valid for 0.04 < z < 0.3,

. as discussed in the. prev1ous sect1on

The parameter A is the amplitude of the eﬁ'ectlve structure functlon, the

_ parameter P, is related to the slope at hlgh z and the parameter P, is related to -

the slope at low z. The parameters are hlghly correlated as indicated i in table 6. 6 . 3

The upper bound on A corresponds to the upper bound on P1 and the lower bound : o

‘on P,. This correlation between A and the oth_er parameters is a consequence_ of
* normalizing the total predicted -number' of events to the number of events in the

data. However, the parameters P1 and P, are extracted during the hkehhood max- -

imization: procedure, wh1ch fits the smeared parameterlzatlon to the shape of the -

data. The parameters P, and P, are ant1~correlated regardless of the normahzatmnv : l
of the data, whlle Ais correlated to P1 and P2 by normahzlng the total predlcted-

number of events to the number of events in the data :
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6.3 Gluon Structure Function of the Proton

The inclusive jet cross section at /s = 1.8 Teris predicted to be domi-
nated by quark-gluon and gluon-gluon scattering[74]). Thus, it is expected that the
two jet differential cross sectién is primarily the result of interactions containing
gluons in the initial state. This provided us with a natural laboratory for measur-
ing the gluon structure function of the proton. Unfortunately, we are unable to
distinguish quarks from gluons and identify a specific subprocess. We can, however,
estimate the gluon structure function of ,t'he proton, within the framework of lowest
order QCD and the parton model, if we assume values for the quark and anti-quark
structure functions. v

The gluon structure function of the proton was parameterized in the same

way as equation(5.24), namely

_ Ag(l — IL')Pld

G(z) - (6.9)

wP2G

With this parameterization of G(z), and using EHLQ[10] set 1 for the quark and
antiqﬁark structure functions, we have calculated the lowest order QCD prediction
for the two jet differential cross section and fit it to our measured and corrected
two jet differential cross section. The fit had a x%/DOF of 1.25 for 30 degrees of
freedom. Once aga,in the paraineters P,g and P, were varied in the fit, and the
parameter Ag came from the normalization of our result, though this time the fit
Was achieved by minimizing the chi-square.

The gluon structure function is.displayed in figure 6.8 as the central solid
curve. The total uncertainties are displayed as solid curves bracketing the central
solid curve. Theoretical and experimental uncertainties are displayed as dotted and
dashed curves respectively. The uncertainties are estimates of 1 ¢ uncertainties.
This estimate of the gluon structure function of the proton is shown in comparison
 to DIS predictions in figure 6.9. o
The CDF result and the DIS predictions agree within' the systematic un-

certainties on the CDF measurement. Since EHLQ set 1 was used for the quark and
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" Figure 6.8: The gluon sti‘ucture function of the proton is shown' as the central solid
curve. Expenmental theoretical, and total uncertamtles are also shown as curves

bracketing the central sohd curve.

- anti-quark struct'ure functions we take particular note ef the eohlparisqn between
our estimate of G(z) and that of»EHLQ.-set 1. Our estimate of G(z) has a nearly
identical shape to that.of EHLQ set 1, but hes slightly higher magnitﬁde (around |
15% higher at z = 0. 05) The shghtly hlgher magmtude is the same mformatxon
as the small excess in cross section above the QCD pred;ctlon (usmg Q2 Etz) in
figure 6.4. This slightly hlgher magmtude for G(x) is also the same information as-
the excess in F(z) above the DIS predictions at small z in ﬁgure 6 6, w1thm the" :
systematlc uncertalntxes on the two extraction methods.
As for the proton effective structure function, the gluon structure function

over the given range of z is msensmve to var1at10ns in Q2 present in the measure-
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Figure 6.9: An estimate of the gluon structure function (band labeled CDF')

compared to predictions from QCD evolutions of deep inelastic scattering measure-
ments.
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' Uncertalntles

Param. | Value Stat _ Systematxc Correlations

' _ L "Exp. |Theory | A | P | P,

‘ ' . +8 +.9

Ac 96 | +.06 66 _36 | T +1|-1

. +6 +2.0 _

Pe 05 E2 ] gy | e [P
| MR 1
Pzg b1 | £.04 08 —25 ~1]-1 -

Tabl‘e 6.7: Tbe pdrameter values; uncertainties, andia.pproxirn'ate correlation
.coeﬁicient.s for the gluon structure ‘function of the proton G(a:) = A—G(ggﬁ.
| ~ ment. From low z to hlgh r the Q2 va,rled from about 4000 G’eV2 to about 7000
. G’eV2 which corresponds to a predicted vanatlon between 0% at .z = 0. 04 to 4%
at £ =0.3. This is a small variation compared to other systematic eﬁ'ects _
‘The values found for the parameters, uncertalntles, andvcorrelatlons"a,re
given in t”eble 6.7. The experimental uncertainties were estimated by changing each
uncertain experimental ve.riable and extracting new values for the paraxheters. Ag,
P, and P,g. Then all of the experimental systematicuncerta.inties‘ were added
in quadrature. The systematic uncertainty on the jet E; scale dominatesthe total
experimental .systematic uncertainty on the pa.rameters. The theoretical systematic
uncerte.inties were estimated.by varying the quark and antiquark structure functions
between two other structure functions. which use the same value of A as EHLQ 1
bv(DO 1 and MRS B), and by changing the Q? scale between E?/4 and 4E?, and
adding the resulting uncertainties in quadrature. These results are only valid for v
. 0.04 <z <. 3 as discussed in the preVioue section. |
As with the eﬁ'ectlve structure function parametenzatlon, the systemat:c '

uncertainties on Ag and PlG are thhly correlated and the systematlc uncertainties
on P, and Pyg are hlghly anti-correlated. The lower bound on the gluon structure
function corresponds to the upper bound on Ag, the upper bound on Pig, and the

lower bound on PQG.*:. The upper bound on the gluon structure function corresponds
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to the lower bound on Ag, the lower bound on P, and the upper bound on
Py;. It is important to pay attention to these correlations when interpreting the
uncertainties on the parameters given in table 6.7. -

The systematic uncertainties on the parameters Ag, Pig, and P, are much
larger than the systematic uncertainti_es on the parameters A, P, and P,. This is
because, when evaluafing the uncertainties on the gluon structure function, we are
fixing the quark and anti-quark structure functions and putting all the uncertainty
in the cross section into an uncertainty in the gluon structure function. Since the
parameters are highly correlated, the parameter values can change a lot, though the
integral of the gluon structure function from z = 0.04 to z = 0.3 doesn’t change as

much The integral of the gluon structure function is.
/04 G(z)dr = 27+ 014+ 0T+ .04 ~(6.10)

where the first error is the statistical ﬁncertainty, the second is the experimental sys-
tematic uncertainty, and the third is the theoretical systefnatic uncertainty. Adding
the three errors in quadrature we confirm the existence of gluons to 3.3 standard
deviations. Our mean result predicts that 27% of the momentum of the proton

comes from gluons with fractional momentum between z = 0.04 and z = 0.3.

6.4 Conclusiens -

Data from the 1987 run of the Collider Detector at Fermilab has been
used to measure the two jet differential cross section d®c/dE,dn,dn, in proton anti-
proton collisions at 1/s'= 1.8 TeV. In this measurement, one jet was in the central
region (|n| < 0.6), where n; and 7, are the pseudorapidity of the two jets with
largest transverse energy in the event, and Et is the transverse energy of the cen-
trally produced jet. Lowest order QCD and the similarity of subprocess angular
distributions in the modified SES approximation have been used to extract from
the data a parameterization of the proton effective structure function. Using lowest

order QCD, and quark and anti-quark structure functions evolved from deep inelas-
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tic scattering (DIS) measurements, the gluon structure functlon of the proton has
been estimated from the measured two jet differential cross section. The two jet
dxﬁ'erentlal Cross sectlon effective structure function, and gluon structure functlon
are all in agreement w1th leadlng order QCD and DIS expectatlons

We have eompared the corrected two jet differential cross section with

an a.nalytlc lowest order QCD calculation using twelve dlfferent structure function o
theories and three dlfferent values of the Q? scale. We can only exclude the s1ng1e .
. structure function . MRS[13] set 2 when used w1th Q> = E’/4 (x = 90 for 32

degrees of freedom). Three combinations, DFLM[12] set 3 for Q2 Et2/4 DO[ll] :
set 2 for Q* = 4Et y and MRS[13] set 3 for Q*= Et2/4 had marginal x? (47, 50, and .

53 for 32 degrees of freedom) Each of the remaining thlrty-two combmatlons are " ;

in good agreement w1th our measurement ‘We have used simple’ parameterlzatxons,

for the effectlve structure functlon and the gluon structure function of the proton,‘

v and have extracted values for the parameters listed in table 6.6 and table 6. 7. The

emstence of gluons w1th1n the proton has been conﬁrmed to 3.3 standard devratmns
In conclus1on, high . transverse energy Jet productlon in pp colhs1ons at

Vs = 1.8 TeV is well described by the parton model. In particular, lowest or-

der QCD calculations using DIS structure functxons are sufficient to describe .the

measured cross section.
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Appendix A

Theoretical Details

A.l Angﬁlar Distributions

In the original SES approximation[20] the effective angular distribution

was the t-channel gluon exchange term:
JX) =x"+x+1+x"+x7 (A1)

where x = @/t = ¢m~™. This angular distribution, predicted for quark scattering
 with different flavors (gig; — ¢ig;), is the largest term in five out of eight subprocess
angular distributions (see table 2.2). However, at \/s = 1.8 TeV the two subpro-
cesses q¢g - q9 and g9 — gg dominate the overall pp — jet + X cross section for
P, < 200 GeV [74], and a better choice for the effective angular distribution is the

g9 — qg angular distribution
: 2
J00) = J(x) + g +3+x7). (A2)

Equation (A.2) was used as the effective angular distribution in our modified SES

approximation, presented in section 2.3.2. The gg — ¢gg angular distribution

' X
Jog(x) = Ji(x) + 2 - X+ D) (A3)

served as a systematic upper bound and Ji(x) served as a systematic lower bound

on the effective angular distribution.
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Figure A.1: The percent diﬁ'ereuce in two jet cross section between_loWesf'order-v.
~ QCD and three SES approximations. The aoproximation using the gg — gg erigu- :

lar distribution (dots) is always slightly higher than QCD (solid), while the origirx_al"
SES approkimation (dot-dashed) is lower than QCD. Our 'modified SES approxima-
tion (dashed), using the 'qg — g9 angular distribution, approximates lowest order-
QCD The calculation was for 75 < Et < 100 GeV and used EHLQ set- 1 structure

functlons

In ﬁgure A.1 we compare the differences in the two jet cross sectlon, be-
- tween three dlfferent SES approximations and lowest order QCD, as a function of
probe jet pseudorapidity. Note,that our modl‘ﬁed_SES approxunatlon is within 5%
of lowest order QCD, and is clearly a much better ‘epproximation than the original
SES a'pproxi.mation.’ The calculation, done for a Single E, 'nterv‘alv used EHLQ
set 1 structure functions and Q2 EZ. The companson depends on the structure :
functlons used; so it would be unwise to tune the effective angular d1$tr1but10n to
match lowest order QCD precxsely ‘At one extreme if there were only gluons in the
proton then the gg — gg distribution would be the natural choice. At the other
extreme, if there were onlyvquarks in the proton, then J;(x) would be a good choice.

However, there are both quarks and gluons in the proton, and the ¢g¢ — ¢g angular
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distribution is a reasonable choice for the effective angular distribution, while J,(x)
and the gg — gg angular distribution bracket our systematic uncertainty.
The mean result for the effective structure function, F(z), came from using

the gg — gg angular distribution of equation (A.2) for the unsmearing procedure

outlined in section 5.2. F(zx) extracted using the gg — gg angular distribution

was everywhere within —3% of our mean result, and F(z) extracted using J;(x)

was everywhere within +8% of our mean result. This difference was combined

in quadrature with the difference arising from uncertainties in the Q2 scale (See
Appendix A.2) to form the total theoretical uncertainty on the effective structure

function result.

A.2 oy

The convention we have adopted for the calculation of the strong .coupling
constant is the one accepted by the Particle Data Group [15] The strong coupling
constant a, is calculated with an analytlc expression in terms of the QCD coupling
parameter A. In this convention A increases as Q? crosses quark mass thresholds,
thereby taking into account the increased number of quark flavors that can partake
in internal quark loops. This convention is outlined in reference [15], and one of its
authors (1. Hmchhffe) has prov1ded us W1th the approprlate equatlons to transform
A from A1) o A() 5 Q? crosses the nth quark flavor threshold. Note that what
we.call Q2 throughout this thésis, is called u? by the authors of Vreferencev [15].‘ We
take A(Y) = A% = 0.2 [15] as the QCD coupling parameter with four quarks flavors.

The uncertainty in the measured value of A is not as significant as the uncertainty

in the @ scale mentioned below, and we neglect it. The eqﬁation for increasing A

as we cross the bottom mass threshold is given by

ADNET /1 mp 12\ 15 |
() — A® —b
A® = A0 (T ) b (3] ) (A.4)
and the equation for increasing A as we pass the top mass threshold is given by
AGCINT [ ([ my 12\] 5551 .
6) — A®) —t|
Am=A (mt ) o ([3w]) - (a8

-
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where we take m; = 5.0 GeV and my = 50.0 GeV. The final value of o, would be
only 2% less if we chose m; as high as 200 GeV, and this difference is insignificant
compared to the uncertainty in the Q? scale discussed below. - _ |
Since our jet E, is always greater than m;, the value of A we use in calcu-
lating @, is given by |
| A=AV @emd (A.6)
A® if Q> m? o

where we take Q? = 7. Then the value of a, is given at next to lowest order by
- [18] | o
| a,(Qz) _ 127 1 6(153 — 19n;) In[In (Q*/A?)] + e (A

(33 — 2n/)In (Q?/A%) (33 —2ny)* = In(Q?/A%)
. The value of a, is very sensitive to our choice of Q2 Once higher order correctlons
'_are calculated the theoretical prediction should be less sensitive to variations in the
choice of Q? scale, as partial calculations indicate[75], but until then we have to -
live with a large'.un‘certainty in subproceés cross section. We chose Q?=E? which -
is both a co_nventipnal choice, and a physically reasonable choice. Conventional,
' becanse it was chosen by UA2 in their structure function anaiysis (23]. Physically
reasonable because E,? characterizes the “scale” of the interaction, in the sense that
parton interactions with higher E; are less likely. There are, however, many other
‘ pnssible choices for _er which have been n_sed and can be made to agree with pp -
data by varying the value of the st.ructure'functions" afterall, only the produc.t of
structure functlons and subprocess cross sections is measured. o _
A reasonable range of Q% is E%/4 < Q* < 4E,*[10,74 75] We use this
| range to bracket our systematlc uncerta.lnty in Q2 when ca,lculatlng systematic un-
certainties in the extracted structure function. If Q% = E? /4 then 013 is approxi-
mately 10% larger than it is when Q? = E i Q? = 4Et then oy is approx1mately
 10% smaller. The resulting uncertamty in the extracted effective structure function
is approx1mately the same but is in the opposite d1rect1on if @* = E,*/4 then F(z)
is everywhere w1th1n -11% of the mean result and if Q? = 4E,* then F(z) is every-
where within +11% of the mean result. The resulting uncertainty in the extracted :
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gluon structure function is similar at low z but rises at high z: G(z) is £14% off
the mean result at £ = 0.04 and rises to +£22% oﬁ' the mean result at ¢ = 0.3.

As mentioned in Appendix A.1, the systematic uncértainty frorr;_the Q?
scale is combined in quadrature with the systematic uncertainty from the effective
angular distribution, to give the total theoretical systematic uncertainty in the

effective structure function. The theoretical uncertainty, shown in figure 6.6, is

small compared to the experimental uncertainty.

A.3 12 Resolution and K; Resolution

We have measured the K, resolution in the central calorimeters, and have
estimated from that resolution a measurement of the 7, resolution. The relation
between the two resolutions was given in equation (5.5) of section 5.1 without proof
or much discussion. Here is a simple derivation of that relation.

First, consider a two jet system with equal and opposite E, vectors in
the transverse plane. Then assume that the effects of calorimeter resolution and
QCD radiatibn can be treated as é, perturbation on the F; and ﬁg of that system.
Then assume that the perturbation is azimuthally symmetric with respect to the
jet axis, hence the perturbation which kicks a jet off ifs original axis produces the

‘same rotation in the ¢ direction as it does in the 0 direction, where 8 and ¢ are

the angles in spherical polar coordinates with the beam line as the z-axis. Then

there are two possible momentum kicks that the second jet receives, one is the
kick within the transverse plane, AP,,, and the othérv is the kick perpendicular to
that plane, AP,,, which are egualv by the assumption of azimuthal symmetry. The
transverse momentum kick received by each jet of the two jet system should sum
in quadrature to change the K,, of the two jet system by a total of AK;,, so the

transverse momentum Kick received by the second jet is given by

= AP, . (A9)

S
|

Equation (A.8) contains the assumption of azimuthal symmetry of perturbations

."’}
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- with respect to the jet axis. Equation (A.8) also cohtains the assumption that the |
| ﬁuctuatxons in K,, arise from mdependent fluctuations in each of the two jets Wthh
then sum in quadrature to give the total AK, N measured.

The relation between the 2 resolution and the K, resolution i is derived by
>con51der1ng the 7, deviation, A7,, resultmg from a transverse momentum devxatlon

APR,, and a longxtudmal momentum dev1at10n APz

o = \/( RFORSHGRE@RR (A9
25 . . . . S .
Substituting the value of AP, and AP,, from equation (A.8) iﬂto e'quationv (A9)
gives | | | B . S -
o AKt N 8772 6772 e i
o R (¥ )
We can write 7, as L
' 1 P2 + P, '
'm’5m3+nz (4-11)

and after performing the partial derivatives we have

I, tanhn, _ o o
i . (A12)

and .
opP,, P, cosh Ny ' (413

_ Substxtutmg equation (A.12) and equatlon (A 13) into equatlon (A. 10) a.nd us1ng a

hyperbolic identity gives
AK ¢,

\/_Ptzi .

and W1th the 2 — 2 kinematic assoc1at10n P, = E, equatlon (A 14) is the 7, reso-

(AM)

“lution relation given in equation (5.5) of section 5.1. Of course, this expression is
intuitively obvious if one simpliﬁes the argu_mént by saying we are in effect using the -
 resolution for the 7 re_soiution._ Then, since VAKt LR EtAéu equation A.14 imme-
diately follows from assuming the'qS ﬁuctuations'fof the two jefs sum in quadrafure;

This analysis measured thev'K t) résolutioﬁ in the central calorimeter, and

used equation (5.5) of section 51 to relate this resolution to the n; resolution in
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the central. The 7, resolution in the plug and forward calorimetry was taken to
be equal to the 7, resolution in the central calorimetry. We assumed that QCD
radiation and higher order processes are a larger effect on the 7, resolution than is
the roughly constant 7 segmentation of the calorimeter. This appears to be quite
valid, because the 7, resc;lution in the central is equivalent to a gaussian RMS
deviation of about .1 for 50 GeV jets and we know from ccmparing the jet axis
with the mean track axis that our expen'mental. n resolution on the axis of a single
jet is better than 2°(~ 0.03 units of pseudorapidity). Thus, the effects of QCD
radiation must dominate the n, resolution, and the 7, resolution should be similar
at large |n;| and small |n,|. In any case, this analysis uses very conservative bounds
when estimating the uncertainty on the 7, resolution function, and the systematic
uncertainty in the cross section is not signiﬁcanfly increased. The uncertainty in
the cross section due to the uncertainty in the jet FE, scale is around a factor of
10 larger than the uncertainty in the cross section due to the uncertainty in the 7,

resolution function.

<



141

Af)pend.i-x B

Gas G'aih

The basic fneasuring element of CDF gas calorimeters is the proportional
tube. A charged particle passing through the tube ionizes the gas, freeing primary
electrons to accelerate tbward a central anode wire maintained at high Voltage.,

These primary electrons become sufficiently energetic to ionize other atoms, freeing .

: sécondary electrons to do the same and thus creating an electron cascade. The ions

~created in this cascade drift radially outward away from the anode. These drifting

ions induce a signal in the anode wire of the proportional tube and on the cathode

pad of the proportiohal chamber. The integrated signal is proportional to the initial

| energy the charge particle deposited in the gas. The constant of proportlonahty is

referred to as the gas gain. v o

The gain of a gas calorimeter is constant only if the denSit_y of the gas and
the applied high voltage is constant. In a naive model [76] the gas gain, GG, is a
function of fractional changes in the den51ty Ap/p and voltage AV/ V

GG—aeb 6_07’2 : .' . o (Bl)

where a, b, and c are positive constants. Thus, the‘gas gain increases when either

the voltage increases, or the density of the gas decreases. Gas"c'ompositidn also -

- affects the gas gain. The CDF calorimeters aré maintained at a constant voltage,

but the gas density is not controlled and fluctuates with atmospheric pressure and

temperature. We monitor the changeé. in gas gain, fproduced primarily by changing
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pressure and temperature, using proportional gas gain monitoring tubes. For CDF

calorimeters and monitoring tubes b ~ 20 and ¢ =~ 9 are good rules of thumb.

B.1 Gas Gain System

A schematic overview of the gas gain system.is shown in figure B.1. The
system can be roughly broken down into four stages: monitoring tubes on (or in)
each calorimeter, electronics, data acquisition, and databasing and online calibra-

tion software.

B.1.1 Monitoring Tubes with **Fe Sources

CDF gas calorimeters used three kinds of monitoring tubes. All gas calo-
rimeters used cylindrical aluminum monitoring tubes called BRD tubes. The BRD
tubes Were mounted in thermal contact with the calorimeters and within the gas
flow to accurately reflect cak;rimeter gas temperature and pressure variations. T§v0
BRD tubes were placed on each quadrant of the FEM, and two on each qua,draﬁt of
the FHA, one on the gds inlet and one on the gas outlet of the chamber at shower
maximum. A dozen BRD tubes were used by the PHA, and a few BRD tubes were
used by the PEM. Each BRD tube was equipped with a temperature and pressure
transducer to monitor gas temperature and preséure. A special Gas Quality system
used a single BRD tube at constant femperature and pressure to monitor the en-
tire gas supply inlet and detect gas composition changes. The Gas Quality system
was upgraded in subsequent runs (1988) to feedback on the gas composition and
maintain a stable gas composition. |

In addition to BRD tubes, the PEM also used monitoring tubes within
the calorimeter gas vessel (KEK tubes) of the same dimensions and material as

the .calorimeter’s normal tubes. There were twenty-four KEK tubes inside each

endplug, located around the perimeter of the gas volume at || = 1.1, spaced every

- 30° in ¢, at two longitudinal depths. The PHA also used monitoring tubes of the

same composition and dimensions as the calorimeter’s normal tubes (LBL tubes);

©
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Figure B.1: Four stages of the CDF gas gain syétem are shown schematically.
Gas gain monitoring tubes on (or m) gas calorimeters, electronics, data acquisition,

and gas gain monitoring and calibration software.
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shown in figure 3.8a. All monitoring tubes had gold plated tungsten wires of 50 pm
diameter, the same wires as used by the gas calorimeters.

' To produce a gas gain calibration signal of known energy, all tubes em-
ployed *°*Fe radioactive sources. A 6 KeV atomic x-ray, resulting from K-shell
* electron capture in the 3°Fe source, was completely absorbéd by the gas in the mon-
itoring tube.” During the absorption process, the x-ray lib_erated approximately 200
primary electron-ion pairs. The probability of ionization was Poisson distributed,
resulting in a gaussian peak.with apprdximatefy 7% fractional width. We collected
the signal from the resulting electron casczvmde,i and fit the 6 KeV peak to a gaussian.

The position of the peak was a measurement of the gas gain.

B.1.2 Electronics and Data Acquisition

The following paragraph is a brief description of the CDF gas gain elec-
tronics and data acquisition system; for full technical detailé see reference [77].
The %°Fe source signal was integrated by a charge ihtegrating amplifier in a SMAC
(Source Monitoring Afnpliﬁér Card). The SMACs were in RABBIT crates (Redun-
dant Analog Bus Based Information Transfer), located by the calorimeter in the
collision hall. The integrated signal was split in two, half was sent to the trigger
via analog outputs (Fast Out’s) and half was delayed before being bussed to the
EWE (an Analog to Digital Converter in the RABBIT crate). The delay provided
time for the trigger to decide whether to read out the digitized signal. The trigger
consisted of discriminators which received the Fast Out’s, and a MALU (Majority
Logic Unit), in CAMAC crétes in the counting room. The MALU latched the input
pattern from firing discriminators and set a LAM (Look At Me) in the CAMAC
crate. An LSI processor, which was also the CAMAC crate controller, controlled the
trigger and data acquisition. The LSI received the LAM, read the MALU hit pat-
tern determining which tubes had received source signals, and commanded an IGOR
(Input Gated/Output Register) module to fetch the digitizedl signal. The commu-
nication between CAMAC and RABBIT took place between the IGOR module in
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the CAMAC crate and the IBU qume in the RABBIT crate. The digitized signal
was entered into a histogram in the LSI memofy} one histogram per tube. The
histegrams, each containing about a thousand counts underneath the G-K'eV peak,
‘were fit wifh' a gaussian, and then refit out to 1.5 o to obtain an accurate mea-
surement of the mean. Every 15 nxinutes, four LSI’s in four separate camac crates
have accumulated and fit **Fe spectra for over 100 monitoring tubes, completing
-a single gas gain data bcycle. In addition, temperature and pressure transdicers

located in the monitoring tubes, were read out by SAMs (Smart Analog Monitors)

.. at the beginning and end of each gas gain data cycle. The gas gain data from the'fit ,

~ (gaussian mean, error on the mean, width, error on the width, number of bins, and R

i ,chlsquare) and the tube temperature and ] pressure were saved in the’ LSI awaltlng'

; transfer to the VAX cluster. -

B 1. 3 Databasmg and Calibration Software

o A menu drlven computer program (GAS_DAQ), run on a VAX 750, down- .
loaded mstructlons to the CAMAC based LSIs to begin and end gas gain data
cycles or simply to cycle continuously. GAS_DAQ coordinated communication. be-
tween the VAX and LSI, uploaded the results of a gas gain data cycle, and placed
the data in the Gas Gain Data Base (GGDB ). The GGDB [78] automatically
stored gas gain data on disk, updated lists of the date and time of each gas gain
data cycle, and-updafed strip charts of the gas gain as a fnnction'of time for each
tube. A package of computer routines [79] allowed easy FORTRAN access to the
data base. A user-friendly monitoring program (GAS_.MONITOR), permitted quick
listing of gas gain data fro_m -e,ny date and time, and automafi-c histograniming'and
analysis of gas_gain data between any t'wo‘ dates and times. When a new CDF

physics data run was about to start, and new gas gain calibration constants were

needed, GAS_DAQ calculated the new calibration from gas gnin' data‘stored inthe = |

GGDB. The calibration constants were placed in the CDF Data Base (CDFDB).
The CDFDB saved cahbratlon data as a funct1on of CDF run number, while the
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GGDB saved gas gain data as a function of timé. The calibration constants were
automatically fetched by Run_Control (the program which coordinated CDF online
data acquisition) and were downloaded to the CDF trigger and the MX (a scanner
which reads out calorimeter data from the front end electronics). The CDF trigger
applied the calibrations to the calorimeter analog signals before triggering. The MX
applied the calibrations to the calorimeter digitized signal, converting the measured

charge directly into energy units before the data was written to tape.

B.2 Maintenance of Calibration

To maintain the test beam.ca.libration of the gas calorimeters we related
the calorimeter response to the response of monitoring tubes in the CDF collision
hall. When each calorimeter was being calibrated in the test beam, there was also a
gas gain monitoring tube present. Tesf beam measurements found a linear relation
between the response of the calorimeter and the response of the test beam monitor-
ing tube. To relate the response of the test beam monitoring tube to the response
of a monitoring tube in the CDF collision hall, a series of relative cross calibrations
were performed. Cross calibrations were needed to relate the test beam monitoring
tube’s intrinsic gain to the intrinsic gain of any tube. Other cross calibrations were
needed to relate the gain of a test beam monitoring tube’s electronics to the gain of
any given tube’s electronics. Using the measured relation between detector response
and tube response, and using the cross calibrations relating total response from one
tube to total response from another, we obtained a relation between the response of
any given monitoﬁng tube and the response of the calorimeter[80]. Measurements of
the monitoring tube response were then used to maintain the test beam calibration
of the gas calorimeters. _ | .

Studies of the monitoring tubes [81] indicated that during the 1987 run the
gas gain system monitored endplug gas gain to within 3.5%. Thus an estimated 3.5%
systematic uncertainty on the gas calorimeter absolute energy scale was expected

from this source. Most of this systematic uncertainty can be contributed to the

.{‘)

<t
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many steps of the cross calibration procedure The response of a given monitor

‘tube generally tracked (correlated with) the response of another monitor tube to

- better than 1% over the course of the run. The response of a gwen momtor tube

also tracked the inverse density to within about 2% (this larger vanatlon possibly

being caused by changes in gas composition as a function of time). If systematlc-

‘variations due to cross calibration and changes in gas mixture are ehmlnated the

gas gain system monitors gains to within 1% or better. v
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Appendix C

Gas Calorimeter Energy

Corrections

This appendix is a technical description of gas calorimeter energy correc-

tions produced by this author and applied offline by the CDF collaboration.

C.1 | Dead Wire Planes

During the 1987 run some of the wire planes in the gas calorimeters were
dead. This resulted in a mismeasurement of the energy in the plug and forward
calorimeters on the order of 10% for jets, with large quadrant to quadrant variations.
A correction method was devised and a correction module (DEDWIR) was written

to apply these run dependent corrections.

C.1.1 Tower Correction Algorithm

Define
Sector = 90 degree quadrant of PEM, FEM, FHA or 30 degree sector of PHA.
fi = Fraction of sector energy deposited in Ith wire plane on average.

{dl} = Set of all dead layers in sector (no voltage on wire).
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-The simplest method of eorrecting TOWE'Was to use the average longitudlnal‘

energy proﬁles. The average longitudinal energy profiles were measured using 25
GeV jets (uncorrected Ey, cone radius of 0V6) In ﬁgure C.1, we show the .aVerage
longitudinal profiles in percent versus layer number. These proﬁles were used to
define f; for the gas calorimeters. We corrected the energy of. all towers w1th1n a

sector by mnltnplymg those towers by

o .
Multiplier = ————
1- > f

I={dl}
C.1.2 Wire Correction Algorithm

Define |
{dc} = Set of all dead electronic channels on wire_cards for sector.
EGS,pad.= Energy of gas spikes subtracted from sector -toyyers by’FILT_GAS, ‘

P/W = Average pad over wire of sector.

EGs pad

Egs = Energy of gas sp'ikes-in'wires of sector= —P/-ﬁ,—.

E; = Energy in wire plane 1 before corrections..

E| = Energy in wire plane 1 after corrections.

_Egood = Sum of energy in good wire planes in sector before correctlons

ood— Z EI)

#{dl} .
13 {dc}

- Correcting the wire element banks was a bit more complicated. We had to account

for dead wire planes, dead electronic channels on the wire cards, and gas spike '
energy in the wires; FILT_GAS subtracted this energy from the sector'pads If the
wire plane was not HV dead and not electronically dead (good layers) we replaced- -

the layer energy in the appropriate wire element bank w1th

YEgs -

El E‘ - (E i
. goo
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Figure C.1: Average longitudinal energy profiles for each of the four gas
calorimeters: a) PEM, b) PHA, ¢) FEM, d) FHA. The vertical axis is the average
percent of total anode energy deposited in that calorimeter by jets with 25 GeV

total E;. The horizontal axis is the gas proportional layer number.
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If the wire plane was HV dead or electromcally dead (I € {dl }or{dc}) we replaced

the layer energy in the appropriate wire element bank with:

E/ ._ (Egood - EGS)fl ,

- X f)

1={dl}
i={dce} *

The original version of DEDWIR did wire corrections for endplug calorimeter_sonly.
C.2 PHA Sector' Response Map

As descnbed in section 3 3. 2 all the PHA " pads were 1mt1ally cahbrated
w1th radioactive sources. From these pad response maps, tower response maps were
calculated by averaging the response of the twenty pads in a tower. From the tower »
response maps sector response maps were calculated by averaglng the forty inner
towers of a PHA sector. The response of the thirty-two towers on the boundary of
a PHA sector were not used a more detaaled study of PHA response would have to.
include the response of these towers as well as losses in the cracks between sectors.

The average response of the twenty-four PHA sectors is listed in table C.1. The -

response is normalized to a nine tower average of the source response about the

standard tower used to set the PHA energy scale (sector 0, row 8, column 4). The

error listed is a statistical error, the RMS deviation of the forty tower responses
divided by +/40. The sectors were intentionally arranged with only slight variations
in response between ad_]acent sectors, however the sectors on the ‘west (0-11) have

lower average response than the sectors on the east (12-23). This response map was

‘available in the software module CALORIMETRY to correct the. energy of PHA

towers



Table C.1: PHA sector mean response to Cd'® sources.

Sector | Response | Error
0 0.990 [ .007
1 1.003 | .005

-2 0.991 | .005
3 0.971 | .005
4 0.975| .005
5 0.978 | .005
6 0.941 | .005
7 0.969 | .005
8 0.900 } .005

9 0.889 | .005
10 0.858 | .005
11 0.825 | .005
12 1.191 | .006
13 1.115| .005
14 1.106 | .005
15 1.098 | .005
16 1.083 | .004
17 0.992 | .007
18 1.050.{ .005
19 0.987 | .005
20 1.011 | .006
21 1.036 § .005
22 1.041 | .005
23 1.069 | .005 |
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