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ABSTRACT OF THE DISSERTATION 

 

Identification of Markers and Mechanisms in Infection and Immunity 

 

by 

 

Thomas Lafayette Hagan 

 

Doctor of Philosophy in Bioengineering 

 

University of California, San Diego, 2015 

 

Professor Shankar Subramaniam, Chair 

 

 Successful immune response to infection involves coordinated 

interactions among a myriad of cell types located across multiple tissues in the 

body.  As a result of the highly complex nature of this biological system, many 

of the mechanisms involved in generating immune responses, particularly at a 

molecular level, remain unknown.  Recent advances in high-throughput 



 

xvi 

technologies, along with the development of computational tools to integrate 

diverse data types and build comprehensive models of biological responses, 

are enabling insight into these molecular mechanisms at greater depth than 

ever before. 

 This dissertation details a systems biology approach to identifying 

reliable molecular signatures of immune response to vaccination and infection 

and utilizing these signatures to predict responsiveness to vaccination and 

improve understanding of the molecular processes underlying the immune 

system. Chapter 1 provides an overview of the field of systems vaccinology, 

which employs systems biology approaches to study vaccine response. 

Chapter 2 describes the development of a predictive classifier of influenza 

vaccine response, capable of discriminating between responders and 

nonresponders to vaccination through identification of distinguishing 

transcriptional signatures post-vaccination. In Chapter 3, the analysis of 

immune response to influenza vaccine is extended to examine age-associated 

changes in response, signatures of response longevity, and miRNA regulation 

of transcription post-vaccination.  Chapter 4 presents an integrated 

transcriptional and metabolic analysis of dendritic cells, an important innate 

immune cell, stimulated in vitro with LPS, a bacterial endotoxin that stimulates 

immune responses to infection.  Lastly, Chapter 5 discusses the potential 

impact of systems biology and predictive analysis on vaccine use and 

development, as well as future directions and challenges for this field. 
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Introduction 

Since Edward Jenner’s discovery in the late 1700’s that inoculation with 

the cowpox virus provided protection from smallpox infection, vaccines have 

emerged as one of the greatest public health tools in history.  The last 60 

years have established a golden age in the field of vaccinology, marked by 

events such as the eradication of smallpox by 1980 (Behbehani, 1983) and 

the development of polio vaccines in the 1950s, which have lead to near-

eradication of the disease (Ehrenfeld et al., 2009).  Despite the great success 

of these and other vaccines, there remain significant challenges for 

development of new vaccines against current global pandemics such as HIV 

and malaria.  Among the many problems facing this field are: (i) most currently 

used vaccines were designed largely empirically. As a result there is little or no 

understanding of what the correlates and mechanisms of protection are for 

many vaccines.  For example, although the two commercially available types 

of influenza vaccine, trivalent inactivated (TIV) and live attenuated (LAIV), 

provide similar levels of protection from infection (Sasaki et al., 2007), they 

generate significantly different immune responses.  TIV induces higher levels 

of IgG antibody secreting cells (ASCs) in the blood as well as higher levels of 

serum antibodies than LAIV in adults. This is likely due to the different routes 

of administration, as LAIV, which is administered as an intranasal spray, is 

thought to produce a more local response in the nasal mucosa and upper 

respiratory tract, including IgA (mucosal) antibodies and cellular immune 
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responses. As a result, the correlate of protection for TIV is generally 

considered to be serum antibodies, while the correlate of protection for LAIV is 

less clear (Sasaki et al., 2007). (ii) The path to licensure of candidate vaccines 

involves very lengthy and expensive phase IIB and III clinical trials to assess 

their efficacy and safety. These trials involve thousands of subjects and can 

cost hundreds of millions of dollars to complete. As a result, very few vaccine 

concepts are tested in phase III trials. For example, during the past 30 years, 

only 4 HIV-1 vaccine concepts have been tested for clinical efficacy (Barouch 

and Michael, 2014), and despite repeated failures, the correlates and 

mechanisms of protective immunity against HIV remain poorly understood. 

The conventional immunological methods, such as ELISA, ELISPOT, 

flow cytometry, etc., used to study vaccines have played a valuable role in the 

field of vaccinology, and will remain essential in evaluating responses to 

vaccination in the future.  However these approaches are generally only able 

to analyze a single or small number of components of the immune system at a 

given time, and are insufficient to analyze the full complexity of the structure 

and dynamics of the human immune system as a whole. This represents a 

critical obstacle towards understanding the molecular mechanisms by which 

vaccines generate protective immune responses and identifying meaningful 

correlates of protection. 

To address this issue, vaccinologists have turned to systems biology.  

By examining how coordinated interactions at a molecular level give rise to 
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immune responses, systems biology approaches enable a holistic view of the 

immune system and its many components.  This developing field provides 

many promising tools to overcome the challenges facing current vaccine 

development.  Enabling researchers to evaluate the immune responses of 

fewer subjects in a more in-depth and detailed fashion has the potential to 

dramatically improve our understanding of the mechanisms of protection of 

novel vaccines and decrease the length and costs of current clinical trials. 

 

Systems vaccinology 

Within the past 20 years, advances in high-throughput technologies 

have granted researchers the ability to interrogate the properties and 

abundances of entire classes of molecular components within the cell.  For 

example, development of lower cost next-generation sequencing technology 

has facilitated the growth of transcriptomics, which seeks to measure the 

expression of all RNA transcripts within a cell or population of cells.  By 

sequencing and mapping mRNA transcripts, RNA-sequencing enables the 

accurate quantification of gene expression as well as simultaneous 

identification of RNA structure such as transcription start site and exon 

usage/splice junctions, the regulation of which has been shown to play an 

important role in many biological processes, including within the immune 

system (Carpenter et al., 2014; Funderud et al., 2009).  Simultaneously, in the 

growing domain of metabolomics, analytical chemistry techniques such as 
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liquid chromatography-mass spectrometry (LC-MS) have been harnessed to 

identify and quantify the set of metabolites within cells or tissues (Patti et al., 

2012).  Changes in metabolic activity are an important component of both 

innate and adaptive immune responses (Kominsky et al., 2010), such as the 

recognized role that lipid metabolism plays during inflammation (Bensinger 

and Tontonoz, 2008; Kominsky et al., 2010; Libby et al., 2011).  

Systems vaccinology is an emerging field that applies such ‘omics’ 

technologies, in combination with bioinformatics tools such as transcriptional 

network analysis and predictive modeling, to study immune responses to 

vaccination (Nakaya et al., 2012; Pulendran, 2014; Pulendran et al., 2010).  As 

a systems-based approach, it aims to use data generated through high-

throughput measurements in the context of vaccination to characterize the 

interactions between individual components of the immune system in the 

interest of understanding and predicting behavior of the system as whole.  

This includes analysis of transcriptional, signaling, and metabolic pathways 

whose activity is perturbed in the various cells of the immune system in 

response to vaccination, as well as identification of molecular signatures that 

are predictive of various measurements of protection from infection.  The 

knowledge obtained through these analyses can aid in the rational design of 

new vaccines that generate long-lasting protection and induce improved 

responses in populations with diminished immune function such as the elderly. 
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5 year historic perspective 

The first examples of the use of such approaches to study responses to 

vaccination were performed on the yellow fever vaccine (Gaucher et al., 2008; 

Querec et al., 2009).  This vaccine contains a live-attenuated strain (YF-17D) 

of the yellow fever virus, which induces potent and long-lived CD8+ T cell and 

neutralizing antibody responses (Pulendran, 2009; Pulendran et al., 2013). By 

combining high-throughput measurements such as microarray gene 

expression profiling and multiparameter flow cytometry with computational 

modeling, we were able to detect a regulated network of interferon and innate 

antiviral genes that were induced post-vaccination in peripheral blood 

mononuclear cells (PBMCs) (Querec et al., 2009).  An independent YF-17D 

study by Gaucher et al. revealed induction of similar transcriptional responses 

to vaccination, including type I interferon and inflammatory pathways (Gaucher 

et al., 2008).  In addition to examining innate immune pathways activated by 

vaccination, we successfully identified unique gene signatures that were 

capable of accurately predicting the CD8+ T cell and neutralizing antibody 

responses, respectively (Querec et al., 2009). The predictive CD8+ T cell 

signature contained complement protein C1qB and eukaryotic translation 

initiation factor 2 alpha kinase 4, which is an orchestrator of the integrated 

stress response.  Meanwhile the B cell growth factor receptor TNFRSF17 was 

among the genes included in the antibody response signature.  This work 

demonstrated for the first time that the immunogenicity of a vaccine could be 
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successfully predicted using early transcriptional measurements within 1 week 

of vaccination. 

Following these initial studies, systems biology approaches have been 

used to examine immune responses to vaccines against a wide range of 

pathogens, including influenza (Bucasas et al., 2011; Nakaya et al., 2011), 

malaria (Vahey et al., 2010), smallpox (Reif et al., 2009), and HIV (Zak et al., 

2012).  In particular, as YF-17D is a live-attenuated vaccine that induces an 

acute viral infection, the study of influenza vaccination (TIV) enabled 

investigation into to whether or not similar methods could be used to identify 

molecular signatures predictive of response to an inactivated vaccine.  We 

identified transcriptional signatures related to the expansion of plasmablasts 

and the unfolded protein response within B cells on day 7 post-vaccination that 

correlated with and were predictive of day 28 influenza-specific antibody 

responses (Nakaya et al., 2011). Indeed, these findings were consistent with 

studies by Bucasas et al. (Bucasas et al., 2011) and Obermoser et al. 

(Obermoser et al., 2013). Interestingly, TNFRSF17, which was predictive of 

antibody responses to YF-17D, also appeared in the signatures predictive of 

TIV response (Nakaya et al., 2011).  Recently, Tsang et al. (Tsang et al., 

2014), and Furman et al. (Furman et al., 2013) have extended this approach to 

search for baseline signatures capable of discriminating between high and low 

responders to vaccination.  However, possibly due to limited sample sizes and 

weaker signal at baseline, neither study was able to successfully predict 
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antibody response using baseline transcriptional measurements alone.  

Instead, Tsang et al. utilized cell subset frequencies, while Furman et al. 

generated a model based on transcriptional modules, serum cytokines, cell 

subset frequencies, and pre-existing antibody titers.  Additionally, as these 

studies were conducted using cohorts from an individual flu season, the effect 

of changes in influenza strains included in the TIV vaccine on the performance 

of these models remains to be examined.  To address this question, we are 

performing a comprehensive analysis of over 400 adults vaccinated with 

seasonal TIV during 5 consecutive influenza seasons (Nakaya et al., 

manuscript in preparation).  This analysis is an important step towards 

generating robust and clinically relevant signatures that can be used to predict 

the efficacy of vaccines in clinical trials. 

Among the vaccines under investigation, malaria is one for which a 

human challenge model exists, allowing for identification of subjects who are 

protected from or susceptible to infection (Chulay et al., 1986).  Vahey et al. 

used this model, in which subjects vaccinated with the RTS,S malaria vaccine 

were challenged using mosquitos infected with an antimalarial-sensitive strain 

of Plasmodium, to identify transcriptional signatures in PBMCs capable of 

discriminating between protected and nonprotected vaccinees (Vahey et al., 

2010).  Protected subjects had increased expression 2 weeks post-vaccination 

(but before challenge) of genes involved in the immunoproteasome 

degradation pathway, involved in MHC peptide processing, compared to 
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subjects who developed parasitemia (Vahey et al., 2010). These systems-

based approaches can be used to identify early signatures of efficacy of other 

vaccines for which human challenge models have been developed, such as 

typhoid (Marwick, 1998; Waddington et al., 2014) and Shigella (Bodhidatta et 

al., 2012), enabling rapid evaluation of novel candidate vaccines in future 

clinical trials. 

A critical question is the degree to which transcriptional responses to 

vaccination were conserved across vaccines, and whether or not there are 

universal signatures capable of predicting antibody responses to vaccination.  

To this end, we used a systems-based approach to compare signatures 

induced by different types of vaccines [YF-17D, LAIV, TIV, the carbohydrate 

meningococcal vaccine (Menimmune), and the conjugate meningococcal 

vaccine (Menectra)] (Li et al., 2014).  We observed that while recall antibody 

responses to inactivated vaccines (e.g. seasonal influenza vaccine, diphtheria 

toxoid component of the conjugate meningococcal vaccine) were associated 

with transcriptional modules related to plasmablast differentiation, the antibody 

responses of live-attenuated vaccines (e.g. yellow fever vaccine) were highly 

correlated with modules involving innate immunity and type I interferon 

responses.  Meanwhile, antibody responses to polysaccharide components of 

the meningococcal vaccines were associated with increased proinflammatory 

cytokines as well as activation of antigen-presenting cells (Li et al., 2014).  
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Thus, these preliminary results suggest that vaccine-induced signatures of 

immunity are significantly dependent on the class of vaccine in question. 

Finally, systems approaches could also potentially be used to identify 

signatures of vaccine safety. Adverse reactions to vaccination pose major 

regulatory challenges to vaccine development. Relatively mild adverse 

reactions such as transient fever, local swelling at the injection site are fairly 

common and occur within a few hours or days after vaccination. The more 

serious adverse reactions such as the often fatal viscerotropic disease caused 

by yellow fever vaccination are very rare (1 in 250,000 cases (Pulendran, 

2009)). The ability to identify signatures at baseline that would be predictive of 

such adverse reactions would thus represent an important advance, however 

a major obstacle to this is the rarity of such serious adverse events. In this 

context, detailed immunological characterization of a patient who developed 

viscerotropic disease after yellow fever vaccination, revealed a 200-fold 

expansion of CD14+CD16+ inflammatory monocytes during the period of 

disease, and a 20-fold elevation in the numbers of such cells even during the 

convalescent phase, long after the virus had been cleared (Pulendran et al., 

2008). This raises the possibility that the persistently elevated levels of the 

CD14+CD16+ inflammatory monocytes may have predisposed this subject 

towards viscerotropic disease after vaccination with the yellow fever vaccine. 

The further evaluation of this possibility is stymied by the rarity of these 

adverse reactions, and the difficulty in obtaining samples to perform detailed 
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analysis. Future efforts should thus be aimed at creating a clinical 

infrastructure that would facilitate the acquisition of samples from vaccine 

adverse reactions at multiple time points, including the convalescent phase. 

 

Drowning in a sea of big data 

The revolution in high-throughput technologies has created a dramatic 

change in the landscape of biological research: with such large amounts of 

information generated with each experiment, we are now ‘drowning in a sea of 

big data.’  A cornerstone of successful systems vaccinology is the ability to 

extract meaningful knowledge from this wealth of data, and then to harness 

this knowledge to generate improved biological understanding of the immune 

system’s response to vaccination.  In the first transition, from data to 

knowledge, statistical approaches (Jeffery et al., 2006) are generally used to 

identify sets of genes, metabolites, etc. that undergo significant changes 

during system perturbation (e.g. before and after vaccination).  However, a 

simple list of differentially expressed genes or metabolites is not highly 

informative, and may contain false positives.  One approach to improve this 

type of analysis is to integrate expression measurements with a priori 

knowledge about the interactions and co-expression of genes within a given 

biological context.  One such bioinformatics tool is gene-set enrichment 

analysis (Subramanian et al., 2005), which identifies enrichment of biologically 

relevant groups of genes (modules) within gene lists ranked by response to 
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perturbation.  This can be performed using manually curated sets of biological 

pathways, such as the Kyoto Encyclopedia of Genes and Genomes (Kanehisa 

et al., 2006) and Reactome (Vastrik et al., 2009) databases, or through 

extraction of gene modules from existing data by searching for groups of co-

expressed genes across experimental conditions or biological contexts 

(Chaussabel and Baldwin, 2014; Chaussabel et al., 2008; Li et al., 2014).  

MSigDB, a popular gene set database, contains collections of both types 

(Liberzon et al., 2011).  Examining changes in activity of pathways or modules 

rather than individual genes reduces noise and appearance of false positives 

while simultaneously providing improved biological meaning and functional 

context to the data analysis. 

Differential transcriptional pathways and networks can also be coupled 

with feature selection and machine learning algorithms (such as those 

mentioned in the previous section) to generate biologically informative 

predictive signatures of vaccine response (Fig. 1.1).  These signatures can be 

used to assess vaccine efficacy and identify subjects at risk for infection.  In 

addition, analysis of predictive pathways can yield insight into the mechanisms 

responsible for deficient immune responses.  Once predictive signatures are 

generated using the data at hand, they should be validated in independent 

cohorts to ensure their robustness across diverse populations. 

While the knowledge of biological pathways activated or suppressed in 

response to vaccination is useful in its own right, achieving deeper 
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understanding and control over the mechanisms by which vaccines induce 

protective immune responses requires human knowledge and insight coupled 

with traditional methods of experimental validation.  Ideally, observations 

made through high-throughput data analysis can help generate biological 

hypothesis that are then tested in animal models such as knockout mice.  

Recently our group has used this approach to identify a novel role for the 

integrated stress response, mediated by EIF2AK4 [eukaryotic initiation factor 2 

α-kinase 4, also known as general control nonderepressible 2 kinase (GCN2)], 

in stimulating autophagy and antigen presentation within dendritic cells during 

response to YF-17D (Ravindran et al., 2014).  In our original systems biology 

analysis of the YF-17D vaccine, expression of GCN2 in PBMCs on day 7 post-

vaccination was shown to be predictive of the later CD8+ T cell response 

(Querec et al., 2009).  As a regulator of the integrated stress response, 

accumulation of uncharged tRNA during amino acid starvation activates GCN2, 

which results in phosphorylation of eukaryotic initiation factor 2 α (eIF2α). This 

process leads to reduced activity of the eIF2 complex, resulting in reduced 

rates of protein synthesis and stress granule formation (Anderson and 

Kedersha, 2002).  However, GCN2’s role in immune responses is not clear.  

The capability of GCN2 expression to predict CD8+ T cell responses to YF-

17D led us to believe that this kinase may be important for priming of the 

adaptive immune response.  Follow up work in mice revealed that YF-17D 

induced amino acid starvation in dendritic cells, inducing autophagy and 
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antigen cross-presentation in a GCN2-dependent manner (Ravindran et al., 

2014). This reveals an unappreciated connection between the ancient nutrient 

sensing pathway and elicitation of adaptive immunity by dendritic cells. 

Another mechanistic discovery enabled by a systems vaccinology is the 

role that the intestinal microbiota play in stimulating antibody responses to 

vaccination.  This development was prompted by the finding in our systems-

level analysis of human immune responses to TIV vaccination that expression 

of the toll-like receptor TLR5 on day 3 post-vaccination was significantly 

correlated with the day 28 antibody response (Nakaya et al., 2011). As TLR5 

is a receptor specific for flagellin, the protein subunit of bacterial flagellum, its 

association with antibody response to a viral vaccine was unexpected.  The 

importance of TLR5 sensing of intestinal bacteria during TIV vaccination was 

confirmed in experiments with antibiotic treated, germ-free, and TLR5-/- mice, 

all of which experienced significant reduction in antibody responses after TIV 

vaccination compared to controls (Oh et al., 2014).  Further work 

demonstrated that sensing of flagellin by TLR5 promoted plasma cell 

differentiation directly and by stimulating lymph node macrophages to produce 

plasma cell growth factors.  Interestingly, the loss of intestinal microbiota did 

not result in reduction of humoral responses to adjuvanted vaccines or the 

live-attenuated YF-17D vaccine, indicating that the microbiota may be acting 

as a natural adjuvant in the absence of other sources of immune stimulation.  

As the microbiome is affected by diet and varies widely across the world 
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(Arumugam et al., 2011), gut microbial composition adds another layer of 

diversity in the human population that should be considered in future studies of 

immune responses to vaccination. The experimental evaluation of the role of 

the microbiome in promoting immunity during vaccination in humans is 

ongoing. 
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Figure 1.1 Predictive analysis of vaccine response. 
The goal of predictive analyses is to identify early transcriptional signatures 
capable of predicting vaccine-induced immune responses.  Integration of 
transcriptomic measurements with gene co-expression networks or biological 
pathways provides improved functional understanding of the immune 
processes activated in response to vaccination.  These gene or module-level 
features can then be used as inputs to feature selection and machine learning 
algorithms.  Such tools enable identification of molecular signatures that are 
predictive of responses to vaccination, such as antibody or T cell responses.  
Once predictive signatures are verified through blind prediction of independent 
datasets, they can be employed in a clinical setting to rapidly identify 
vaccinees with deficient responses and assess vaccine efficacy. 
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Chapter 2: Predictive analysis of response to influenza vaccination 

  



 

 

18

Introduction 

 Influenza is a major public health problem, causing on average three to 

five million cases of severe illness and about 250,000 to 500,000 deaths per 

year worldwide (WHO, 2014).  Annual vaccination has been established as 

one of the most effective methods for preventing influenza.  However, 

vaccination does not always confer protection from infection, particularly in the 

elderly, who exhibit diminished responsiveness.  For the trivalent inactivated 

influenza vaccine (TIV), serum antibodies have been established as a 

correlate of protection from infection (Sasaki et al., 2007).  However, there is a 

significant delay of around 10 days between vaccination and peak antibody 

response (Halliley et al., 2010), which makes evaluation of vaccine response 

difficult in a clinical setting.  A diagnostic test capable of identifying at early 

time points (or potentially even before vaccination) patients who will not 

respond to the vaccine would allow these patients to recieve alternate 

treatments to ensure their protection against infection, as well as provide 

researchers with a better understanding of the immune system’s response to 

vaccination. 

 There have been several previous studies aimed at identifying markers 

of antibody response to the influenza vaccine. Nakaya et al. (Nakaya et al., 

2011) used a SVM-based approach called ‘discriminant analysis via mixed 

integer programming’ (DAMIP) to identify several sets of 2-4 genes whose 

expression levels using day 3 or day 7 fold change data were predictive of 
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antibody response to the influenza vaccine. Not suprisingly, many of the genes 

identified on day 7 were associated with the adaptive immune response and 

are highly expressed in ASCs. However they did identify some novel markers, 

such as CAMK4, a calcium-dependent protein kinase that was negatively 

correlated on day 3 with the antibody response. CAMK4 had been previously 

implicated in T cell development and inflammatory responses, but not in B cell 

development. They were able to show through follow-up experiments in 

knockout mice that loss of CAMK4 does increase the antibody response to 

vaccination in mice by up to 6.5-fold. In another study, Furman et al. (Furman 

et al., 2013) examined features of baseline samples from 89 vaccinees using a 

logistic regression model in an attempt to identify pre-vaccination markers of 

antibody response. They characterized a variety of parameters from the 

baseline blood samples such as gene expression (using microarrays), serum 

cytokine levels, antibody levels against particular hemagglutinin peptides, and 

cell subset phenotypes. Among the markers that negatively correlated with the 

antibody response were the subject’s age and pre-existing hemagglutinin 

antibodies, both of which have been previously implicated in reducing 

responsiveness to vaccination. In addition, they identified several gene 

modules related to apoptosis that positively correlated with antibody response. 

They hypothesized that apoptosis was required for turnover of old memory B 

cells that are not likely to be cross-reactive to new strains of influenza, which 
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creates room within the B cell compartment for expansion of ASCs which are 

reactive to the novel strains in the vaccine. 

 While both of these studies made interesting discoveries, they did suffer 

from certain limitations. The gene sets of Nakaya et al. were identified using 

fold change data, normalizing the day 3 or day 7 expression values to the 

baseline expression for each subject. If the conclusions of Furman et al. that 

there are gene expression markers within the blood at baseline which are 

predictive of antibody response are correct, using fold change gene 

expression values results in a loss of useful information. In addition, using fold 

change measurements is less ideal for diagnostic purposes as it requires two 

measurements, thereby doubling the cost and inconvenience for the patient. 

Meanwhile, Furman et al. used data obtained from a single flu season and 

location, meaning that their model could suffer from flu strain or location 

specific biases. Furthermore, although both studies claim to perform feature 

selection, neither SVMs nor logistic regression algorithms are methods for 

feature selection. In both cases it is left unclear how the dimension of the data 

was reduced in order to build their models (containing 2-4 inputs for Nakaya et 

al. and up to 16 inputs for Furman et al.). Depending on how these inputs were 

chosen, especially if large numbers of features were tested as inputs for the 

models, as well as which portion of the dataset was used during this 

procedure, it is quite possible that overfitting is occurring. 
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 With this previous work in mind, the goal of this study is to identify 

robust early markers that are not strain or population specific from the RNA 

levels of isolated peripheral blood mononuclear cells (PBMCs) which are 

predictive of the later antibody response to the influenza vaccine, and to 

develop, using machine learning approaches, a classifier which is capable of 

accuractely preditcing antibody response to vaccination based on these early 

biomarkers. The identification of these markers using biologically informed 

methods of feature selection, as well as information gained by examining the 

output of the classifier (phenotypes and demographics of misclassified 

patients, effect of flu strain type on accuracy, etc.) will allow us to form 

biologically testable hypotheses about the immune response to vaccination 

and the mechanisms by which this response fails in certain patients, as 

depicted in Figure 2.1. 

 The dataset available to us consists of microarray data from isolated 

PBMCs on days 0, 3, and 7 post-vaccination and corresponding antibody titers 

from hemagglutination inhibition (HAI) assays 28 days post-vaccination of 212 

total vaccinees from 5 separate flu seasons and 2 separate locations (Atlanta, 

GA and Miami, FL). Microarray data was normalized using the robust multi-

array average algorithm (RMA) (Irizarry et al., 2003) and adjusted for batch 

effects between trials using ‘ComBat’ software (Johnson et al., 2007). Of the 

212 subjects, 54 are elderly (65 or older) and 15 have type II diabetes. This 

large and heterogeneous dataset will provide us with the statistical power 
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required to detect signal from noise, as well as the ability to identify reliable 

markers which are not strain, age, or population specific. Based on the FDA’s 

definition of seroconversion as an HAI titer of 1:40 or more and a minimum 

fourfold increase in antibody titer after vaccination (FDA, 2007), for preliminary 

analysis and comparison with previous work, the subjects have been classified 

as ‘low responder’ or ‘high responder’ according to whether or not they meet 

the criteria for seroconversion for at least 1 of the 3 strains included in the 

vaccine. The number of high and low responders in each of the 5 trials 

according to this criteria is listed in Table 2.1. It is noteworthy that in all trials 

except 2009 and 2011 there are significantly more high responders than low 

responders, which reflects the fact that flu vaccines are generally effective. 

However this bias should be kept in mind during the development of a 

classifier, as optimizing for overall accuracy will result in reduced ability to 

properly identify low responders (low specificity or high false positive rate). For 

initial analysis, the dataset was divided by randomly selecting 15% of the 

samples from each trial to create a testing set, and the remaining samples 

were used for training. 

 

Feature selection 

 The goal of machine learning algorithms is to find the boundary or 

boundaries that optimally separate the samples within the feature space 

according to their labels. As such, a crucial step in building a well performing 
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classifier is selecting features to represent the samples such that samples are 

well separated according to their class label within the feature space. This step 

is particularly challenging with datasets such as this one because microarrays 

provide readouts for a very large number of probes (around 50,000 in this 

case) but are fairly costly to generate, resulting in a small number of samples. 

This results in a dataset with dimension p that is much larger than the sample 

size n, sometimes refered to as ‘high dimension, low sample size’ (HDLSS) 

data or ‘large p small n’ data. These types of data are challenging to work with 

because standard statisical methods are not well equipped to distinguish 

between true differences and randomness in this limit. 

 Using standard statistical tests in an undirected way ignores biological 

knowledge about the system that may increase our ability to detect predictive 

features. For example, interaction networks such as protein-protein interaction 

or transcription factor-target networks provide information about which groups 

of proteins (and their corresponding genes) are likely to be simultaneously 

expressed during a particular biological response. One way to include such 

information is to use these networks to find groups of genes whose aggregate 

expression distinguishes between two groups of samples. One such 

procedure, PinnacleZ, was developed by Chuang et al. (Chuang et al., 2007). 

In this algorithm, gene expression data is mapped to a given interaction 

network, and then a greedy search algorithm is used to find subnetworks of 

genes whose aggregate expression differentiates between the two classes of 
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samples. Significance testing is then performed either by generating a null 

distribution of random subnetworks, or by repeating the search using randomly 

permuted class labels. In their paper, Chuang et al. show that this method 

provides more accurate and robust prediction than simply using gene-level 

features on a metastatic versus non-metastatic breast cancer dataset. It 

makes sense that these features will have reduced variability because by 

using an aggregate expression value some of the inherent noise in the 

microarray measurements will be averaged out. Once significant modules are 

identified, they can be added as inputs to the classifier. In a technique called 

forward selection (a method which is applicable to any feature type), the 

identified features are added one at a time to the set of inputs, selecting the 

feature which increases the accuracy by the greatest amount at each iteration. 

This continues until the accuracy stops increasing significantly, such that near 

maximum accuracy is achieved while minimizing the complexity of the 

classifier (in terms of number of inputs). 

 This algorithm, when applied to the flu dataset, should help to identify 

networks of genes within pathways that are crucial to succesful antibody de- 

velopment in response to vaccination. However, initial analysis using selected 

modules as inputs to an ANN classifier in Figure 2.2 reveals that there is 

overfitting of the modules to the training data even when only using modules 

considered to be very significant by the PinnacleZ algorithm (p<0.05). As 

inputs are added to the classifier using forward selection, the training accuracy 
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continues to increase while the tesing accuracy does not, resulting in a training 

accuracy much higher than in testing. It is likely that this overfitting is 

generated as a result of the large number of possible combinations available 

to the algorithm during module generation. Because there are such a large 

number of interactions (�200,000 known interactions for the human network), 

the number of possible subnetworks is essentially infinite. The performance of 

a given module is supposedly compared to a distribution of random 

subnetworks as a signifigance test (Chuang et al., 2007). This will determine 

whether the perfomance of the module is better than those generated 

randomly, and should indicate that the selected modules contain genes 

involved in the biological response in question. However, because the 

algorithm is greedy (any gene which improves the t-test or mutual information 

score is included) and there are many options available due to the large 

number of interactions, it seems likely that although a selected module may 

perform better than random because some of the genes are truly relevant to 

the bioloigcal process, there will also be some genes included in the module 

that happened to increase the score on the training data by chance but are not 

bioloigcally involved. This type of overfitting was not addressed by the authors. 

 One possible approach to reduce the inclusion of overfitting genes into 

modules is to perform module generation on smaller portions of the training 

data, and then to look for common modules or sub-modules. In this particular 

case, the training data is easily separated into the 5 trials. As a first approach, 



 

 

26

modules were generated using a leave-one-trial-out (LOTO) setup where the 

training data for each trial was left out once and modules were generated 

using the remaining training data. Modules generated from leaving the 2008 

trial out were chosen as a basis, and were compared to the significant 

modules from the other LOTO cases. Those with a Jaccard index (size of 

intersection/size of union) of at least 0.20 with another module in each LOTO 

case were chosen as inputs to the ANN, and the results are also shown in 

Figure 2.2. Although the testing accuracy was still lower than training, it was 

encouraging that the accuracies followed the same trend as addtional inputs 

are added to the classifier. Unfortunately there were very few modules (5) that 

matched this criterion and the accuracy was still increasing once all 5 modules 

had been included. 

 Another approach to reducing overfitting during feature selection, in the 

context of transcriptional data, is to map gene expression values onto pre-

defined biological pathways, rather than generating ad hoc modules.  An 

additional benefit to this method is that it makes interpretation of results more 

straightforward, as each feature is established as relating to a particular 

biological function.  To implement this mapping, we utilized Gene Set 

Enrichment Analysis (GSEA) (Subramanian et al., 2005), an algorithm that 

generates enrichment scores for sets of genes based on their aggregate 

location in a ranked list (in this case using post-vaccination fold-change), to 

generate enrichment scores for a set of gene modules previously developed 
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by Li et al. (Li et al., 2014).  Li et al. defined these ‘Blood Transcriptional 

Modules’ (BTMs) through co-expression analysis across many publicly 

available datasets containing gene expression from human blood samples, 

which contain many circulating immune cells.  These modules were then 

manually annotated to identify the biological processes that the member genes 

reflected.  Utilizing features generated from large amounts of external data 

(~500 data sets and ~30000 samples) allows us to identify highly robust 

signatures of response that are not context or dataset specific.  The results of 

our predictive analysis using BTM features are described in Chapter 2. 

 

Classification using artificial neural networks 

 Once features have been identified which represent as reliably as 

possible the differences in biological response, the next step is to train a 

machine learning algorithm using these features as inputs so that it can then 

make predictions on future samples whose antibody response is unkown. 

There are many different algorithms that are suitable for this task. Some of the 

more common algorithms applied to bioinformatics problems are logistic 

regression, classification trees, k-nearest neighbor algorithms (k-NNs), support 

vector machines (SVMs), and artificial neural networks (ANNs) (Larranaga et 

al., 2006). There is no consensus on which algorithm is best to use, even 

when restricted to microarray data, and the algorithms show varying orders of 

performance depending on the dataset, feature selection method used, and 
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author of the study. However, neural networks have advantages over linear 

methods such as logistic regression because they are nonlinear and are 

therefore able to capture nonlinear relationships between the features and the 

output, and they have been shown to outperform other methods such as 

SVMs and k-NNs at least on some datasets (Cho and Won, 2003). In addition, 

part of the success of a particular method comes from the author’s familiarity 

with the algorithm and ability to make necessary adjustments. It was with this 

in mind that neural networks were chosen as the initial algorithm for 

classification on this dataset.  Furthermore, the most important task in 

development of classifiers for high-dimensional data is to identify features that 

provide the best separation between classes, because if the samples are well 

separated in the feature space the classification will be successful 

independent of which method is used. Similarly, if there is very little or 

unreliable separation in the feature space all classification algorithms will 

perform poorly. 

 A standard two-layer neural network works by passing the input vectors 

into a set number of first layer neurons, with a weight assigned to each 

dimension of the input vector for each neuron. A transfer function (typically 

sigmoidal) is then applied to the result. The outputs of the first layer neurons 

are then passed into the second layer (output) neuron according to the 

weights assigned to each first layer neuron, as seen in Figure 2.3. When using 

a sigmoidal transfer function in the second layer, the output of the network will 
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range between 0 and 1. A hard limit function can be applied to this output, 

limiting the output to either 0 or 1. This effectively creates a boundary in the 

input space, such that samples which fall on opposite sides of the boundary 

will be classified into two separate groups. It can be shown that with this setup, 

it is possible to generate any desired classification boundary within the input 

space, with the complexity of the boundary being determined by the number of 

first layer neurons. During training, the algorithm uses training samples to 

determine how to adjust the weights of the network (using gradient descent or 

similar methods) such that the classification error is minimized. Overfitting is 

prevented by reserving a random portion of the training data for validation, and 

stopping training when the validation error begins to increase, a technique 

known as early stopping. 

 Because a random portion of the training data must be reserved for 

validation when using early stopping, repeated runs of the algorithm will use 

slightly different training sets and therefore have slightly different classification 

boundaries. In addition, different initial weights of the network (which are 

randomly generated) can cause the algorithm to reach a different final 

boundary. To take this variation into account, one can create a classifier 

composed of a committee of base classifiers (neural networks or other 

algorithms) using a technique known as ‘bagging’. Each committee member is 

created by training a single classifier on a random partitioning of the training 

data into training/validation. The output of the ensemble classifier is then 
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determined by a majority vote of the members of the committee. By averaging 

over the variation caused by initial weighting and training/validation 

partitioning, this method has been shown to increase the accuracy and reduce 

the variability of classification when using neural networks and other methods 

(Opitz and Maclin, 1999).  In addition to these benefits, ensemble methods 

provide an intuitive way to estimate the confidence of prediction. If a sample 

receives unanimous voting by the committee into a particular class, that 

indicates that the prediction is independent of initial weighting or training data 

partitioning and that one can be fairly confident that the classification is 

accurate. However if a sample recieves a highly split vote, such as 60%/40% 

between the two classes, the sample must lie close to the classification 

boundary within the feature space such that noise in the system from the 

aforementioned sources can cause the sample to fall on either side of the 

boundary, and therefore one should be less confident in the classification of 

this sample. It is then possible to place a threshold on the votes such that 

samples which recieve less than the required number are labeled as ‘low 

confidence.’ This would be useful if the classifier is implemented as a 

diagnostic tool, because it would allow physicians to suggest further testing 

(such as performing later HAI assays to detect actual antibody titer) for 

patients who receive a low confidence prediction. 

 

Effects of noise and bias on classification 



 

 

31

 In addition to binary classification (high/low response), we also explored 

the possibility of developing a continuous classifier able to predict 

quantitatively the magnitude of antibody fold-changes post-vaccination.  

Theoretically, the conversion of antibody responses into binary high/low 

categories results in a loss of information that may decrease classifier 

performance: while subjects with 4-fold and 512-fold increases in antibody titer 

will both be categorized as high responders, their phenotype and immune 

responses are likely quite different.  However, classifier performance is also 

dependent on the reliability of measurements used as inputs and outputs.  

Unfortunately, HAI titers have been shown to have significant variability (cite), 

making accurate quantitative prediction difficult.  Indeed, an initial comparison 

of ANN classifiers using probe-level features and forward selection on day 7 

ComBat normalized data showed that using continuous outputs did not 

improve the overall accuracy of the classifier (Table 2.2).  Visualization of the 

output of the classifier using 2 of the frequently selected probes shows the 

large degree of noise: subjects with similar gene expression show large 

differences in antibody titer fold-changes (Fig. 2.4). 

 However, training using continuous outputs did improve the specificity 

of the classifier, also known as the true negative rate (Table 2.2).  In this case 

this represents the proportion of low responders who were correctly identified 

as such.  As mentioned earlier, the dataset is biased in that there are 

significantly more high responders than low responders due to the efficacy of 
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the vaccine (Table 2.1).   As a result, a binary classifier optimized for overall 

accuracy will have low specificity—i.e., it will have a tendency to classify 

subjects as high responders.  Using antibody titer fold-changes as a 

continuous output removes this bias, and as a result there is a more balanced 

detection of high responders (sensitivity) and low responders (specificity). 

 

Conclusions 

 The increase in HDLSS data associated with advances in high-

throughput technologies poses significant challenges for development of 

robust and accurate predictive algorithms.  In particular, the task of feature 

selection is critical to development of a successful classifier, and should be 

focused on in future research.  Our work using pre-defined module-level 

features as a basis for predictive analysis of vaccine response is presented in 

Chapter 2. 

 In addition, measurement noise is an ever-present obstacle to reliable 

training of classification algorithms.  In this context, current standards for 

antibody measurement, such as the HAI assay, present a limiting factor for 

predictive analysis.  In order to develop clinically relevant diagnostic tools, 

improvements in the accuracy and reproducibility of these technologies are 

necessary. 

 Finally, important consideration should be given to determining the 

appropriate objective function in diagnostic applications.  Although we chose 
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to evaluate performance based on overall accuracy in order to enable 

comparison with other previous work, it is apparent that this may not be the 

optimal marker of performance in a clinical setting.  If the relative cost in 

misidentification of a high responder as a low responder (leading to 

administration of an additional unnecessary vaccination, for example) is small 

compared to the opposite case (a low responder misclassified as high, and 

therefore left untreated and potentially at risk for infection), then it would be 

reasonable to place more emphasis on specificity.  Further analysis should be 

performed in order to evaluate the effects of optimizing alternate metrics of 

performance in this context. 
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Figure 2.1 Flowchart for predictive analysis of vaccine response 
Microarray expression data is first normalized to remove batch effects. Next, a 
feature selection algorithm such as forward selection is used to identify a small 
set of probes or gene modules (either pre-defined or generated ad hoc) that is 
capable of optimally distinguishing between classes (high or low responder). 
This set of probes or modules is then used as inputs into a classification 
algorithm, in this case an artificial neural network, which predicts as an output 
the antibody response. Analysis of classifier performance and misclassified 
subjects, along with the identity of selected probes or modules, can provide 
insight into the biological processes responsible for successful or impaired 
responses to vaccination.  These discoveries generate hypotheses that can be 
further evaluated using mechanistic studies. 
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Figure 2.2 Training and testing accuracies of an ANN classifier with 
module-level features. 
Module expression data was generated using day 0 ComBat normalized data 
as an input to the PinnacleZ algorithm. Significant modules (p<0.05) were 
used as potential inputs to a two-layer ANN with 5 first layer nodes.  Inputs 
were selected using a forward selection algorithm as described in the text. 
Red lines represent results using all significant modules, blue lines represent 
results using only modules identified as common (Jaccard index ≥0.2) across 
all seasons in a leave-one-trial-out approach as described in the text. Dashed 
lines indicate training accuracies; solid lines indicate testing accuracies. 
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Figure 2.3 Two-layer Neural Network. 

In the first layer, each node applies a vector of weights ���
�  to the input vector 

�.  A bias, ��
�, is added to the result, creating a linear equation.  A sigmoidal 

transfer function is applied to this equation, creating an output ranging 
between -1 and 1. This procedure is repeated in the second layer (which only 

has a single node), using the vector of first layer outputs ��  as inputs.  A 
hardlimit function (not shown) can be applied to the second layer output to 
create a binary classification scheme. 
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Figure 2.4 Quantitative prediction of antibody HAI titer fold-changes. 
An ANN with 5 first layer nodes was trained using the day 28/day 0 HAI titer 
fold change as a continuous output. In order to allow for visualization, 2 probes 
were used as inputs. Red crosses represent individual training subjects; plane 
represents output of trained network. 
 
 

Table 2.1 Subject demographics by trial. 
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Table 2.2 Performance of binary and continuous ANN classifiers. 
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Chapter 3: Systems analysis of immunity to influenza vaccination 
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Introduction 

 Seasonal influenza infection kills several hundred thousand people 

every year, with the majority of deaths occurring among elderly adults aged 

≥65 years (Pica and Palese, 2013; Simonsen et al., 2005; Thompson et al., 

2003). While vaccination is considered the most effective method for 

preventing influenza, it shows limited efficacy in the elderly (Sasaki et al., 

2011). The vaccine recommended for this age group is the inactivated 

influenza vaccine that contains virus hemagglutinin (HA) proteins from 3 

(trivalent, TIV) or 4 of the circulating influenza H1N1, H3N2 and B strains. The 

lower efficacy of influenza vaccine in elderly compared to young adults has 

been associated with the natural age-associated deterioration of immune 

functions (immunosenescence) (Boraschi et al., 2013; Duraisingham et al., 

2013); which include quantitative defects in antibody-secreting cells (ASC) 

(Sasaki et al., 2011), loss of the less differentiated influenza-specific memory 

CD8+ T cells (Wagar et al., 2011) and lower frequency of effector memory 

CD4+ T cells (Kang et al., 2004). However, the molecular mechanisms 

responsible for the decrease in vaccine efficacy in the elderly remain 

unexplored (Oviedo-Orta et al., 2013).  

 Systems vaccinology, an emerging field that applies systems biology 

approaches and predictive modeling to vaccinology, provides a useful 

methodology for unraveling the molecular mechanisms of vaccine-induced 

immunity (Li et al., 2013a; Nakaya et al., 2012; Nakaya and Pulendran, 2012; 
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Pulendran, 2014; Pulendran et al., 2010). Recently, systems vaccinology has 

been successfully used to study the immune response to the influenza vaccine 

in young adults and children (Bucasas et al., 2011; Cao et al., 2014; Franco et 

al., 2013; Furman et al., 2013; Nakaya et al., 2011; Tsang et al., 2014) as well 

as to other vaccines such as the yellow fever (Gaucher et al., 2008; Querec et 

al., 2009) and meningococcus vaccines (Li et al., 2013a). These studies were 

able to identify innate gene signatures (Nakaya et al., 2011), as well as cell 

population frequencies and gene modules (Furman et al., 2013), that are 

predictive of the later antibody response at day 28 to influenza vaccination. In 

addition, such approaches provided important insights into the pathways 

driving both the innate and adaptive responses to vaccination (Oh et al., 2014; 

Ravindran et al., 2014). 

 However, several fundamental issues in the field remain unaddressed. 

First, there is still no comprehensive analysis of the similarity of signatures 

across multiple influenza seasons (Miller and Palese, 2014; Pica and Palese, 

2013). This represents a critical issue as the virus strains in the seasonal 

influenza vaccine may change from year to year, and the impact of these 

variations on transcriptional signatures is unknown.  Second, there is very 

limited information about the gene regulatory networks and cellular responses 

that underlie the sub-optimal immunity observed in the elderly population.  

Third, as all previous studies have focused on signatures that predict the 

antibody response at 4 weeks, the extent to which transcriptional signatures 
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associated with the longevity of the antibody response has not been examined.  

This analysis is important for understanding if and how innate immunity can 

generate long-lasting antibody responses to influenza vaccination, which is a 

critical issue, since waning immunity to influenza and other vaccines is a major 

challenge in vaccinology.  Indeed, the mechanisms underlying durability of 

immune response to any vaccine are poorly understood.  Finally, little is 

known about the role of micro-RNAs (miRNAs) in fine-tuning the 

transcriptional responses of immune cells after influenza vaccination.  

 To address these issues, we used systems vaccinology approaches to 

examine more than 400 young and elderly adults, including diabetics, 

vaccinated with seasonal TIV during 5 consecutive influenza seasons (2007-

2011).  With this very rich gene expression and immunological data spanning 

multiple seasons and studies, a systems-based approach allowed us to go 

beyond gene-level results and identify robust functional and pathway related 

changes in the young and elderly in response to influenza vaccination.  Our 

analyses revealed that interferon and other innate immunity signaling networks 

were consistently activated in responders 1 to 3 days after vaccination, and 

that they, together with plasma cell and cell cycle gene modules on day 7, 

were associated with the day 28 antibody response in all 5 seasons. 

Importantly, molecular signatures involving these pathways were able to 

successfully predict day 28 antibody responses in both the young and elderly 

populations. Of note, such a signature was incapable of predicting the 
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longevity of the antibody response at day 180. Rather, a distinct signature, 

related to cell movement and adhesion, was associated with the longevity of 

the HAI titers at 180 days post-vaccination. Interestingly, signatures at 

baseline corresponding to B cells were highly correlated with vaccine induced 

HAI titers. Furthermore, molecular signatures associated with NK cells and 

monocytes were higher in the elderly, an observation later verified through 

flow cytometry analysis. Finally, the regulation of the response to TIV was 

examined through miRNA expression profiling at baseline and at days 1, 3, 

and 7 post-vaccination. Integrative analysis of the miRNA and mRNA data 

revealed miRNAs that are potential regulators of the interferon response on 

day 1 post-vaccination. Together these results represent the first systems 

analysis of several hundred subjects, to identify universal signatures of 

immunity to vaccination spanning across multiple years in diverse human 

populations including the young, elderly and diabetic.  
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Results 

 

Antibody responses to influenza vaccination across 5 consecutive 

seasons and in diverse populations 

 We vaccinated with TIV a total of 212 subjects across 5 influenza 

vaccine seasons from 2007 to 2011, among whom 54 were elderly (65 or older 

in 2010 and 2011 cohorts) (Fig. 3.1a).  The 2011 cohort also included 17 

subjects diagnosed with type 2 diabetes.  Eligible individuals were 20 years or 

older and with an established diagnosis of T2D for more than 6 months. In 

general the health of all was under control with no severe symptoms.  Our 

healthy control population was derived from a Family Medicine cohort that is 

routinely checked for blood glucose and was not abnormal and thus would not 

be classified as diabetic.  Presence of relevant co-morbidities was recorded 

and T2D patients did not have cancer, major infectious or autoimmune 

diseases for at least 12 months prior to enrollment. Pregnancy and 

documented current substance and/or alcohol abuse were also exclusion 

criteria, as well as use of medicines known to alter the immune response, such 

as high-dose corticosteroids, within six months prior to enrollment. As "co-

morbidities", a few patients had hypertension, hyperlipidemia, pain (joint, back), 

or hypothyroidism. Individuals had to be free of influenza, or of any symptoms 

associated with respiratory infections at the time of enrollment.  All T2D 

patients were under metformin treatment.  Overall, there was a 65/35 ratio of 
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females to males, and the majority of subjects were white (Fig. 3.1b).  Blood 

samples were collected at baseline and on days 1 (2010 cohort only), 3, 7, 14 

(2010 cohort only), 28 and 180 days post-vaccination. We performed 

microarray transcriptome analyses on the peripheral blood mononuclear cells 

(PBMC) through day 7 post-TIV vaccination (Fig. 3.2a). For the 2008 and 2009 

seasons, we included in our analyses published data from a previous study by 

Franco et al. (Franco et al., 2013) containing 218 additional subjects. For a 

subset of the 2010 season cohort, fluorescence-activated cell sorting (FACS) 

measurements as well as miRNA profiling were also performed (Fig. 3.2a). 

 We evaluated the plasma antibody responses of all vaccinees using 

hemagglutination-inhibition (HAI) antibody titer assays. The individual antibody 

response for each of the three influenza strains included in the vaccine was 

calculated as the fold change between the HAI titer at day 28 and the baseline 

titer. We then defined the magnitude of antibody responses (HAI response) as 

the maximum fold change among the three influenza strains (Nakaya et al., 

2011) (Fig. 3.2b). Subjects were classified as “high responders” if (i) their HAI 

response had at least a fourfold increase 28 days after vaccination (Sullivan et 

al., 2010) and (ii) the day 28 antibody titer was 1:40 or more for at least one 

strain, and were classified as “low responders” otherwise. In the 2010 and 

2011 seasons, in which elderly subjects were included, young adults (<65 

years old) achieved higher antibody responses than elderly vaccinees (65 or 

older) (Fig. 3.1c and Fig. 3.2c), consistent with previous studies (Goodwin et 
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al., 2006; Seidman et al., 2012).  Vaccines from different seasons induced 

varying levels of HAI response (Fig. 3.1d). Subjects vaccinated during the 

2010 season, the year after the H1N1 2009 pandemic, generated the 

strongest HAI responses.  There was no significant difference in antibody 

response based on gender (Fig. 3.1e), diabetic status (Fig. 3.1f), or race (data 

not shown).  

 

Gene signatures of antibody responses across multiple seasons in the 

young and the elderly 

 In order to identify transcriptional pathways associated with the 

antibody response to vaccination, we performed Gene Set Enrichment 

Analysis (GSEA) (Subramanian et al., 2005) on genes correlated with the HAI 

response in each season (Fig. 3.3a). For this, we used a set of blood 

transcriptional modules (BTMs) identified by our group through large-scale 

network integration of publicly available human blood transcriptomes (Tsang et 

al., 2014).  BTMs related to the induction of interferons as well as activation of 

dendritic cells (Fig. 3.3a and 3.3b) were enriched on days 1 and 3 post-TIV 

vaccination, whereas modules related to T cells at these time points were 

negatively associated with the antibody response. These results were 

validated in both seasons of the Franco et al. dataset (Franco et al., 2013). On 

day 7, there was a robust enrichment of ASC and cell cycle-related modules, 

again consistent with our original study (Nakaya et al., 2011). 
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 Additionally, we sought to compare transcriptional responses based on 

gender, age, race or diabetic status.  We first performed differential expression 

analysis between these groups (male/female, type 2 diabetes 

positive/negative, and white/black/asian) using day 3 and day 7 fold change 

expression.  There were very few differentially expressed genes based on 

gender (Fig. 3.4a) or race (data not shown), indicating similar responses post-

vaccination.  Comparison of gene expression between type 2 diabetes positive 

and negative subjects revealed a modest number of differentially expressed 

genes (Fig. 3.4b), however GSEA on genes ranked by correlation with the day 

28 HAI response in these two groups showed a high degree of overlap in the 

modules associated with a high antibody response (Fig. 3.4c).  Based on the 

similarity of these transcriptional responses, we decided not to segregate 

subjects based on gender, race, or diabetic status in subsequent analyses. 

 Based on the robustness of the module-level responses across different 

TIV seasons, we next wanted to investigate whether or not module-level 

features were capable of accurately predicting vaccine-induced immunity in a 

multi-year dataset. Therefore, we first generated BTM normalized enrichment 

scores for each subject using single sample GSEA (ssGSEA) (Barbie et al., 

2009), and then used these scores as inputs to an artificial neural network 

classifier (Dreiseitl and Ohno-Machado, 2002) (see Experimental Procedures 

for details).  In brief, young subjects from all seasons were randomly divided 

into training and testing groups in an 85%/15% ratio.  Network training and 
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module selection were performed using the training group, and the trained 

network was then used to predict responses in the testing group.  Using this 

approach, we identified BTMs that predicted HAI responses in training and 

testing groups with accuracies ranging between 79.0-80.2% and 64.7- 72.3%, 

respectively, using both day 3 and day 7 signatures (Fig. 3.3c). Examination of 

the modules most frequently selected by the algorithm in 100 randomized 

trials revealed pathways related to innate immune cell responses as well as 

leukocyte differentiation and antigen presentation on day 3, and B 

cell/immunoglobulin production and cell cycle pathways on day 7. 

 Importantly, by separating the elderly subjects into an independent 

testing set, we observed similar classification accuracy in both the young and 

elderly test sets when using the predictive signatures trained on the young 

dataset. This suggests that although the elderly have lower antibody 

responses to vaccination, the molecular signatures that are predictive of high 

HAI response remain the same. To further investigate the signatures 

associated with the antibody response in young and elderly subjects, we 

performed GSEA on genes ranked by correlation with HAI response (similar to 

the analysis of Fig. 3.3a) for young and elderly subjects in the 2010 cohort, 

which revealed significant overlap of enriched modules between the two 

groups (Fig. 3.5). Together these results demonstrate that module-level 

features are able to successfully predict vaccine immunogenicity in TIV 

seasons in both young and elderly vaccinees. 
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Baseline signatures associated with antibody responses 

 In addition to identifying robust signatures of the early immune 

response to vaccination, we also examined whether or not there were 

consistent transcriptional signatures pre-vaccination that were associated with 

either a high or low day 28 antibody response.  While there has been previous 

work aimed at identifying baseline predictors of influenza vaccine response 

(Frasca et al., 2010; Frasca et al., 2012; Furman et al., 2013; Tsang et al., 

2014), these studies only examined subjects within a single influenza season, 

and the robustness of these signatures in predicting immunity to influenza 

vaccination across multiple seasons has not been determined.  As a first 

assessment, we performed GSEA (Subramanian et al., 2005) in each season 

using genes ranked by correlation between baseline expression and the HAI 

response, similar to the analysis presented in Fig. 3.3b. However, this 

approach resulted in little overlap between seasons, with no module 

consistently enriched in more than 3 out of 5 seasons (Fig. 3.6).  This inability 

to identify consistent signatures across seasons at baseline may have been 

due to a reduced signal-to-noise ratio, with weaker transcriptional differences 

associated with the antibody response occurring pre-vaccination, as well as 

increased batch effects due to the inability to use fold-change expression at 

baseline.  Although we attempted to adjust for batch effects in the day 0 

expression data across seasons by using ComBat software (Johnson et al., 
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2007), these effects may have not been completely removed. 

 To increase the power of this analysis to detect the more subtle 

transcriptional signatures at baseline, we repeated the procedure using all five 

seasons combined.  To ensure the robustness of the results, publicly available 

data from previously published influenza vaccine studies by Franco et al. 

(Franco et al., 2013) and Furman et al. (Furman et al., 2013) were included as 

independent validation sets (see Experimental Procedures for details).  This 

approach revealed several B cell and T cell-related modules whose 

expression pre-vaccination was positively correlated with an increased 

antibody response to vaccination in all studies (Fig. 3.7a).  In contrast, 

modules related to monocytes were negatively correlated with antibody 

responses in most of the studies (Fig. 3.7b-g). Interestingly, contained within 

the monocyte related modules were genes such as TLR4, TLR8, NOD2, 

ASGR2, which encode for proteins involved in innate sensing of microbial 

stimuli, as well as genes encoding IFNR, IL-13R, TIMP2, Lyn, Syk and other 

molecules involved in the inflammatory response. This supports the concept 

that inflammatory responses at baseline may be detrimental to the induction of 

vaccine-induced antibody responses (Haq and McElhaney, 2014; Pawelec et 

al., 2014). Investigation of the correlation with antibody response at a gene 

level (Fig. 3.7b-g) highlights the strength of pathway-level analyses: while the 

module enrichment was consistent across datasets, the individual genes 

contributing to this enrichment varied from study to study. 
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Signatures induced by vaccination with TIV in young and elderly  

 We next investigated the influence of age on the vaccine induced 

transcriptional signatures.  To this end, we first identified differentially 

expressed genes post-vaccination in each age group (Fig. 3.8a).  By far the 

largest difference in overall expression between the two groups occurred on 

day 1, where the young exhibited a much greater number of both up and 

down-regulated genes. Weighted correlation network analysis (WGCNA) 

(Langfelder and Horvath, 2008) was used to find clusters of highly correlated 

genes among the TIV regulated genes in young (clusters Y1-6) and elderly 

(clusters E1-5) (Fig. 3.8b). This method compares the correlation in 

expression patterns among genes across all young or elderly subjects, and 

utilizes hierarchical clustering with dynamic tree cut to define modules of 

genes that are temporally co-expressed within each group.  Genes in common 

to clusters Y4 and E3 are associated with antibody-secreting cells (ASCs), 

whereas the overlap between clusters Y1 and E1 contains several interferon-

related genes (Fig. 3.8c). Although the genes shared by clusters from young 

and elderly vaccinees have similar temporal expression profiles, the 

magnitude of the expression of interferon-related genes differs, being higher in 

young (Fig. 3.8c). 

 We then performed GSEA using genes ranked by their correlation with 

age to identify modules having enriched expression in either young or elderly 
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vaccinees (Fig. 3.8d). In order to ensure the robustness of our results, we 

performed this analysis separately on the two trials containing elderly subjects 

(2010 and 2011) and identified modules that were consistently enriched in 

both seasons.  Natural killer (NK) cell related modules showed increased 

expression with age on both day 3 and day 7 post-vaccination, while several 

monocyte modules showed increased expression with age on day 7. In 

contrast, many B cell modules showed decreased expression in older subjects 

on both day 3 and day 7. These results indicate that elderly subjects may be 

mounting a significant innate response, but that that their adaptive B cell 

response is diminished. One of the modules showing increased expression in 

the elderly was BTM M61.0 (Fig. 3.8e), which contains many killer cell 

immunoglobulin-like receptor (KIR) and lectin-like receptor (KLR) genes. 

These are inhibitory receptors that suppress the cytotoxic activity of NK cells 

when bound to MHC I molecules (KIRs) and cadherins and other ligands 

(KLRs) (Long et al., 2013).  

 Next, we examined whether or not any of the age-related transcriptional 

differences were also associated with impaired antibody responses. By 

plotting the age-based enrichment score of each module against its antibody 

response-based enrichment score on day 7, we were able to identify five 

modules whose expression varied with age and were associated with either a 

high or low antibody response (Fig. 3.8f).   Two B cell modules, M47.0 and 

M69, showed increased expression in younger subjects and in subjects with 
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high antibody responses, whereas three monocyte and myeloid cell related 

modules, S4, M4.3, and M11.0, were enriched in the elderly and were also 

associated with a decreased antibody response in the 2010 and 2011 seasons. 

Interestingly, two of these modules, M11.0 and M4.3, showed association with 

an increased antibody response in the 2007 and 2008 seasons (Fig. 3.3a), 

indicating that this association is not consistent across all 5 seasons on day 7. 

These results demonstrate that TIV induces distinct but overlapping 

transcriptional responses in the young versus elderly. The early innate 

response at day 1, comprised of antiviral and type IFN related genes seem to 

be impaired in the elderly. In contrast, several transcriptional modules related 

to NK cells and monocytes appear to have enhanced expression at baseline 

and after vaccination, in the elderly relative to the young. 

 

Cellular responses induced by vaccination with TIV in the young and 

elderly 

 The aforementioned transcriptional signatures of NK cells and 

monocytes in the elderly subjects could have been caused by de novo 

transcriptional induction of genes expressed in these cell type, or by changing 

representations of these cell types within the PBMC compartment.  In order to 

distinguish these two possibilities, we performed FACS analysis on PBMC in a 

subset of subjects from the 2010 cohort.  Our analysis showed that 

proportions of total NK cells in elderly subjects were higher than those of 
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young at baseline as well as at all the time points studied (days 0-14). Of note 

vaccination induced an increase in the percentage of NK cells in the elderly 

subjects; in contrast, in the young there was a reduction in the percentage of 

NK cells on day 1 after vaccination (Fig. 3.9a).  Similar trends were observed 

in the absolute numbers of NK cells (data not shown). These results confirm 

our findings at a molecular level (Fig. 3.8d) and show that the increase in NK 

cell-related expression in the elderly is due in part to enhanced representation 

of this cell population post-vaccination. 

 We also explored the distribution of the NK compartment into 3 

subpopulations: CD56++ NK (CD56bright), CD56++CD16+ NK and CD56dim 

CD16++ NK (Fig. 3.9b).  These NK subsets have distinct functions: CD56dim 

CD16++ cells, the most abundant population of NK cells in the blood, have 

significantly higher cytotoxic activity, while CD56++ cells are characterized by 

increased cytokine production and may exhibit immunoregulatory properties 

under certain conditions (Poli et al., 2009). The CD56++CD16+ subset is 

considered an intermediate population in transition from the CD56++ to the 

CD56dim CD16++ subset (Beziat et al., 2011). We observed a higher 

frequency of CD56dim CD16++ cells coincident with a lower frequency of 

CD56++ cells in the elderly at baseline, consistent with previous studies 

(Solana et al., 2014) (Fig. 3.9c).  The distribution of these subpopulations was 

relatively stable during the response, with CD56dimCD16++ cells showing a 

small but significant increase in the elderly on day 1 post-vaccination and 
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CD56++ cells increasing in the young on day 7.  Additionally, we examined the 

activation of these subsets through immunostaining for CD69, a marker 

associated with increased cytotoxicity and IFN-γ production (Clausen et al., 

2003; Gorski et al., 2006) (Fig. 3.9d). Elderly subjects showed increasing 

activation post-vaccination in all 3 subsets, with highest expression on day 3.  

In contrast, the young only exhibited activation of the CD56dimCD16++ subset 

as measured by CD69 expression on day 1, and at a lower level than in the 

elderly. 

 In addition to NK cells, we also observed higher proportions of 

monocytes among the elderly at baseline and during the entire duration of the 

study compared to young subjects (Fig. 3.10a).  In both groups, the 

percentage of total monocytes in PBMC increased substantially on day 1 post-

vaccination, then returned to at or below baseline levels.  We further examined 

the distribution of monocytes into 3 subsets: ‘classical’ (CD14+CD16-), 

‘intermediate’ (CD14+CD16+), and ‘non-classical’ (CD14dimCD16++) (Fig. 

S6b).  Classical as well as intermediate monocytes express proinflammatory 

cytokines such as IL-6 and TNF-α but also IL-10 and exhibit high phagocytic 

activity (Gordon and Taylor, 2005; Grage-Griebenow et al., 2001).  In contrast, 

non-classical monocytes are weak phagocytes generally exhibiting an anti-

inflammatory phenotype, but able to initiate proinflammatory responses, via 

TLR7 and TLR8 receptors, in response to viral infection (Cros et al., 2010). 

The distribution of monocyte subsets was similar in both groups, with the 
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elderly having a slight increase in intermediate monocytes compared to young 

(Fig. 3.10c).  The young experienced a small decrease in classical monocytes 

and corresponding boost in non-classical monocytes on day 3 post-

vaccination. This upregulation of CD16 post-vaccination is consistent with 

other recent studies of monocyte dynamics in response to influenza 

vaccination (Mohanty et al., 2015). The activation of these subsets was also 

analyzed by immunostaining for CCR5, a receptor for a number of 

inflammatory cytokines, and CD86, a costimulatory molecule involved in T cell 

activation (Fig. 3.10d).  In both the young and elderly, CCR5 expression 

peaked in classical and intermediate monocytes on day 1 post-vaccination, 

corresponding with the inflammation associated with the innate immune 

response.  Elderly subjects showed increased CCR5 expression in classical 

and intermediate monocytes compared to the young, whereas young subjects 

had higher CD86 expression in these subsets.  These results are consistent 

with the transcriptional changes observed (Fig. 3.8), and support concept that 

persistent and excessive inflammatory responses may be detrimental to the 

induction of vaccine-induced antibody responses (Frasca et al., 2014; Haq and 

McElhaney, 2014; Pawelec et al., 2014). 

 

Molecular signatures associated with the persistence of antibody 

responses  

 A desirable feature of a good vaccine is the ability to induce long lasting 
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protection from infection.  To investigate how effectively the influenza vaccine 

generates a long-lived response and identify the mechanisms responsible for 

this response, we measured antibody titers in a subset of subjects at 180 days 

(D180) post-vaccination.  The antibody responses peaked at day 28 (D28), 

with a significant decline in most subjects by day 180 (Fig. 3.11a).  By applying 

the same FDA criteria for seroconversion used for the D28 high/low responder 

classification to the D180 antibody responses, we saw that just over half of 

D28 high responders maintained their responder status on day 180 (‘persistent’ 

responders), whereas the remainder no longer met the criteria for 

seroconversion on day 180 (‘temporary’ responders).  Because the D180 

antibody titer shows significant dependence on the original antibody response 

generated on day 28 (Fig. 3.11b), examining the molecular profile associated 

with the D180 response would identify many of the mechanisms responsible 

for generating the D28 response.  In order to study the relative persistence of 

the response, we calculated residuals from a linear fit between the D28 and 

D180 responses, thereby removing the effect of the D28 response on the 

D180 response. We observed that subjects with a higher D28 titer had a 

greater decrease in HAI response between D28 and D180, indicating 

increased difficulty to maintain higher levels of antibodies. The linear fit 

therefore represents the expected D180 response given a particular initial D28 

response, and the residual can be considered an ‘adjusted’ D180 response 

taking into account the original D28 response.  Subjects with positive residuals 
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have a more persistent response, while a negative residual represents a 

waning response.  As expected, correlation analysis of plasmablast module 

BTM S3 shows a positive association with the D180 antibody response due to 

the effect of D28 antibody responses, generated through plasmablast 

expansion (Fig. 3.11c).  However, when we performed correlation between the 

plasmablast module activity and the D180/ D28 residual, we no longer saw an 

association with the plasmablast expression (Fig. 3.11d).  This result suggests 

that factors other than the expansion of plasmablasts are responsible for 

maintaining a persistent antibody response. 

 To identify the pathways associated with a persistent or waning 

response, we performed GSEA on genes correlated with the D180/ D28 

residual.  Among the BTMs most enriched in subjects with a persistent 

response on both days 3 and 7 were several modules associated with cell 

movement and adhesion, such as BTM 51 (Fig. 3.11e).  In fact, one of the 

genes in module M51 that was highly correlated with the response persistence 

was P-selectin (SELP), which plays an important role in the adhesion and 

extravasation of leukocytes out of the blood circulation and into organs or 

tissues (Wang et al., 2007). In addition, the day 7 expression of a number of T 

cell related modules was negatively associated with the D180/ D28 residual, 

indicating that increased T cell responses may potentially result in more 

transient antibody responses (Fig. 3.11f). Importantly, the plasmablast 

signature at day 7, which was predictive of the HAI titers at day 28, did not 
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correlate with the D180/ D28 residual (Fig. 3.11d). 

 

Post-transcriptional gene regulation of the immune response to 

vaccination 

 MicroRNAs (miRNAs) have been identified as key regulators of gene 

expression at a post-transcriptional level (Filipowicz et al., 2008).  While there 

is some knowledge about miRNA regulation of immune pathways (Lodish et 

al., 2008), their role in responses to vaccination remains unaddressed.  To 

assess whether or not miRNA may contribute to the differences in response 

we saw between young and elderly vaccinees, we measured the miRNA 

expression profiles of 672 human miRNA on days 1, 3 and 7 post-vaccination 

from a subset of subjects in the 2010 cohort (Fig. 3.12a).  We saw a significant 

difference in the miRNA profiles between these two groups.  While a majority 

of the differentially expressed miRNA in the elderly were upregulated post-

vaccination, particularly on days 1 and 7, the young exhibited predominantly 

downregulation of miRNA.  We also identified miRNA whose expression 

correlated with the day 28 antibody response (Fig. 3.12b).  We again saw 

differences between the young and elderly subjects, with the elderly having a 

larger number of miRNA negatively correlating with the antibody response 

when compared with the young.  These results suggest that miRNA may 

indeed be important regulators of the immune response to influenza 

vaccination.  As miRNA expression reduces the translation of its target genes 
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through mRNA degradation or silencing via the RNA-induced silencing 

complex, the increase in miRNA expression in the elderly post-vaccination 

suggests a possible mechanism for the impaired responses in this population 

that merits further exploration. 

 To identify the miRNA that regulate particular immune pathways during 

vaccine response, we implemented a strategy to integrate the mRNA and 

miRNA omics-level measurements (Fig. 3.12c).  Because miRNA often have 

multiple related target genes, we first generated normalized enrichment scores 

for 252 blood transcription modules (BTMs) on a per subject basis by 

performing ssGSEA on the transcriptomic data.  We then performed 

correlation analysis between all miRNA-BTM pairs, revealing groups of 

modules that appear to be regulated together by several miRNA (Fig 3.12d) on 

day 1 post-vaccination.  

 Finally, we used the TargetScan miRNA database (Garcia et al., 2011) 

to identify the genes in a given module predicted to be targets of negatively-

correlating miRNAs. Of particular interest was the regulation of module M75-

Antiviral Interferon Signature (Fig. 3.12e) on day 1 post-vaccination, as the 

interferon pathway plays a key role during the innate immune response.  This 

miRNA-mRNA network suggests potential novel regulators of the interferon 

response after vaccination, such as miR-424.  This miRNA was predicted to 

target OAS3, a 2'-5'-oligoadenylate synthase involved in viral RNA 

degradation (Samuel, 2001), as well as CXCL10, an important chemokine 



 

 

61

induced by IFN-γ that serves as a chemoattractant for lymphocytes (Dufour et 

al., 2002). 

 

Discussion 

 The use of systems-wide measurements combined with network and 

predictive modeling to study vaccine response, dubbed ‘systems vaccinology’, 

has advanced the field of vaccinology in recent years.  Systems biology 

approaches have been used in several previous studies of the yellow fever 

(Gaucher et al., 2008; Querec et al., 2009) and the influenza (Franco et al., 

2013; Furman et al., 2013; Nakaya et al., 2011; Tsang et al., 2014) vaccines to 

provide critical insights about the molecular mechanisms of action of these 

vaccines, and to successfully identify novel molecular signatures that are 

predictive of responsiveness to vaccination.  However, there exist several 

poorly understood features of TIV and other vaccines; in particular the 

pathways and mechanisms responsible for the sub-optimal responses in the 

elderly population and for waning antibody responses post-vaccination remain 

unknown.  Furthermore, the robustness of signatures identified in a given 

study and their ability to accurately predict immunity to vaccination in other 

studies performed in different seasons, and with diverse populations, remains 

unknown.  We thus performed a series of clinical trials in a group of subjects 

diverse with respect to age, gender, race, and diabetic status across five 

consecutive influenza vaccine seasons, using genome-wide gene and miRNA 
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expression profiling and immunological measurements to address these 

unanswered questions. Interestingly, we found that although antibody levels 

and gene expression differed with age, other variables such as gender, race, 

and diabetic status did not have a noticeable effect on these responses. It is 

conceivable that examination of larger numbers of subjects may reveal 

putative differences in the immune response with regards to these variables. 

 In an unprecedented analysis of the transcriptional responses to TIV, 

we were able to identify robust signatures consistently enriched across five 

influenza vaccine seasons (Fig. 3.3a).  The pathways positively associated 

with a successful antibody response on day 1 post-vaccination revealed a 

strong innate response marked by expression of interferons and activation of 

dendritic cells.  This response was also observed on day 3, with enrichment of 

TLR signaling and antigen presentation as the viral particles are processed by 

dendritic cells and presented to the adaptive immune system.  By day 7, the 

adaptive immune response was striking, with a strong signature from the 

expansion of plasmablasts present in all 5 seasons.  These consistent 

signatures were only visible at a pathway level; when the same analysis was 

performed using differentially expressed genes the overlap across all seasons 

was low (data not shown).  Using the same modules in a single sample 

approach as inputs to an artificial neural network classifier allowed us to 

successfully predict antibody responses to vaccination across all seasons 

included in our study.  Using pathway-level features as predictors of immune 
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response is a promising approach to not only reduce the variability in gene 

expression across influenza seasons but also to provide improved biological 

context to the predictive signatures. 

 By extending this approach to examine the pre-vaccination time point, 

we were able to establish baseline signatures related to B and T cell 

expression that were associated with an increased antibody response at day 

28 post-vaccination (Fig. 3.7).  These signatures were validated in two 

independent datasets, confirming that they are not strain or study-specific 

artifacts.  In addition, they agree in large part with previous findings by Tsang 

et al., who identified several B cell and T cell subsets whose frequency at 

baseline was predictive of day 28 antibody responses (Tsang et al., 2014).  

Therefore, the increased statistical power of our dataset allowed us to identify 

relatively weak baseline transcriptional differences that were only detectable 

using flow cytometry in previous studies. However, at this level it is not clear 

whether these signatures are due to increased naïve or memory subsets of 

these cells, which requires further investigation.  

 Our analysis of responses in young and elderly subjects revealed 

important aspects about the relationship between immunosenescence and 

vaccine response.  We were able to show for the first time that although the 

elderly exhibit diminished B cell expression post-vaccination, they also mount 

a strong innate response, with increased NK cell and monocyte numbers 

compared to young vaccinees.  Furthermore, the elderly displayed increased 
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frequency and activation of cytotoxic NK cells, as well as increased activation 

of proinflammatory monocytes via CCR5.  This shift was associated with a 

decrease in the costimulatory molecule CD86, in the monocytes of elderly 

subjects.  In addition, previous studies have shown that although the NK cell 

population increases with age, there are concurrent changes in the receptors 

of these cells, including decreases in the activating receptors NKp30 and 

NKp46 (Almeida-Oliveira et al., 2011). NKp30 is involved in crosstalk with 

dendritic cells (Walzer et al., 2005), and NKp46 has been shown to bind to 

influenza hemagglutinin to allow NK cell-mediated recognition of influenza-

virus-infected cells (Mandelboim et al., 2001).  Examination of the pathways 

associated with both age and HAI titer fold changes (Fig. 3.9f) found no effect 

of increased NK cell response on reduced antibody response in the elderly, 

but did identify three monocyte modules which may relate increased 

monocytes in the elderly to their diminished antibody response. Most 

importantly, monocytes were also increased in the elderly pre-vaccination (Fig. 

3.10a), and our baseline analysis (Fig. 3.7) revealed a negative association 

between day 0 monocyte expression and magnitude of antibody response.   

This represents novel evidence of a potential connection between the baseline 

state of the immune system in the elderly and reduced responsiveness to 

vaccination.  Possible pathways involved include changes in interferon 

activation, inflammatory response and antigen presentation, which merit 

further investigation. Together these results suggest potential mechanisms by 
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which changes to the innate response in the elderly may result in a diminished 

ability to prime the adaptive immune system, leading to impaired antibody 

responses. 

 In addition to examining the way in which the aging process affects 

vaccine response, we also investigated the mechanisms responsible for 

another challenging and poorly understood issue in the field of vaccinology, 

that of waning antibody responses.  While the goal of all vaccines is to induce 

lasting protection from infection, most vaccines produce responses that 

diminish over time to varying degrees and require a booster dose after first 

immunization (Pichichero, 2009). Because the circulating strains are 

continually changing, the influenza vaccine must be administered every year 

for optimal protection.  Even so, we observed a significant drop in antibody 

titers in a majority of subjects within 6 months of vaccination.  By comparing 

the relative persistence of the day 180 antibody responses with BTM 

normalized enrichment scores (Fig. 3.11, we saw that the expansion of 

plasmablasts, which plays an important role in the development of the day 28 

antibody response, had little effect on response longevity.  Instead, we were 

able to show a potential role for cell movement and adhesion, in maintaining a 

persistent antibody response.  This transcriptional signature may be an 

indicator of successful migration of plasmablasts into the bone marrow, a 

crucial step in the generation of long-lived plasma cells (Radbruch et al., 2006).  

This analysis demonstrates the role that initial immune processes, as early as 
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3 days post-vaccination, can have in shaping the antibody response as much 

as 6 months later. 

 Finally, we sought to explore how the previously examined 

transcriptional responses to vaccination might be regulated, in particular 

through the expression of miRNAs (Fig. 3.12).  miRNAs have been shown to 

play an important role in modulating the signaling pathways of the immune 

system (Lodish et al., 2008), but their role in vaccine response has not been 

studied.  By integrating transcriptomic and miRNA expression data, we were 

able to identify several potential miRNA regulators of the interferon response 

post-vaccination, such as miR-424. Previous studies have shown that absence 

of regulation of interferon signaling by miRNA can result in impaired CD8 T 

cell responses (Gracias et al., 2013). These results demonstrate how the 

balance between positive and negative signals controlling the innate response 

is necessary for a successful adaptive response and underscore the 

importance of understanding the way in which miRNA help achieve this 

balance.  This additional layer of regulation adds to the complexity of the 

molecular mechanisms that mediate vaccine-induced immunity. 

 In summary, this longitudinal study across 5 influenza seasons provided 

the opportunity to identify elements consistently present in immune response 

to TIV vaccination.  Our pathway-level systems biology analyses of this 

comprehensive dataset revealed previously unknown mechanisms that 

contribute to impaired responses to influenza vaccination in the elderly, and 
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allowed us to go beyond transcriptional signatures and identify potential 

miRNA regulators of the response to vaccination.  However, our 

understanding of the biology of vaccine response remains incomplete.  These 

systems approaches can be expanded to help identify and compare the 

molecular responses to vaccination in other immunocompromised populations, 

such as infants and HIV-positive individuals.  They may also be helpful in 

understanding the pathways by which certain adjuvants improve vaccine 

response.  By integrating this knowledge, we will be able to provide a more 

complete picture of how the immune system responds to vaccination and help 

guide the development of the next generation of vaccines that provide long-

lasting immunogenicity and better protection of at-risk populations. 

 

Experimental procedures 

 

Human subjects and influenza vaccines 

 This study is comprised of subjects vaccinated with TIV during the 5 

consecutive influenza seasons in, 2007-08 (9 subjects), 2008-09 (28 subjects), 

2009-10 (28 subjects), 2010-11 (58 subjects), and 2011-12 (72 subjects). The 

age of vaccinees ranged from 20 to 86, with 39 and 15 subjects in the 2010-11 

and 2011-12 seasons >65 years old, respectively.  Subjects were vaccinated 

with one dose of TIV (Fluarix®, GlaxoSmithKline Biologicals, in 2007-08, 

2008-09, and 2011-12 seasons, Fluvirin®, Novartis Vaccines and Diagnostics 
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Limited, in 2009-10 season, and Fluzone®, Sanofi Pasteur Inc., in 2010-11 

season) following current guidelines for influenza vaccination. Written informed 

consent was obtained from each subject with institutional review and approval 

from the Emory University Institutional Review Board. 

 

Cells, plasma and RNA isolation 

 Four blood samples were obtained from influenza vaccinees: at 

baseline, and at days 3, 7 and 28 (range, day 28 to 32) post-vaccination. 

Additional samples were collected at days 1, 14, and 180 for selected subjects. 

Peripheral blood mononuclear cells (PBMCs) and plasma were isolated from 

fresh blood (CPTs; Vacutainer® with Sodium Citrate; BD), following the 

manufacturer’s protocol. PBMCs were frozen in DMSO with 10% FBS and 

stored at –80°C and then transferred on the next day to liquid nitrogen 

freezers (–210°C). Plasma samples from CPTs were stored at –80°C. Trizol 

(Invitrogen) was used to lyse fresh PBMCs (1 ml of Trizol to ~1.5 x 106 cells) 

and to protect RNA from degradation. Trizol samples were stored at –80°C. 

 

Hemagglutination inhibition assays 

 Hemagglutination inhibition (HAI) titers were determined based on the 

standard WHO protocol, as previously described (Chen et al., 2010). Briefly, 

plasma samples were treated with receptor destroying enzyme (RDE; Denka 

Seiken Co.) by adding 1 part plasma to 3 parts RDE and incubating at 37 °C 
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overnight. The following morning, the RDE was inactivated by incubating the 

samples at 56 °C for one hour. The samples were then serially diluted with 

PBS in 96 well v-bottom plates (Nunc, Rochester, NY) and 4 HA units of either 

the H1N1, H3N2, or influenza B virus was added to each well. After 30 

minutes at room temperature, 50 ul of 0.5% turkey RBCs (Rockland 

Immunochemicals) suspended in PBS with 0.5% BSA was added to each well 

and the plates were shaken manually. After an additional 30 minutes at room 

temperature, the plasma titers were read as the reciprocal of the final dilution 

for which a button was observed. Negative and positive control plasma 

samples for each virus were used for reference (data not shown). 

 

Microarray experiments 

 Total RNA from fresh PBMCs (~1.5 x 106 cells) was purified using 

Trizol® (Invitrogen, Life Technologies Corporation) according to the 

manufacturer's instructions. All RNA samples were checked for purity using a 

ND-1000 spectrophotometer (NanoDrop Technologies) and for integrity by 

electrophoresis on a 2100 BioAnalyzer (Agilent Technologies). Two-round in 

vitro transcription amplification and labeling was performed starting with 50 ng 

intact, total RNA per sample, following the Affymetrix protocol. After 

hybridization on Human U133 Plus 2.0 Arrays (using GeneTitan platform, 

Affymetrix, or individual cartridges) for 16 h at 45 °C and 60 r.p.m. in a 

Hybridization Oven 640 (Affymetrix), slides were washed and stained with a 
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Fluidics Station 450 (Affymetrix). Scanning was performed on a seventh-

generation GeneChip Scanner 3000 (Affymetrix), and Affymetrix GCOS 

software was used to perform image analysis and generate raw intensity data. 

Initial data quality was assessed by background level, 3’ labeling bias, and 

pairwise correlation among samples. CEL files from outlier samples were 

excluded and the remaining CEL files of all the samples belonging to the same 

influenza season trial were grouped, and the microarray intensity data of probe 

sets (hereafter referred to “genes”) were normalized by RMA, which includes 

global background adjustment and quantile normalization. 

 

miRNA array experiments 

 Fresh PBMCs (~1.5 x 106 cells) were lysed using miRNA Lysis Buffer 

(2ml per subject, HTG Molecular Diagnostics). HTG Molecular Diagnostics 

core facility extracted and processed the total RNA, and performed the miRNA 

expression profiling according to the manufacturer's instructions. Data was 

normalized using 40% trimmed mean and log2 transformed. 

 

Blood Transcriptional Module Enrichment 

 Probes were first ranked by Pearson correlation with either the day 28 

antibody fold change, day 180/ day 28 residual, or subject age using fold 

change microarray data from days 0, 1, 3, and 7 post-vaccination.  Separate 

rankings were generated for each flu season for the day 28 antibody and age 
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correlations.  Probes were then collapsed to Entrez gene IDs, selecting the 

probe with the smallest correlation p value in cases where multiple probes 

mapped to a single Entrez ID.  Gene set enrichment analysis software (GSEA) 

was then run in pre-ranked list mode with 1000 permutations to generate 

enrichment scores for 346 blood transcriptional modules (BTMs) based on the 

distribution of member genes of each module in the ranked list.  Enrichment 

scores were visualized using the corrplot package in R (Wei, 2012).  Individual 

modules and associated gene coexpression relationships were represented 

using Cytoscape software (Shannon et al., 2003). 

 

Baseline Transcriptional Analysis 

 For analysis of baseline signatures of vaccine response (Fig. 3), 

ComBat software (Johnson et al., 2007) was applied to the RMA normalized 

baseline expression values to remove batch effects from each flu season 

within the study.  Probes were then ranked by Pearson correlation between 

their ComBat normalized day 0 expression (across all 5 seasons combined) 

and the day 28 antibody fold change.  This ranking was used with GSEA as 

described above to generate a list of enriched BTMs.  As validation, this 

procedure was repeated separately in two independent datasets, from Franco 

et al. (Franco et al., 2013) and Furman et al. (Furman et al., 2013).  The 

Franco et al. study included two separate cohorts that were analyzed 

separately.  BTMs consistently enriched in 3 out of 4 of the datasets were 



 

 

72

identified and represented in Fig. 3. 

 

Flow Cytometry 

 PBMCs were thawed and stained with the live/dead marker Alexa 

Fluor® 430 (Lifetechnologies) to exclude dead cells. 2-3 x 106 cells were 

stained with an appropriate antibody cocktail. Cells were washed in PBS with 

5% fetal bovine serum and fixed with the Cytofix buffer (BD) and analyzed on 

the LSRII flow cytometer (BD). All flow cytometry analysis was done using the 

FlowJo (Treestar). Blood NK cells were defined within the live singlets gate as 

CD3-CD4-CD19-CD14- cells as the CD56++ NK, CD56++CD16+ NK and 

CD56dim CD16++ NK. Monocytes were defined within the live singlet CD3-

CD19- PBMC as the CD14+CD16-, CD14+CD16+ and CD14dimCD16++ 

monocytes. Geometric mean fluorescence intensity (MFI) was reported for 

expression of CD69 on NK cell subsets and CCR5 and CD86 on monocytes.  

 Antibodies used for staining of human PBMCs: BD: CCR5 (2D7/CCR5), 

CD14 (MQp9 and M5E2), CD16 (3G8), CD56 (NCAM16.2), CD3 (SK7), CD19 

(SJ25C1), CD69 (FN50). Biolegend: CD16 (3G8), CD56 (HCD56), CD86 

(IT2.2). Molecular Probes: CD14 (TUK4). 

 Statistical analyses were performed with GraphPad Prism to identify 

significant change relevant to the baseline (day 0), mean ± SEM, t test. Areas 

Under Curve (AUC) were calculated to compare magnitudes of the cell 

subsets between cohorts throughout the study duration (days 0, 1, 3, 7 and 



 

 

73

14) and compared by t-test. 

 

Module-based responder classification via artificial neural network 

 In order to use an ANN to predict a high/low antibody response based 

on module-level features, blood transcription module enrichment scores were 

generated for each subject using single sample Gene Set Enrichment Analysis 

(ssGSEA) based on a ranking of the genes by fold change on days 3 and 7 

post-vaccination.  In order to reduce the computational complexity and reduce 

overfitting during feature selection, a pre-filter was applied by ranking the 

modules by independent two-sample t-test and selecting the top 25 modules 

with the smallest t-test p values for inclusion as possible features.  A forward 

selection approach was then implemented for feature selection, in which the 

network is trained using each module separately as the sole input.  The 

module that achieves the highest average accuracy across 10 trials is included 

in the final input set, and then modules are iteratively added to this set.  Each 

iteration, all remaining modules are tested one at a time as an addition to the 

input set, and only the module that improves the average accuracy the most is 

kept.  This process is stopped when the accuracy fails to increase in a given 

iteration. 

 Once the final input set was selected, the final classifier was generated 

using a ‘bagging’ approach (Breiman, 1996), in which a committee of networks 

is created by training single networks using randomized partitioning of the 
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training data. The output of the ensemble classifier is then determined by a 

majority vote of the output of the member networks of the committee.  By 

averaging over the variation caused by initial weighting and training/validation 

partitioning, this method has been shown to increase the accuracy and reduce 

the variability of classification when using neural networks and other methods 

(Bauer and Kohavi, 1999).  Based on preliminary analysis of the classifier 

performance with varying network and committee sizes, a committee of 20 

two-layer neural networks with 5 first-layer neurons each was used in the final 

approach.  All coding was done in MATLAB using the Neural Network Toolbox. 

 In order to evaluate the performance of the algorithm, a bootstrapping 

approach was implemented.  The subjects across all seasons were randomly 

divided into one training and one testing group in an 85%/15% ratio, 

respectively.  Elderly subjects (≥65 years old) were separated and included as 

an independent test set.  To prevent overfitting, feature selection and training 

of the network weights were performed using only the training subjects, and 

then the performance of the trained network in blind prediction of the testing 

subjects was assessed.  This process was repeated for 100 trials in order to 

ensure that the performance was robust across many random divisions of the 

data. 

 

Differential expression analysis and WGCNA 

 For significance assessment of each season and time point, expression 
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differences between baseline and the day post-vaccination were assessed by 

pairwise Student’s t-test (p-value < 0.01 and log2 fold-change > 0.2). Weighted 

correlation network analysis (WGCNA) was used to find clusters of highly 

correlated genes among the TIV regulated genes in young (power = 9) and 

elderly (power = 4). 

 

Identification of signatures of antibody persistence 

 Day 180 HAI titers were measured for subjects in the 2007-2010 

cohorts, using the same strain that achieved the maximum fold change on day 

28 on a per subject basis.  As the day 180 samples were collected and 

analyzed separately from the day 28 samples, the baseline HAI titer was also 

remeasured in order to provide accurate normalization during fold change 

calculation.  Subjects whose baseline titer measurements differed by more 

than 2-fold were omitted from further analysis.  Next, a simple linear 

regression was performed using the day 180 titer fold change as the 

dependent variable and the day 28 titer fold change as the independent 

variable.  The distance to this regression line (residual) was computed for 

each subject and used as a measure of relative antibody response persistence, 

with a greater value representing a higher day 180 response relative to the 

original day 28 response.  Blood transcriptional module enrichment analysis 

was then performed using genes ranked by correlation with the day 180/day 

28 residual as described above. 



 

 

76

 

Integrated mRNA-miRNA expression analysis 

 Differentially expressed miRNA were identified using pairwise Student’s 

t-test (p-value <0.05) between baseline and post-vaccination expression 

values (days 1, 3, and 7).  Correlated gene module-miRNA pairs were 

identified by performing Pearson correlation between normalized miRNA 

expression and single sample blood transcription module enrichment scores.  

Next, for modules of interest, each significantly negatively correlating (p<0.05) 

miRNA was mapped using Targetscan database to identify any predicted 

target genes (context score < 0) within the module.  Pearson correlation was 

then used to validate the interactions of each miRNA with its predicted target 

genes within our dataset. 
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Figure 3.1. Study Demographics and HAI responses by phenotype. 
(a) Age distribution of subjects in this study. (b) Demographics of young and 
elderly subjects in this study. (c) Antibody responses induced by TIV 
vaccination. The circos plot shows the log2 fold-induction of HAI titers on day 
28 post-vaccination for each one of the three Influenza virus strains (heat 
maps) or for the highest fold-induction among all 3 strains (i.e. the HAI 
response; histogram). High antibody responses are shown as red bars in the 
histogram, while low antibody responses are blue. The y-axis of the histogram 
ranges from 0-9 in log2, which represents HAI fold changes from 1-512. 
Elderly antibody responses (in 2010 and 2011) are marked as pink in the inner 
circle of the plot. (c) HAI responses of young and elderly subjects. The box 
plots represent the median and first and third quartiles of HAI response in 
young (Y) (<65 years) and elderly (E) (≥65 years). *p < 0.03 (for t-test; two-
tailed test). Data are from 58 subjects (2010) and 72 subjects (2011). (d) HAI 
responses by season.  The maximum HAI response is shown for all 212 
subjects separated by flu season, along with box plots indicating the first and 
third quartiles and median.  For 2010 and 2011, subjects are also separated 
into young (<65 years old) and elderly (65 or older).  P values represent 
results of independent two-sample t-test between responses of young and 
elderly. (e) HAI responses by gender (all seasons). (f) HAI responses by type 
2 diabetes status (2011 season). 
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Figure 3.2. Experimental approach and humoral immunity to influenza 
vaccination in young and elderly subjects. 
(a) Experimental approach used to study 5 consecutive influenza vaccination 
seasons. Microarray experiments and HAI assays were used to obtain, 
respectively, the gene expression profiles and antibody responses of 413 TIV 
vaccinees. Flow cytometry and miRNA expression data were obtained for 
vaccinees from 2010 season. For 2008 and 2009 seasons, publicly available 
data generated by Franco et al. (Franco et al., 2013) were included. (b) 
Antibody responses induced by TIV vaccination. The circos plot shows the 
log2 fold-induction of HAI titers on day 28 post-vaccination for each one of the 
three Influenza virus strains (heat maps) or for the highest fold-induction 
among all 3 strains (i.e. the HAI response; histogram). High antibody 
responses are shown as red bars in the histogram, while low antibody 
responses are blue. The y-axis of the histogram ranges from 0-9 in log2, which 
represents HAI fold changes from 1-512. Elderly antibody responses (in 2010 
and 2011) are marked as pink in the inner circle of the plot. (c) HAI responses 
of young and elderly subjects. The box plots represent the median and first 
and third quartiles of HAI response in young (Y) (<65 years) and elderly (E) 
(≥65 years). *p < 0.03 (for t-test; two-tailed test). Data are from 58 subjects 
(2010) and 72 subjects (2011). 
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Figure 3.3. Signatures associated with the antibody response induced by 
TIV. 
(a) Heat map of BTMs whose activity at days 1, 3 or 7 post-vaccination is 
associated with HAI response at day 28 after vaccination. GSEA was used to 
identify positive (red), negative (blue) or no (grey) enrichment of BTMs (gene 
sets) within pre-ranked gene lists, where genes were ranked according to their 
correlation between expression and HAI response.  Seasons labeled in blue 
are from Franco et al. dataset. (b) Genes in BTM M165; each edge represents 
a coexpression relationship; colors represent the correlation between day 3 
fold change gene expression and HAI response. (c) Identification of BTMs that 
predict antibody responses using ANNs. ssGSEA enrichment scores were 
generated for each BTM and used as inputs to an ANN classifier to predict the 
HAI response (see Experimental Procedures for details).  Values represent 
results of 100 randomized trials. 
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Figure 3.4. Comparison of transcriptional responses by phenotype. 
(a) Volcano plot of differentially expressed genes (p<0.01 and log2 fold 
change>0.2) between male and female subjects on days 3 and 7 post-
vaccination (using fold change expression compared to baseline). Green 
represents genes with increased expression in males, and red represents 
genes with increased expression in females. (b) Volcano plot of differentially 
expressed genes (p<0.01 and log2 fold change>0.2) between type 2 diabetes 
postitve and negative subjects on day 7 post-vaccination (2011 season, day 3 
was not analyzed due to the limited number of type 2 diabetes positive 
subjects with available day 3 expression data (n=4)). Green represents genes 
with increased expression in type 2 diabetes negative subjects, and red 
represents genes with increased expression in type 2 diabetes positive 
subjects. (c) Heat map of Blood Transcription Modules (BTMs, rows) whose 
activity at day 7 post-vaccination is associated with HAI response at day 28 
after vaccination in type 2 diabetes negative (left column) or positive (right 
column) subjects (2011 season). Gene Set Enrichment Analysis (GSEA, 
nominal p<0.05; 1,000 permutations) was used to identify positive (red) or 
negative (blue) enrichment of BTMs (gene sets) within pre-ranked gene lists, 
where genes were ranked according to their correlation between expression 
and HAI response. Intensity of color represents the normalized enrichment 
score (NES). 
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Figure 3.5. BTMs associated with the HAI response in young and elderly 
subjects from the 2010 season. 
GSEA (nominal p<0.1; 1,000 permutations) was used to identify positive or 
negative enrichment of BTMs (gene sets) within pre-ranked gene lists, where 
genes were ranked according to their correlation between expression and HAI 
response in young and elderly subjects in the 2010 season. Modules 
represented are those consistently enriched for both young and elderly 
subjects, with Normalized Enrichment Score (NES) among Elderly subjects 
plotted on the y-axis and NES among young subjects plotted on the x-axis. 
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Figure 3.6. Baseline signatures associated with the antibody response in 
each season. 
Heat map of Blood Transcription Modules (BTMs, rows) and TIV seasons 
(columns) whose activity at baseline is associated with HAI response at day 
28 after vaccination. Gene Set Enrichment Analysis (GSEA, nominal p<0.05; 
1,000 permutations) was used to identify positive (red), negative (blue) or no 
(grey) enrichment of BTMs (gene sets) within pre-ranked gene lists, where 
genes were ranked according to their correlation between expression and HAI 
response. 
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Figure 3.7. Baseline signatures associated with the antibody response. 
(a) Heat map of Blood Transcription Modules (BTMs, rows) and TIV studies 
(columns) whose activity pre-vaccination is associated with HAI response at 
day 28 after vaccination. Gene Set Enrichment Analysis (GSEA, nominal 
p<0.05; 1,000 permutations) was used to identify positive (red), or negative 
(blue) enrichment of BTMs (gene sets) within pre-ranked gene lists, where 
genes were ranked according to their correlation between expression and HAI 
response. Circle size is proportional to the normalized enrichment score (NES). 
Numbers in parenthesis next to each study represent number of subjects in 
the study. Modules shown are those consistently enriched in at least 3 out of 4 
studies. (b-g) Heat maps of genes within BTMs from (a); colors represent the 
mean correlation in each study between baseline gene expression and HAI 
response at day 28 post-vaccination. 
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Figure 3.8. Molecular signatures induced by vaccination with TIV in 
young adults and in elderly. 
(a) Number of genes differentially expressed (log2 fold-change > 0.2 and t-test 
p value < 0.01) in young (<65 years) (left) and elderly (≥65 years) (right) 
vaccinees on days 1, 3, 7 and 14 post-vaccination (2010 season). (b) Heat 
map of highly correlated gene modules within the differentially expressed 
genes in (a) for young (rows, modules Y1 to Y6) and elderly (columns, 
modules E1 to E5), generated using Weighted Correlation Network Analysis 
(Langfelder and Horvath, 2008). The number of genes in each module is 
shown in parenthesis and the number of genes in common between 2 
modules is shown inside the squares. Colors represent the Fisher’s exact test 
p-value of the overlap between clusters. The 61 genes in common between Y4 
and E3 are associated with antibody-secreting cells (ASCs). (c) Temporal 
expression patterns of 197 interferon-related genes in common between 
modules Y1 and E1 from (b). Black line represents the mean fold change of all 
genes (d) BTMs whose activity at days 3 or 7 post-vaccination is associated 
with the age of vaccinees from 2010 and 2011 seasons. GSEA was used to 
identify positive (red) or negative (blue) enrichment of BTMs (gene sets) within 
pre-ranked gene lists, where genes were ranked according to their correlation 
between expression and increasing age. The intensity of the color and the size 
of the circles represent the normalized enrichment score (NES) of GSEA. 
Modules shown are those consistently enriched in both seasons. (e) Genes in 
BTM M61.0; each ‘edge’ (gray line) represents a coexpression relationship, as 
described in Li et al. (Li et al., 2014); colors represent the correlation for 2010 
season between day 3 fold change gene expression and the age of vaccinees. 
(f) BTMs whose activity at days 7 post-vaccination is correlated with the age of 
vaccinees (x-axis) and/or is correlated with HAI response (y-axis) in both 2010 
and 2011 seasons. Values represent the mean of the NES obtained 
independently for each season. NES receives a value of zero if the BTM is not 
significantly associated with age or HAI response in either season. 
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Figure 3.9. Flow cytometry analysis of NK cells in young and elderly after 
TIV vaccination. 
(a) Changes in total NK cell population after vaccination represented as % 
within all PBMC for young and elderly. Mean +/-SEM. (b) Blood NK cells were 
defined within the CD3-CD4-CD19-CD14- PBMC. Dot-blot represents three 
distinct NK cell populations defined by CD56 and CD16 markers: CD56++ NK, 
CD56++CD16+ NK and CD56dim CD16++ NK. (c) Kinetics of magnitudes of 
CD56++ NK, CD56++CD16+ NK and CD56dim CD16++ NK cell subsets in 
young (left panel) and elderly (right panel) after vaccination. Mean +/-SEM. 
Areas Under Curve (AUC) in (a) and (c) were calculated to compare 
magnitudes of total NK cells and NK cells subsets between young and elderly 
cohorts throughout the study duration (days 0-14) and compared by t-test. 
Changes of each of the NK subset on the indicated time-points after 
vaccination were compared to the day 0 (baseline) timepoint by t-test. (d) 
Activation of each of the NK cell subsets were assessed by CD69 staining and 
compared with day 0 (baseline) by t-test. Data are represented as the 
geometric mean fluorescence intensity (MFI) for young (left panel) and elderly 
(right panel) at each time point, mean +/-SEM. *p<0.05, **p<0.01, ***p<0.001, 
****p<0.0001. 
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Figure 3.10. Flow cytometry analysis of monocytes in young and elderly 
after TIV vaccination. 
(a)  Changes in total monocytes population after vaccination represented as % 
within all PBMC for young (red) and elderly (blue). Mean +/-SEM. (b) Blood 
monocytes were defined within the CD3-CD19-CD14+ PBMC. Dot-blot 
represents three distinct populations defined by CD14 and CD16 markers: 
CD14+CD16- monocytes, CD14+CD16+monocytes and CD14dimCD16++ 
monocytes. (c) Kinetics of CD14+CD16- monocytes, CD14+CD16+monocytes 
and CD14dimCD16++ monocytes in young (left panel) and elderly (right panel) 
after vaccination. Mean +/-SEM. Areas Under Curve (AUC) in (a) and (c) were 
calculated to compare magnitudes of the monocyte subsets between young 
and elderly cohorts throughout the study duration (days 0-14) and compared 
by t-test. Changes of each of the monocytes subset on the indicated time-
points after vaccination were compared to the day 0 (baseline) timepoint by t-
test. (d) Activation of each of the monocyte subsets were assessed by CCR5 
(left) and CD86 (right) staining and compared with day 0 (baseline) by t-test. 
Data are represented as the geometric mean fluorescence intensity (MFI) for 
young (left panel) and elderly (right panel) at each time point. Mean +/-SEM . 
*p<0.05, **p<0.01, ***p<0.001, ****p<0.0001. 
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Figure 3.11. Signatures associated with the persistence of TIV-induced 
antibody response. 
(a) HAI response (fold change of HAI titer relative to baseline) through 180 
days for temporary (n=28) and persistent responders (n=34). Temporary 
responders met the FDA criteria for seroconversion (minimum 1:40 titer and 
fourfold increase post-vaccination) on day 28 but not on day 180, while 
persistent responders met the criteria on both days. (b) Comparison between 
day 28 and day 180 HAI responses. Each symbol represents a single 
vaccinee and the color represents the season that they were vaccinated 
(n=62). Black lines represent the regression line (Pearson) for all vaccinees 
combined. Day 180/day 28 residual is computed as the (vertical) distance from 
each sample to the regression line. (c) Comparison between “S3 Plasma” 
BTM activity and the HAI responses at day 28 post-vaccination. Each symbol 
represents a single vaccinee and the color represents the season that they 
were vaccinated (n=62). Black lines represent the regression line (Pearson) 
for all vaccinees combined. (d) Comparison between “S3 Plasma” BTM activity 
and the HAI D180/D28 residual. Each symbol represents a single vaccinee 
and the color represents the season that they were vaccinated (n=62). Black 
lines represent the regression line (Pearson) for all vaccinees combined. (e) 
Genes in BTM M51.0; each ‘edge’ (gray line) represents a coexpression 
relationship, as described in Li et al. (Li et al., 2014); colors represent the 
correlation between baseline-normalized gene expression at day 3 post-
vaccination and the D180/D28 residual. (f) BTMs (bars) whose activity at day 7 
post-vaccination is significantly associated with the HAI D180/D28 residual 
(GSEA; nominal p<0.05; 1,000 permutations). Vaccinees from 2007 to 2010 
seasons were combined. BTMs related to T cell functions (pink bars) or 
monocyte functions (purple bars) are shown. 
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Figure 3.12. MicroRNA expression profiling of young and elderly TIV 
vaccinees. 
(a) Heat map of miRNAs (rows) up- (red) or down-regulated (blue) at days 1, 3 
and 7 post vaccination in young and elderly (columns); Paired t-test (p<0.05); 
total number of differentially expressed miRNAs are shown at the bottom. (b) 
MicroRNAs whose expression is positively or negatively correlated with HAI 
response in young and elderly; Pearson correlation (p<0.05). (c) Identification 
of networks potentially regulated by miRNAs. Activity of BTMs was determined 
by single sample GSEA (Barbie et al., 2009) and correlated with the 
expression of miRNAs. TargetScan database(Garcia et al., 2011) was used to 
identify the potential target genes of miRNAs. (d) Heat map of BTMs (rows) 
whose activity at day 1 post-vaccination correlated with the baseline-
normalized expression of miRNAs (columns) at the same time point. Positive 
and negative correlations are shown in red and blue, respectively. (e) Genes 
in BTM M75; each gray line represents a coexpression relationship, as 
described in Li et al. (Li et al., 2014); each brown line connects a miRNA and 
its potential target gene; each blue line represents a negative correlation 
(Pearson, p<0.15) between the expression of miRNA and the expression of 
the potential target gene; colors represent the mean correlation between 
baseline-normalized gene expression at day 1 and HAI response at day 28 
post-vaccination in the 2010 TIV season. 
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Chapter 4: Systems analysis of activated dendritic cells 
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Introduction 

Successful immune response to pathogens in vertebrates requires 

complex coordination between many subsystems and cell types.  As the 

primary antigen-presenting cells, dendritic cells (DCs) play a crucial role in this 

process by providing a bridge between the innate and adaptive immune 

responses.  Among other functions, DCs help shape the adaptive immune 

response through control of T cell activation. By means of cytokines and co-

stimulatory molecules expressed during antigen-presentation, DCs can help 

direct naïve T helper cells to differentiate into various subsets, such as IFN-γ 

producing Th1 cells or IL-4 producing Th2 cells (Banchereau and Steinman, 

1998).  Th1 cells are potent activators of macrophages and cytotoxic T cells, 

and as such are effective in response to intracellular bacteria and viruses.  

Meanwhile, Th2 cells are adept at controlling helminths through stimulation of 

B cell proliferation and IgE production and activation of eosinophils (Zhu et al., 

2010).  As such, proper DC control of Th cell differentiation according to the 

type of pathogen encountered is key to a successful immune response.  As 

this process occurs in the lymph nodes, the contribution of dendritic cells to 

overall immunity and the molecular mechanisms by which this occurs cannot 

be evaluated in studies using peripheral blood cells, such as the work 

presented in Chapter 3.  Instead, research in this area must often be 

performed in vitro. 
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Lipopolysaccharides (LPS), a major component of Gram-negative 

bacterial membranes, elicit strong immune responses and are often used to 

simulate the immune response to bacterial infections.  LPS binds to Toll-like 

receptor 4 (TLR4) on innate immune cells, activating NFkB and interferon 

signaling through MyD88 and TRIF-dependent pathways, respectively (Lu et 

al., 2008; Takeda and Akira, 2004).  While the transcriptional response in DCs 

to LPS is well understood (Amit et al., 2009; Patil et al., 2013), little work has 

been done to examine changes in lipid metabolism that occur during LPS 

treatment of DCs.  As signaling molecules, various classes of lipids such as 

eicosanoids and sterols have been shown to influence a variety of functions 

within immune cells, including cytokine release, phagocytosis, migration, and 

antigen presentation (Harizi and Gualde, 2005; Spann and Glass, 2013).  In 

addition, these molecules can directly induce transcriptional responses 

through interactions with transcription factors such as heat shock transcription 

factors and liver X receptors (Amici et al., 1992; Spann and Glass, 2013).  

Here we present an integrated systems biology analysis of the temporal 

transcriptional and metabolic changes in bone marrow-derived murine 

dendritic cells stimulated with LPS over a 24-hour time period. 

 

Results 

Transcriptional responses 
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To determine the temporal changes in gene expression that DCs 

undergo in response to LPS, we performed Designed Primer-based RNA 

sequencing (Bhargava et al., 2013) on bone marrow-derived DCs at 2, 6, 16, 

and 24 hours post-stimulation.  By applying Gene Set Enrichment Analysis 

(GSEA) (Subramanian et al., 2005) to gene lists ranked by z-score at each 

time point (see Materials and Methods), we identified transcriptional pathways 

progressively activated during the response (Fig. 4.1a).  Among the processes 

enriched at early time points were B cell receptor and PI-3 kinase/Akt signaling.  

Although dendritic cells do not express B cell receptors, the B cell receptor 

signaling modules contain many proteasome components.  Therefore 

enrichment of these modules likely reflects an increase in antigen processing 

and presentation, which rely on the function of the immunoproteasome 

(Ferrington and Gregerson, 2012).  Meanwhile, PI-3 kinase and Akt activity 

has been shown to activate NFkB by initiating degradation of inhibitory IkB 

proteins associated with the NFkB complex (Andjelic et al., 2000; Pianetti et al., 

2001), thus serving as an initial activator of the downstream inflammatory 

response.  At later time points (16-24 hours), we observed enrichment of the 

oxidative stress response, as well as upregulation of aquaporins, particularly 

AQP3 and AQP4. 

As expected, GSEA also identified enrichment of multiple modules 

related to interferon and interleukin signaling (Fig. 4.1b).  Although these 

pathways were significantly enriched at all time points, this response peaked 
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at 6 hours.  By examining the temporal expression of genes related to IFN-γ 

signaling, we observed significant upregulation of interferon regulatory factors 

Irf1, Irf7, and Irf9, but little to no change in Irf3, Irf4, or Irf8 (Fig. 4.1c).  Stat1, a 

transcription factor activated by IFN-γ that interacts with several Irfs to induce 

transcriptional responses (Honda et al., 2006), was also modestly but 

consistently upregulated at later time points (6-24hr). 

In order to compare transcriptional responses of dendritic cells to those 

of macrophages, a closely related innate immune cell, we repeated GSEA 

using microarray data available from the LIPID MAPS database (Fahy et al., 

2007) (http://www.lipidmaps.org) generated from RAW264.7 cells treated with 

(Kdo)2-lipid A (KLA), a component of LPS (Raetz et al., 2006), over 24 hours.  

In response to KLA, macrophages also induced significant proinflammatory 

signaling (Fig. 4.2), including upregulation of interferons, Nfkb signaling, and 

interleukins Il1a, Il1b, and Il6.  The kinetics of this inflammatory response in 

macrophages appeared to be slightly faster than in dendritic cells, peaking at 2 

hours instead of 6. In both cell types, induction of the inflammatory response 

was coincident with initiation of significant cell cycle arrest. 

 

Transcription factor regulation of DC responses to LPS 

In addition to describing the transcriptional responses that DCs undergo 

in response to LPS, we also sought to identify the key transcription factors that 

govern this response.  To this end, we generated a transcription factor-target 
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interaction network by identifying differentially expressed transcription factors 

and their differentially expressed target genes at the same or later time points 

using the TRANSFAC database (Wingender, 2008).  By analyzing the number 

of interactions for each species in the resulting network, we were able to 

identify important master regulators of the DC response to LPS (Fig. 4.3a).  

Sp1, a transcription factor involved in a wide variety of cellular functions, 

including cell proliferation, apoptosis, and immune response (Kaczynski et al., 

2003; Park et al., 2002), had significantly more interactions than any other 

network member.  A number of its downregulated targets (Fig. 4.3b), such as 

Rrm1, Srf, Dhfr, Hif1a, and Prim2, are involved in DNA replication or cell 

proliferation, suggesting that downregulation of Sp1 may contribute to the 

reduction in cell cycle-related gene expression post-stimulation as observed in 

Fig. 4.1b.  In accordance with their role as key regulators of the inflammatory 

response, Nfkb and Rela were observed to jointly upregulate the response of 

many pro-inflammatory genes such as Nos2, Il12b, Ptgs2, and Cxcl10 (Fig. 

4.3b). 

 

Lipid metabolism in LPS stimulated DCs 

To quantify changes in DC lipid metabolism induced by LPS, we 

performed liquid chromatography-mass spectrometry on cell extracts of DCs 

stimulated with LPS at the same time points as in the transcriptional analysis 

(2, 6, 16, and 24 hours), and mapped the annotated species onto pathways 
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from the LIPID MAPS database (Fahy et al., 2007) (http://www.lipidmaps.org).  

We first examined the synthesis of eicosanoids, in particular prostaglandins, 

which have been shown to regulate the inflammatory response, as well as the 

development and activity of a range of immune cells (Harris et al., 2002).  

Overall, there was an increase in prostaglandins post stimulation, however 

there was significant variation in across species (Fig. 4.4).  Accompanying this 

increase in prostaglandin synthesis was a considerable upergulation in 

expression of Ptgs2, also known as COX2, an enzyme that converts 

arachidonic acid to prostaglandin H2 (PGH2) and has long been associated 

with inflammatory responses (Seibert and Masferrer, 1994).  Concentration of 

prostaglandin E2 (PGE2), known to have diverse effects on B, T, and dendritic 

cells (Harris et al., 2002), was slightly downregulated at 2 hours, but 

upregulated at later time points, peaking at 16 hours.  Meanwhile derivatives 

of prostaglandin D2 (PGD2), including 15-deoxy-PGJ2 and 15-deoxy-PGD2, 

exhibited the opposite trend, and were strongly downregulated at 16 hours. 

We also sought to explore LPS-induced changes in sterol metabolism.  

Like prostaglandins, sterols and oxysterols are known to influence a variety of 

immune functions, including prevention of viral entry (Liu et al., 2013), 

immunoglobulin production (Bauman et al., 2009), and immune cell migration 

(Hannedouche et al., 2011).  We observed an increase in the production of 

several oxysterol species, such as 25-hydroxy-cholesterol (Fig 4.5a).  This 

increase peaked at early on in the response (2 hours) and was diminished by 
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24 hours, and was accompanied by upregulation in the transcripts of 

associated enzymes such as cholesterol 25-hyxroxylase (Ch25h). 

As oxysterols are known to activate liver X receptor transcription factors 

LXRα and LXRβ (gene symbols Nr1h3 and Nr1h2, respectively) (Spann and 

Glass, 2013), we also examined changes in known LXR target genes post-

LPS treatment (Fig. 4.5b).  Although there was little increase in target LXR 

genes involved in lipid metabolism, inflammatory genes known to be 

suppressed by LXR activity peaked in expression at 6 hours, with diminished 

expression at later times. 

 

Discussion 

As the prototypical marker of infection with Gram-negative bacteria, the 

responses of immune cells to LPS have been a common subject of many 

previous studies.  These responses involve changes in multiple cellular 

functions, including gene expression, metabolism, and cytokine signaling.  The 

coordination of these pathways across multiple cell types and tissues is crucial 

for successful clearance of infection.  In this current work, we sought to 

quantify the transcriptional and lipidomic dendritic cell responses to LPS, with 

the aim of describing the feedback between these two responses and 

comparing them to those of other closely related immune cells, such as 

macrophages. 
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In accordance with their role as the primary antigen-presenting cells of 

the body, many of the initial transcriptional changes we observed were 

involved with the induction of the immunoproteasome and cytokine signaling 

(Fig. 4.1).  As expected, there was a large increase in pro-inflammatory 

cytokines (including IFNg, Il1a, Il1b, and Il6), as well as cytokines associated 

with the generation of Th1 cells, such as Il12b.  Meanwhile our transcription 

factor-target analysis identified important regulators of this response (Fig. 4.3).  

Many of the highly connected transcription factors, such as Sp1, Sfpi1, Nfkb1, 

Rela, Jun, and Fos, were also identified as important hubs in a network of DC 

LPS response genes in recent work by Patil et al. (Patil et al., 2013).  

Interestingly, Relb, another member of the NFkB, family, has been shown to 

play an important role in DC function and priming of T cells (Shih et al., 2012; 

Zanetti et al., 2003).  Our results, along with those of Patil et al., suggest that 

although Relb may be important for certain DC functions in response to 

antigen, Nfkb1 and Rela are still the dominant regulators of the inflammatory 

response to LPS in DCs. 

The strong inflammatory response in DCs to LPS is similar to what is 

observed in other innate immune cells, in particular their close relative 

macrophages.  Most DC and macrophage subsets develop from the same 

myeloid-committed hematopoietic stem cell precursors in the bone marrow 

(Geissmann et al., 2010).  Comparing the transcriptional responses in this 

study (Fig. 4.1) with those of RAW264.7 macrophages stimulated with KLA 
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(Fig. 4.2), we observed enrichment of many common inflammatory pathways, 

including interferon and Nfkb signaling.  Notably, IFNg, which was highly 

induced in LPS-treated DCs, was not upregulated in KLA-treated 

macrophages (data not shown).  Overall, macrophages initiated a more rapid 

transcriptional response than DCs, with enrichments peaking at 2 hours post-

treatment (as opposed to 6 hours in DCs). 

In addition to inducing a strong transcriptional response, treatment with 

LPS caused significant changes to lipid metabolism in DCs.  Analysis of 

eicosanoid metabolism (Fig. 4.4) revealed increases in pro-inflammatory 

prostaglandins, in particular PGH2, PGE2, and PGD2, along with significant 

upregulation of Ptgs2 (COX-2).  We also observed production of oxysterols 

(Fig. 4.5a), including 25-, 27-, 4β-, and 7α-hydroxycholesterol.  This lipidomic 

response in DCs is largely similar to that of macrophages (Dennis et al., 2010), 

which also generate increased prostaglandins and oxysterols in response to 

LPS/KLA.  However, there are several notable differences between the two 

cell types.  Both DCs and macrophages increased synthesis of prostaglandins 

post-stimulation, but the magnitude of production was considerably larger in 

macrophages (fold changes >10 compared with ~3 in DCs).   Meanwhile, 

although both cell types generated similar levels of oxysterol production, the 

kinetics of this production was significantly different.  Macrophages generated 

most oxysterols at later time points (12-24 hours), while DCs produced these 

compounds rapidly, peaking at 2 hours post-stimulation.  This early production 
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of oxysterols may serve to help limit the duration of the inflammatory response 

in DCs, through LXR-mediated suppression of pro-inflammatory target gene 

expression (Fig. 4.5b). 

In summary, stimulation with LPS induced coordinated pro-

inflammatory transcriptional and lipidomic responses in DCs.  These 

responses are largely similar to those of macrophages, with certain key 

differences, including the magnitude of prostaglandin synthesis and kinetics of 

oxysterol production.  The impact of these variations in response is not clear 

and merits further study, in particular in the context of Th cell differentiation, a 

process predominantly regulated by DCs. 

 

Experimental Procedures 

 

Culture of bone marrow derived dendritic cells 

Bone marrow cells were harvested from femurs and tibiae of C57BL/6J 

mice. Cells were cultured in RPMI supplemented with 10% FBS, 100 units/mL 

penicillin, 100 µg/mL streptomycin, 2mM L-Glutamine, 1 mM sodium pyruvate 

and 20ng/mL recombinant murine GM-CSF (Peprotech) at a density of 1X106 

cells/mL in 10cm petri dishes at 37°C in a CO2 incubator (5% CO2).  After 3 

days of culture, 10ml of fresh culture medium was added to the plates. Cells 

were harvested after 7 days of culture and enriched for dendritic cells using 

CD11c MACS microbeads (Miltenyi).  
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Stimulation of BMDC and RNA isolation 

Enriched BMDCs were plated at 1X106 cells/mL in a 6 well plate and 

either left unstimulated or treated with 100ng/mL of LPS (LPS-EB ultrapure, 

Invivogen). At 2hr, 6hr, 16hr and 24hr after treatment, cells were spun down 

and total RNA was isolated using the Qiagen miRNeasy kit as per the 

manufacturer’s protocol. 

 

Liquid chromatography-mass spectrometry 

 Cell pellets were extracted by chilled acetonitrile. The samples were 

kept on ice for 30 minutes and then centrifuged for 10 minutes at 13,400 x rpm 

at 4°C.  The supernatant was removed and placed into autosampler vials.  

Mass spectral data were collected with a 10-minute gradient on a Thermo 

LTQ-Velos Orbitrap mass spectrometer (Thermo Fisher, San Diego, CA) set to 

collect data from m/z 85 to 2000 in positive ionization mode with a resolution 

of 60,000.  Three technical replicates were run for each sample, using reverse 

phase C18 chromatography, with positive electrospray ionization (ESI). 

Following LC-MS, the data from the mouse and human samples were 

independently collected as .raw files and converted to CDF format using the 

XCalibur file converter software (Thermo Fisher, San Diego, CA).  Peak 

detection, noise filtering, m/z and retention time alignment, feature 
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quantification, and data quality filtering were performed using apLCMS (Yu et 

al., 2009). 

 

 

Acknowledgements 

Chapter 4 is a modified presentation of material that is being prepared 

for publication as “Systems analysis of stimulated dendritic cells” by Hagan T, 

Bommakanti G, Li S, Bhargava V, Pulendran B, and Subramaniam S. The 

dissertation author was the co-primary investigator and author of this material. 

 



 

 

102

 

Figure 4.1. Transcriptional processes activated in DCs by LPS. 
a) Heat map of reactome pathways that showed significant activation in two or 
fewer time points. GSEA was used to identify enrichment of reactome 
pathways (gene sets) within pre-ranked gene lists, where genes were ranked 
according to their normalized fold-change between the LPS-stimulated and 
unstimulated sample at each time point. b) Heat map of reactome pathways 
that showed significant positive (red) or negative (blue) enrichment in three or 
more time points. c) Expression of genes within reactome pathway ‘Interferon 
Gamma Signaling’. The fold-change expression of each gene at all 4 time 
points (2 hr, 6hr, 16hr, 24hr left to right) is plotted within the corresponding 
node (red – positive fold change, green – negative fold change).  Solid edges 
represent a protein-protein interaction; dashed edges represent a transcription 
factor-target interaction (arrow points to the target gene). 
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Figure 4.2. Transcriptional processes activated in RAW 264.7 
macrophages by KLA. 
a) Heat map of reactome pathways that showed significant activation in two or 
fewer time points. Gene Set Enrichment Analysis (GSEA, nominal p<0.05; 
1,000 permutations) was used to identify enrichment of reactome pathways 
(gene sets) within pre-ranked gene lists, where genes were ranked according 
to their fold-change between the KLA-stimulated and unstimulated sample at 
each time point. (NES – normalized enrichment score) b) Heat map of 
reactome pathways that showed significant positive (red) or negative (blue) 
enrichment in three or more time points. 
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Figure 4.3. Transcription factor regulation of DC responses to LPS. 
A transcription factor-target interaction network was generated by identifying 
differentially expressed transcription factors that had targets which were also 
differentially expressed at the same or later time point.  a) Number of 
interactions of the most connected nodes.  Numbers represent time points at 
which the gene is differentially expressed. b) Interaction network of the top 4 
most connected transcription factors and their associated targets.  Red – 
upregulated, green – downregulated. 
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Figure 4.4. Prostaglandin synthesis in LPS-treated DCs. 
Green boxes represent genes coding for enzymes that catalyze the indicated 
conversions, whereas yellow boxes represent lipid metabolites. The heat 
maps (see color key) below each lipid and gene represent the LPS/control 
fold-change at 2, 6, 16, and 24 h of treatment. 
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Figure 4.5. Sterol synthesis and LXR activity in LPS-treated DCs. 
a) Changes in sterols during LPS treatment. Green boxes represent genes 
coding for enzymes that catalyze the indicated conversions, whereas yellow 
boxes represent lipid metabolites. The heat maps (see color key) below each 
lipid and gene represent the LPS/control fold-change at 2, 6, 16, and 24 h of 
treatment. b) Changes in LXR and associated target genes during LPS 
treatment.  Colors represent the log2 fold-change between LPS and control. 
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Chapter 5: Concluding discussion and future directions 
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In this thesis, we have presented novel systems biology approaches to 

understanding and predicting immune responses.  As research in this area 

continues, these tools will hopefully lead to diagnostic platforms capable of 

identifying, potentially pre-vaccination, patients at risk for poor vaccine 

response.  These technologies, along with the improved knowledge of 

molecular mechanisms driving successful immune responses derived through 

their development, have the capability to greatly improve the development and 

application of future vaccines.  However, there are several obstacles that must 

be overcome if this field is to reach its full potential. 

 

Challenges 

Systems vaccinology analyses face challenges from both the biological 

and technological perspectives. These problems must be tackled 

simultaneously in order to achieve a deeper understanding of how the immune 

system as a whole responds to vaccination. This is why it is important that 

systems vaccinology be carried out through collaboration between 

vaccinologists, immunologists and bioinformaticians. As biological knowledge 

and insight as well as rigorous and sound data analysis are both required for 

successful discovery, these two groups should work in close contact and 

coordinate throughout each phase of the scientific process, including 

hypothesis generation, experimental design, execution, and data analysis. 
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Biological challenges 

A major factor complicating the analysis of responses to vaccination is 

the sheer diversity within the human population.  The state of the immune 

system is a function of a host of variables, including genetics (Orru et al., 

2013), previous infections/vaccinations, age (Duraisingham et al., 2013), 

chronic diseases, and environmental factors such as diet (Kau et al., 2011), 

gut microbial composition (Hooper et al., 2012), stress (Padgett and Glaser, 

2003), and physical activity (Woods et al., 2006).  While the role of genetics in 

creating susceptibility to cancer and many heritable diseases has been well 

established, its effect on vaccine response is less clear.  A recent study of 

immune function in twins by Brodin et al. found that while a majority of immune 

variation is due to non-heritable factors, certain responses, such as IL-2 and 

IL-7 induced STAT5 phosphorylation in T cells, were highly heritable (Brodin et 

al., 2015). In addition, candidate gene studies as well as genome-wide 

association studies are beginning to be used to identify polymorphisms in 

genes associated with improved or diminished vaccine responses (O'Connor 

and Pollard, 2013).  Another source of genetic immune variation in humans is 

that of HLA alleles.  As a key step in generating adaptive immune responses 

involves antigen processing and presentation to T and B cells, the capability of 

the HLA molecule to bind peptides derived from processed infectious agents 

or vaccines affects the ability of the immune system to successfully respond to 

infection or vaccination. Therefore, recent studies have examined the impact 
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that variation in HLA alleles has on antibody responses to vaccines against 

influenza (Gelder et al., 2002; Moss et al., 2013), measles (Poland, 1999), 

smallpox (Ovsyannikova et al., 2014; Ovsyannikova et al., 2011), and hepatitis 

B (Li et al., 2013b). 

Although human diversity is a challenging aspect of immunology and 

vaccinology, systems biology approaches are particularly well suited to 

characterize and account for the complex inter-individual differences within a 

population (Pulendran, 2014).  Regression models and machine learning 

algorithms are able to analyze the effect of many phenotypic variables on 

responsiveness to vaccination simultaneously.  As our understanding of how 

factors such as genetics, age, and gut microbiome affect immune responses 

improves, it is reasonable to believe that we will see development of specific 

vaccine formulations tailored to specific populations such as the elderly or 

immunocompromised that are designed to stimulate the deficient components 

of the response unique to each group. 

In particular, effect of age on vaccine response is a critical issue.  While 

vaccines are largely successful in preventing infection among the young and in 

healthy adults, many vaccines, such as the influenza vaccine (Gardner et al., 

2006), zoster vaccine, and pneumococcal vaccine (Jackson and Janoff, 2008) 

show reduced effectiveness in the elderly.  This represents a pressing problem 

for vaccine development, as the world population is rapidly aging, with an 

expected doubling in the proportion of the population over 60 from 10% in 
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2000 to 21.8% in 2050 (Lutz et al., 2008). The mechanisms responsible for the 

decrease in vaccine efficacy in the elderly are just beginning to be examined.  

For example, the lower efficacy of TIV in elderly compared to young adults has 

been associated with the some of the changes resulting from natural age-

associated deterioration of immune functions (immunosenescence) 

(Duraisingham et al., 2013).  At a cellular level, this includes a reduction in 

number of antibody-secreting cells (ASC) (Sasaki et al., 2011), loss of the less 

differentiated influenza-specific memory CD8+ T cells (Wagar et al., 2011) and 

lower frequency of effector memory CD4+ T cells (Kang et al., 2004). Our 

analysis of young and elderly vaccinees in Chapter 2 identified several novel 

age-associated changes in immune response to influenza vaccination. Elderly 

subjects showed increases in NK cell frequencies post-vaccination, along with 

increased NK cell activation. In contrast, young subjects exhibited decreased 

NK cell frequencies post-vaccination, as well as a decreased proportion of 

cytotoxic CD56dimCD16++ NK cells.  Interestingly, transcriptional analysis of 

pathways associated with the antibody titer fold-changes did not find any 

significant association of this increased NK cell response with decreased 

antibody responses.  Instead, we identified several monocyte modules that 

may link deficits in antibody responses with increased monocyte frequencies 

in the elderly.  In particular, our baseline analysis of signatures associated with 

antibody responses revealed novel evidence of potential connections between 

age-associated immune changes at baseline and decreased vaccine 
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responsiveness through identification of negative correlations between pre-

vaccination monocyte signatures and antibody fold-changes.  

Meanwhile, for vaccines stimulating recall responses such as the 

influenza and zoster vaccines, history of exposure to the pathogen is very 

important, as pre-existing antibodies are associated with a decreased 

response to vaccination (Lauterbach et al., 2005; Sasaki et al., 2008).  As 

these antibodies may be neutralizing viral particles from the vaccine and 

preventing an otherwise capable immune system from generating a response, 

this factor should be considered when examining the mechanisms of response.  

While several groups have attempted various methods to normalize the 

measure of antibody response to account for variations in baseline antibody 

levels (Bucasas et al., 2011; Tsang et al., 2014), there is not yet a consensus 

approach. 

Finally, a considerable challenge for developing successful vaccines is 

to identify reliable correlates of protection from infection.  While antigen-

specific antibody titers are established as the primary correlate of protection 

for most vaccines (Plotkin, 2008), emerging research suggests that in many 

cases other measures may be equally if not more indicative of protected status.  

For example, there has been recent work suggesting that serum antibody 

titers may not be predictive of risk of influenza infection in the elderly 

(McElhaney et al., 2006). Instead, McElhaney et al. found that strong 

influenza-specific T cell responses (identified by high IFN-γ:IL-10 ratios 
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following ex vivo stimulation of PBMCs with influenza virus) were indicative of 

a reduction in risk of illness in elderly subjects (McElhaney et al., 2006).  In 

addition, there is evidence that T cell responses may play an important role in 

preventing infection for many of the vaccines under current development such 

as HIV (Pantaleo and Koup, 2004), tuberculosis (Hoft, 2008), and malaria 

(Reyes-Sandoval et al., 2009). 

Even when antigen-specific antibody titers are a robust correlate of 

protection, the techniques used to measure them may not be reliable.  Two of 

the most widely used assays to measure influenza-specific antibodies, 

hemagglutination inhibition (HAI) and virus neutralization (VN) have been 

shown to have significant reproducibility issues.  In a comparison of antibody 

titer measurements on identical samples across several laboratories, HAI and 

VN assays had geometric coefficients of variation ranging from 138-261% and 

256-369%, which corresponded to fold differences of 16-128 and 91-724 

respectively (Stephenson et al., 2007).  For the VN assay, 21% of replicate 

measurements within the same laboratory differed by more than 2-fold 

(Stephenson et al., 2007).  Many studies of influenza vaccination use the FDA 

criteria of seroconversion (Frey et al., 2015; Greenberg et al., 2013; Nakaya et 

al., 2011) (>4 fold increase in HAI titer post-vaccination) to categorize subjects 

into ‘responders’ and ‘nonresponders’ to vaccination; these results 

demonstrate that this classification may vary greatly between laboratories.  As 

the accuracy of the endpoint measurement is crucial for obtaining meaningful 
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analysis in any study, improvements in standardization of these assays will be 

of great benefit to the field. 

Alternatively, systems biology approaches can be harnessed to 

establish novel correlates of protection.  Currently, nested case-control studies 

are used in clinical trials to retrospectively compare subjects who developed 

infection with subjects that remained uninfected and identify distinguishing 

biomarkers (Haynes et al., 2012; Olotu et al., 2014).   The development of 

experimental challenge models (such as those available for malaria, typhoid, 

Shigella, and dengue fever) provides a complementary approach to enable 

detection of subjects protected from or vulnerable to infection.  Systems level 

profiling of these subjects can then be used to reveal reliable molecular 

markers of vaccine-induced protection. 

 

Technological challenges 

A distinct feature of a true systems analysis of vaccine response is the 

integration of diverse measurement types.  Due to the high coverage and 

relative ease of measurement provided by microarrays and RNA-sequencing, 

most of the initial work in systems vaccinology has focused on transcriptional 

responses to vaccination.  However, modulation of gene expression 

represents only one of many methods by which biological systems respond to 

perturbation.  Among other factors, changes in protein, metabolite, and 

signaling molecule abundances, post-translational modifications, and shifts in 
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cell subset populations all contribute to the immune response post-vaccination.  

As the technologies capable of detecting these additional layers of biological 

regulation improve, future systems vaccinology analyses should incorporate 

these measurements in order to develop a more complete picture of the 

biological mechanisms of vaccine-induced immunity. 

As with any type of assay, measurements made using high-throughput 

technologies suffer from varying degrees of noise.  This creates difficulty in 

reliable detection of weak signals, such as those coming from low-expressed 

transcripts or metabolites present in limited amounts.  Unfortunately, the 

abundance of a particular molecule is not necessarily an indicator of its 

importance, and these difficult to detect components often have significant 

biological impact.  Primary examples of this are transcription factors, which are 

often present in very low numbers but are important regulators of many 

biological processes (Spitz and Furlong, 2012).  Measurement noise, along 

with batch effects (particularly in the case of microarrays) (Leek et al., 2010), 

can also reduce the reproducibility of results.  This is an important obstacle 

that needs to be overcome in order for laboratory findings such as predictive 

signatures of vaccine efficacy to be translated into tools with clinical diagnostic 

value. 

Another challenge common to many areas of medical research is the 

limited number of samples and time points available in a given dataset due to 

ethical and logistical constraints.  As sample collection and processing is both 
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taxing on trial participants and costly, studies are often restricted to a small 

group of subjects who are evaluated at a handful of time points.  While small 

sample sizes create obvious problems in statistical hypothesis testing, the 

limited availability of time course data also poses a significant obstacle to 

successful kinetic modeling of immune responses to vaccination.  As immune 

responses involve coordinated interactions between diverse cell types across 

multiple tissues, understanding of cellular and transcriptional dynamics post-

vaccination is an important goal of systems vaccinology.  However, while 

transcriptional responses can take place within minutes to hours (Amit et al., 

2009), in clinical studies sample collection is often only feasible on the time 

scale of days to weeks.  This is complicated by the fact that while immune 

cells migrate between the blood, the site of infection/vaccination, and the 

lymph nodes, analysis is often performed only on immune cells within 

peripheral blood.  These limitations, combined with the inter-individual 

variability in responses, make it extremely difficult to capture the entirety of 

transcriptional and cellular events that occur in vivo post-vaccination. 

In addition to limited number of samples, in some cases (e.g. pediatric 

studies) researchers are also constrained by the small sample volume that can 

be collected from subjects.  Typical guidelines for blood sample volume limits 

range from 1-5% of total blood volume, in children this equates to 1-3 mL/kg of 

body weight (Kauffman, 2000). The available blood drawn from neonates may 

therefore be <5 mL.  As the concentration of PBMCs is typically around 1 
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million per mL of blood, a neonatal blood sample may only contain a few 

million PBMCs.  This limits the potential analyses that can be performed, as 

assays such as flow cytometry and ELISPOT normally utilize larger numbers 

of cells.  Development of more sensitive technologies that require fewer cells 

or less starting material, such as RNA-sequencing in place of microarrays, will 

enable improved analysis of vaccine response in these populations. 

Unlike conventional techniques, which generate a limited number of 

measurements, high-throughput technologies produce tens or hundreds of 

thousands of measurements per sample.  These developments have resulted 

in an explosion of datasets where the number of features (or dimension, p) is 

much larger than the sample size (n), known as ‘large p, small n’ or ‘high 

dimension, low sample size’ (HDLSS) data.  Under these conditions, 

traditional statistical and computational algorithms perform poorly due to the 

resulting sparsity of the dataset; this is known as the ‘curse of dimensionality’.   

As a result, an entire branch of statistics has emerged to handle this type of 

data and reduce spurious results (Johnstone and Titterington, 2009).  In order 

to avoid being swamped by false positives, suitable corrections for multiple 

hypothesis testing must be used to control false discovery rates (Benjamini 

and Hochberg, 1995; Storey and Tibshirani, 2003).  Machine learning 

techniques (Kotsiantis et al., 2006) such as the artificial neural networks 

(ANNs) developed in Chapter 1 of this thesis, are being used to predict 

antibody responses to vaccination based on expression values of sets of 
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genes (or other measurements such as cell population frequencies) made 

shortly after vaccination (or even potentially at baseline).  However, a large 

majority of the measurements made using high-throughput technologies are 

not relevant to the particular biological processes being examined, and these 

algorithms are not equipped to identify the subset of features (genes, 

metabolites, etc.) that are most predictive of responsiveness to vaccination.  

Therefore, an additional step known as feature selection must be performed, 

in order to reduce the computational complexity of the problem and to prevent 

overfitting (in which the algorithm performs well on training data but poorly on 

independent testing data).  Various approaches to this task have been 

developed, such as random forests (Breiman, 2001), filter and wrapper 

approaches (Blum and Langley, 1997), and Bayesian methods (Inza et al., 

2000).  In Chapter 1, we applied modified forward selection approaches to 

identify combinations of transcriptional modules capable of accurately 

predicting antibody responses to influenza vaccination.  Feature selection, 

particularly in the context of biological data, is an area of ongoing research, 

with no clear optimal approach and variability in performance across datasets 

and biological contexts. This is a critical step, because the identification of a 

small number of predictive features is necessary for clinical diagnostic 

applications, and the identity of these features provides insight into the 

underlying biology of the immune response to vaccination. 
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Finally, the generation of such large amounts of information requires 

appropriate computational resources as well as data management and storage.  

Creation of relevant and centralized databases such as the Immunology 

Database and Analysis Portal (ImmPort) (Bhattacharya et al., 2014) 

(http://immport.niaid.nih.gov/) will promote data sharing between groups and 

facilitate integration of diverse data types.  Standardization of measurement 

techniques as well as data formatting should be encouraged, as this will 

empower the meta-analysis of multiple related studies, enabling discovery of 

novel associations which were previously undetectable. 

 

Conclusion 

Developments in high-throughput technologies are enabling 

vaccinologists to investigate immune responses at a greater depth than ever 

before.  More importantly, these advances are facilitating the identification of 

robust molecular and cellular signatures of protective immunity, which can 

help to generate diagnostic tools that reduce the length and cost of current 

clinical trials.  In this developing field, vaccinologists, immunologists, 

bioinformaticians, and systems biologists must work hand in hand to overcome 

the unique challenges associated with systems vaccinology and advance our 

understanding of the molecular mechanisms by which vaccines induce 

protective immunity.  These critical insights will help to drive development of 

the next generation of vaccines. 
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