UC Merced
Proceedings of the Annual Meeting of the Cognitive Science
Society

Title
Generalization in Simple Recurrent Netrworks

Permalink
https://escholarship.org/uc/item/0dw?2s06]

Journal
Proceedings of the Annual Meeting of the Cognitive Science Society, 23(23)

ISSN
1069-7977

Authors

Vilcu, Marlus
Hadley, Robert F.

Publication Date
2001

Peer reviewed

eScholarship.org Powered by the California Diqital Library

University of California


https://escholarship.org/uc/item/0dw2s06j
https://escholarship.org
http://www.cdlib.org/

G eneralization ITn Sin ple R ecurrentN etw orks

M ariusVilcu m vilcue@ cssfu ca)
Schoolof Com puting Science
Sim on FraserUniversity, 8888 University D rive, Bumaby, Canada, V5A 1S6

RobertF .Hadly hadlkye cssfuca)
Schoolof Com puting Science
Sim on FraserUniversity, 8888 University D rive, Bumaby, Canada, V5A 1S6

Abstract

Th this paper we exam ne EIman’s positon (1999) on
genemalization In sinple recunent networks. Elman’s
gimulation is a regponse to M arcus et al’s (1999)
experinent wih nfants; specifically their ability to
differentiate betw een novel sequences of syllables of the
form ABA and ABB.EIman contends that SRNs can
Jeam to generalize to novel stn uli, justasM arcusetal’s
nfants did. However, we believe that EInan’s
conclusions are overstated. Specifically, we performed
large batth expermments mvolving sinple recunent
networks with differing data sets. Our results showed
that SRN s are m uch less successful than EIn an asserted,
although there is a weak tendency for networks to
regpond meaningfully, mther than rendomly, t nput
stim uli.

Introduction

Th a reoent paper, Elman (1999) casts doubt upon the
w idely noted results of M arcus et al. (1999). In the
M arcus et al.’s experim ent, 7-month old infants were
habiuated to sequences of syllables of the form ABA
orABB (Eg. “wediwe” or “ke didi).M arcus et al.
found that mfants show ed an attentional preference for
novel test sequences of syllbbles which we call
“sentences”), which differed fiom the habiuation
stinulf'. M arcus et al. axgue that the mwason for this
behavior is the fact that infants extracted “algebra-like
miles that represent relationships betw een placeholders
frariables)” (1999). They also concluded that sinple
recunentnetw orks (@nd, in general, all netw orks w hose
training is based on backpropagation of enor) w ere not
able to digplay this kind of behavior because they could
notgenemlize outside the training space.

The issue of generalization outside the ttaning space
w as previously addressed 1 N klasson and van G elder
(1994), and M arcus (1998). In essence, the taining
gace mwpresents the n-dimensional hyperplane
delim ited by the set of training vectors. W e say thata
connectionist m odel generalizes to novel stim uli when
correctoutput is relisbly produced foran inputiem that

! Forexam ple, afterhabituated to ABA sequences, the Infants
spentm ore tim e recognizing novel test sequences of the form
ABB than did forABA sequences, and vice versa.

was not Incluided In the taining set ({e., the network
was never trained on that stmulus in any position
w ithin its Input layer). M arcus m aintains that a neural
netw ork trained w ith the backpropagation algorithm (or
any variantof i) is notable o digplay such a behavior,
because the Imate stucture of the backpropagation
algorithm * preciudes the netw ork fiom genemalizing to
nodes that have notbeen specifically traned.

Elman agrees that the M arcus experment does
“Indicate that infants discrim hated the difference
between the two types of sequences” (1999), but he
believes that this result may be explined by the
relationship betw een the last tw o syllables: mfants were
able to distinguish that n one case the lasttwo syllables
were dentical ABB), and 1n the other case the lJasttwo
syllables were different @®BA). M orover, Elman
mantains that i is feasble for a simple recunent
network to perform this same task, provided the
network Is presented wih the sme background
know ledge as nfantshave (in particular, an exposure to
a wide mnge of syllables that mfants have before
participating in the experin ent) .

Having said that, EIman performs an experim ent
nvolving an SRN that ain s to sinulate the M arcus et
al’s experiment. There are three phases n Elman’s
sim ulation: 1) the pre-raining period, corresponding t©
the prior experience of the mfants In leaming t©
reoognize syllables; 2) a second phase conesponding to
the habituation task that Infants encountered  foresenting
ABA and ABB sentences); 3) a testing phase Involving
novel stim uli, as In the nfants’ experim ent. A t the end
of his simulaton, EIman concludes that his resuls
“clearly ndicate that the netw ork leamed t© extend the
ABA vs.ABB genemlization to novel sdm uli” (1999).

G ranting EIm an’s basic assum ptions, we constructed
an experim ent that m In ics his simulation. W e did not

? The weights connecting a given output node are taned
Independently of the welghts connecting any other output
node. Consequently, the set of w eights connecting one output
unit o is iput units is entirely ndependent of the set of
w eights feeding all other output units. This is called Input-
output ndependence, and it is believed t© be the m ajprw eak
point of backpropagation neural netw orks. It is less clear that
the problem arises for compettive leaming networks,
how ever. See Hadley etal (1998) fordetails.



have access to all Elm an’s data, but we used the same
Plmkett and M archman’s (1993) distnctive feature
notation of consonants and vowels that Elman
em ployed in his experim ent. H ow ever, since the results
we obtamed led us to a different conclusion than
Elman’s, n order to have a more complete picture of
the performances of sinple recument networks, we
created a variety of data sets by changing the degree of
overlapping units in the taningfestng vectors. A lso,
o be sure that the results w ere not obtaned by chance,
w e perform ed batch ttaining, ie., at least 64 different
tainingtest sessions wer camded out for each
hdividual training compus ({e., 64 or 128 different
welght mithlizations were assigned t© the basic
configuration, resulting in 64 or 128 separate netw orks
trained on each data set) .

Basic sructure of E In an’sand our

experin ents
A sinple recunent network architecture was used for
all experim ents. The Tnput layer contains 12 or24 units
(@epending on the experim ent; see details below ). The
num ber of hidden ontext units w as varied between 10
and 40. The output layer contains two units; one was
used only durng the pre-raining phase, while the other
unitwas only used during the sentence habituation and
testing phases.

output layer
pre-taining D:' habituation and testing unit
unit A

hidden layer

LITTTTTTTT]]] swuchyes

Fig.1l.A rchiecture of the netw ork

The daa st depbyed In the pre-ttaining phase
contained 50,000 syllables (separate tokens) from the
full set of 120 possble types. Each syllble was
presented © the network, one at a time, and the SRN
was trained to distnguish betw een the current syllable
and the previousone W hetherornotthey are dentical).
Only one of the two output units was used during this
supervised training.

The habiuation phase followed the pre-training
phase. During this phase the same network was
presented with 32 distnet sentences formed wih 8
different syllables these 8 syllables also occurn=d in the
set of 120 types of syllEbles emplyed I the pre-

taining set) . The 32 sentences w ere generated from the
ABA and ABB grammars (16 ABA sentences, and 16
ABB sentences). Each sentence was presented to the
network, one sylleble at a time. Follow ing the last
syllable of a sentence, the netw ork w as trained to output
a0 In the case of ABA sentences, and a 1 in the case of
ABB sentences. During this ttaining phase only the
second output unit was used (the one not used during
pre-taining) . Iiterestingly, the w eights were m odified
only after the last syllable of the cunent sentence was
presented (1o training occuned follow ing the first two
syllables). This was done In order to ensure that the
netw ork would leam to m ake discrim nations the ssme
way as the mfants presumably would, using sim ilar
stim uli.

For testing, four sentences were used, form ed w ih 4
“relevantly novel” syllbbles (ie. these syllables
appeared 1n the 120-syllable pre-training set, butnot n
the training corpus) . Tw o sentences had the form ABA,
and the othertwo had the form ABB .Agan, the second
output unit was used t© monior the network’s
Tesponses.

Before presenting our results, we would lke to
clarify the follow ng issues:

1) Because we were notable t have exactly the data
et that EInan used, we genemted our pattems
based on Plmkett & M arxchman’s (1993) feature
representation of consonants and vowels. Since
EIm an encoded his stim uli using the sam e notation,
w e believe that the difference betw een ourdata set
and Elman’s is m Inim al and arguably nsignificant
to the outoom e of the experin ent.

2) EIman’s mamn cbjctive was t© challenge M arcus’
assertion that SRNg are not able to genemlize
outside the training space.H ow ever, w e believe his
clains are oversated. A lthough a m norty of
sessions in ourbatch jobswasasgood asEInan’s,
T general, we found that the SRN did notperform
aswellasEIn an m antams.

As noted above, all experinents were based on
Elman’s smulaton. Between our experiments and
EInan’s there were a few differences, how ever. These
oconsisted in the way In which the data sets w ere created
and the way the results were computed. O ur first data
et very cbsely resembles EIman’s representation of
vectors, both comporm being based on the same
distrbuted representation of syllables. Since the results
we obtalned for this first data set offered only litle
evidence to support EIn an’s position, we have created
a second oomus of pattems, by changing Eman’s
original vectors In oxder to have a more uniform and
m ore overlapping data set (see below the description of
Experiment 2). Lastly, our thid data set employs
completely non-overlapping vectors, ie. we used a
Jocalist representation of nputpattems.



Experim ent1
The Tnput corpus for this experin ent w as very close to
the Elman’s dam st We ussd diswbuted
Epresentations to create the pattems: each syllble had
12 phonetic features, each syllable being m ade up friom
a consonant follow ed by a vow el. A 1l the syllables w ere
generated random Iy using the whole set of letters, and
the pattems wer created based on Plnkett &
M archm an’s (1993) notation of each letter’ . W e created
120 vectors this way . A 1l of these pattems w ere used In
the pre-taining phase, while 8 of them were em ployed
during taining and other 4 vectors were used for
testing .

Forexam ple, here are 2 of the 8 training sylkblesand
2 of 4 testing syllables:

taining

mo -1 1 -1 -1 1 1 -1 1 -1 1 -1 1

wu -1 1 -1 1 1 1 1 1 1 1 -1 1
testing

za -1 1 1 -1 -1 1 1 1 1 1 -1 -1

fe -1 -1 1 -1 1 1 1 1 -1 -1 1 -1

W e thed o generate as diverse and random da@ set
aspossible, Iike infants are presum ably exposed to prior
o partdcipating In the M arcus et al's experim ent.
However, our results showed that these pattems were
notvery “friendly” t© ourSRN s, and the netw orks w ere
not nearly as successfill as mfants n discrim nating
those sentences.

One of the characteristics of this data set was that,
because of the randomness of pattems, many of the
testing vectors were very different from the vectors
empbyed In tmining. For nsance, the average
disence” among taining vectors was about 34 bits,
while the difference between training and testng
pattems exceeded 6-7 bits. Tn ouropinion, this contrast
among pattems is responsible for making the testing
session difficult.

Experin ent 2

Since the results based on the first data set failed to
prove Elman’s stong clain s, we generated a different
compus of stmuli, trying to make the training process
successfinl. Consequently, w e have m anually created 12
vectors (8 vectors are used In tralning, the other 4 1
testng). The remainder of 108 vectors have been
generated mndom ly. A1l these pattems have been
distrbuted uniform y between the two sets of samuli
(raning and testng) . In this way, the distance am ong
vectors w ithn the sam e setof stim uli W hether taning

® For example, the pattem for syllble “da” was a 12-bit

vector cmated by ooncatenating the 6-bit  feature
=presentation of “d” with the 6-bit feature r=presentation of
\\a" .

* The distance betw een tw o vectors is given by the num berof
bitsby which the tw o vectors differ.

or testng) was sim ilar to the distance betw een vectors
found 1n the different corpora.
For examplk, here are a few of the vectors used In
this experim ent:
taning
-7 -1-1 1 1-1-1 1-1 1 1 1
1-1-1 1 1-1-1 1 1 -1 -1 1
testing
1-1 1-1 1-1 1-1 1 -1 1 -1
-1 -121 1-1-1 1 1-1-1 1 1

In this case, the average difference am ong the vectors
w ithin the sam e corpom is about 4-6 bis. This value is
close to the difference between taining stmuli and
testing stmuli (6-7 bis). Because the pattems are
uniform Iy spread across the training and testing sets,
this represented a ttaning advantage for networks.
How ever, this tactc further reduces the noveltyy of the
test “sentences” .

Experin ent3
The thid experm ent nvolved a mather different data
set. This empbyed oomplktly non-overlappig
vectors. As a result, the vectors were larger (24 bits,
stead of 12).

Forexam ple, here are 4 of 12 trainingAesting vectors
(the rest of the 108 vectors used during pre-taining
w ere generated random Iy) :

1) 1-1 1-1-1-1-1-1-1-1 -1 -1
-7 1-1-1-1-1-1-1-1-1-1 -1
2)-1 1-1 1 -1 -1 -1 -1 -1 -1 -1 -1
-1 -1-1-1-1-1-1-1-1-1-1 -1
3)-1 -1 -1 -1 1-1 1 -1 -1 -1 -1 -1
-1-1-1-1-1-1-1-1-1-1-1 -1
4)-1 -1 -1 -1 -1 1 -1 1 -1 -1 -1 -1
-1 -1-1-1-1-1-1-1-1-1-1 -1

As itmay be seen, the pattems were generated by
moving a 4-bit frame [ -1 1 -1] along the 24 bit
vectors. In this way, the resultng vectors do not
overlap, and the disance am ong all vectors is the same
@ bis).

A lthough this corpus of stim uli had little in comm on
wih Elman’s dam, we wanted t© examne the
perform ance of SRN s in the case of non-overapping
vectors and to address Marcus’ issue  about
genemalization to genuinely novel item s.

Resuls

The perfomances of SRNs (@nd, In geneml, any
network using the backpropagation algorithm ) are
nfluenced by several taining parameters, such as
nibdal weights, laming mte, etc. Usually, the
hitalization of weights is perform ed random Iy and if
training param eters are not chosen properly (especially
the leaming mate), the network may end up In a region
of local m inimum of the eror finction. One way ©



reduce this liability is to perform a batch experin ent, to
test the netw ork w ith a large num berof differentw eight
nibalizations and taning pammeters. Another
advantage of this approach is that at the end of the
batch sessions we w ill have a m ore precise picture of
the behavior of the netw orks, and also know w hetheror

not the results are generated accidentally .

Significantly, in a series of prelim hary experin ents,
we found that, very often, the weight mitdalizations we
used determ ned poor results fornetw orks, regardless of
taning parameters (cliding hidden layer size).
Therefore, we decided t© perform at least 64 different
taining-test sessions for each of our 3 experimental
designs, each session ushg a different weight
nitialization (there were 64 sessions for the first wo
experin ents, and 128 different sessions for the third
experimnent). In this way, we generated at least 64
separate trained netw orks foreach batch experin ent® .

W e chose t© use two crteria In order o evaluate the
results:

(1) Our first crterion was simply bassd on the
percentage of “acceptabl” reaults. W e say that a
network genemtes accepteble results when it
gramm atically categorizes each presented test
sentence w ithin 30% of is axget value. Since there
are 4 test sentences @ ABA sentences, and 2 ABB
sentences), we have 4 output values to record for
each of the 64 networks (et'ssay,A,B,C,D ar
the network outputs for the 4 test sentences).
Having 0 as the target value forA and B, and 1 as
the taxget value forC and D , an acceptable result is
an output value less than 3 for A and B, and
greaterthan .7 forC and D .

@) Although the above-mentioned criterion is very
tlerant, EInan’s results would not be counted as
acceptable In conform ity w ith this criterion (one of
Elman’s responses is about 6, outside the 30%
enor margl; see below for more details).
However, not t mejct EInan’s approach on a-
priori grounds, we adopted a second, more
forgiving crterion: we oonsider a rmwsult as
“acceptable” if only 3 of the 4 regponses are w ithin
30% of therr target values, while the r=maning
esponse isw ithin 45% of is argetvalue.

Since our extensive set of traning-test results were
significantly different from Elnan’s isolated result, we
tred to see w hether, at least, they w ere better than m ere
chance. For the first criterion, the chance value is given
by the prbabiliy that all 4 test sentences are
fortuitously, comectly classified, ie., the network
outputs are w ithin 30% of the target values. C learly, the
chance probability that the netw ork outputs a value In
the target range, for any of the 4 test sentences, is 3.
Therefore, the probability that all 4 sentences are
corectly recognized is 0081 3 x 3 x 3 x 3),0r

® One could m etaphorically r=gard these trained netw orks as
the Infants nvolved In the M arcus etal ‘s experin ent.

81% . This r=presents the “chance” value, which we
com pared allour results t© . For the second criterion, the
chance value is slightly different. Here, In oxder to
correctly categorize purely by chance, netw orks should
reportoutput values w ithin 30%  of the target values for
3 gentences, and within 45% for the 4 sentence.
Consequently, the probability for that happening is
01215 3 x 3x 3x 45),0orl1215% .

Experim entl
This experiment is closest to EIman’s simulaton.
Results reported by EIman (1999) w ere as follow s:

response target response target
A 0.004 0 C 0853 1
B 0.008 0 D 0622 1

Even though the network’s resoonse for the last
sentence was very close t© the chance value of 5,
Elman asserted, “these responses clearly indicate that
the network leamed t© extend the ABA vs. ABB
generalization to novel stmuli” (1999). In our view,
based only on these reaults, EIn an overstates the facts.
T accord w ith our first evaluation criterion, his result
would not even have been considered acceptable. W e
devised the second criterion, even m ore lenient than the
first one, n order to cover EIman’s result. h any case,
T ourextended series of experim ents, w e found thatthe
responses of our netw orks were highly dependent on
w eight Initializations.

We performed numewus batth experiments,
systematically varying, In all combinations, the
availeble parameters values: leaming mte (between
001 and 01), the number of hidden/fontext units
fetween 10 and 40), the momentum (© and 05),
welght initalization W ihn the nterval [1,1],0r [01,
01]). The best rsults wer obtaned for 30
hidden fontextunits, a leaming rate of 0.01, m om entum
0 and w eight Initialization w ithn [1,1].

Specifically, for this first experiment, our results
were:

1) ofthe 64 ttained netw orks, 15 generated acceptable
reaults I conformity t© the first evaluation
criterion; thus, the percentage of acceptable results
81564 x100 = 23 43% ;

@) evaluating w ith the second, m ore lenient, criterion,
the percentage of acceptable results is 23 64 x 100
=3593% ;

W e believe the results lend, atbest, weak support to
ElImans clains. A percentage of good results around
30% cannot lead us to the conclusion that “the netw ork
leamed t© extend the ABA vs. ABB genemlization to
novel stmuli”, as EInan asserted (1999). G ranted, the
results are significantly larger than the chance values
(81% forthe first criterion, and 1 215% for the second
one), which means that there is a tendency for the
networks to tain In such a fashion that they give
m eaningfi1l, mtherthan random results.

As noted earlier, these results m ight be partially
explained by the randomness of pattems used In this




experin ent. There were Instances when the taining
vectors were very different from the vectors used for
testing up to 90% of the bits w ere different) .

To prove that a different corpus of sdmuli can
generate better reqults, we performed a second set of
tests, m aking the data setm ore uniform and decreasing
the distance betw een training and testing pattems. H ere
are the details:

Experin ent2
A s noted earlier, m ost part of the 120 pattems used
this second experim ent w ere created random Iy, except
the 12 vectors employed in the ttaining habitation)
and testng phases. These 12 vectors were generated
manually and distdbuted uniform Iy over the taning
and testing sets In orer t© have a s ilar disance
am ong all the vectors.

Th this case, the average difference betw een training
and testing vectors is about 6 bits, close to the distance
am ong vectors w thin the sam e set whether ttaning or
testing) , w hich isabout 7 bits.

W e varied m any training param eters in this case o,
and we obtained the best result for 40 hidden/context
units, a leaming mte of 0 1 andmomentum 05.

A s expected, the results w ere substantially better:

1) there were 40 trained networks (out of 64) whose
esponses were acoeptable I confomm ity w ith the
first evaluation criterion; thus, the percentage of
acceptable results is40/64 x 100 = 62 5% ;

@) there were 42 tramned networks that responded
acceptably in accord w ith the second criterion; the
percentage of accepteble results is: 4264 =
6562% ;

N otew orthy, these results w ere obtaned fora num ber
of 40 hiddenfontext unis. When ushg 10
hidden/ontext units (@s Elman presum ably did), the
results were worse: 2968% 1 accord wih the first
criterion, and 3437% evaliatng wih the second
criterion.

A lthough the percentages of 625% or 6562% of
successfully trained networks are not inpressive, In
contrast w ith the chance value of 81% (@nd 1215%
espectively), they represent a significant result (the
probability to respond acceptably, I conform ity t© our
criteria, is 80 tim es greater than the probability by m ere
chance) . Therefore, this experin ent dem onstates m ore
convincingly what we noted earlier: there clearly is a
tendency forthe netw orks to train in such a fashion that
they give meaningfiil, mther than mndom results.
However, wem ustbear n m ind that the taning r=gin e
now under consideration does not satisfy the conditions
for generalization outside the training space.

Experin ent 3

The third experment differs from the first wo wih
respect o the type of the vectors Inivolved : here w e used
completely non-overlpping vectors, becauss we
wanted to address M arcus’ challenge of generalization

outside the training space. Thus, we tded to discover

w hether sinple recunrent netw orks are indeed able t©

generalize to novel sam uli.

Thitally, twould seem that our testing pattems w ere
not novel t© the network (since they also appeared in
the pre-taining set). But, there are two arguments
behind our assumption that the testng vectors are
actually novel:

- the outputunit used during pre-training is different
from the output unit used during habitation
(econd taining). Since the representation of
pattems is localist and the taining algorithm is
backpropagation, these two output unis are
purportedly ndependent: the training of one unit
should not Influence the other unit, as M arcus
argued (1998).

- the taining regimes used during the pre-taining
and habitiation phases are different (one algorithm
teaches the network to detem ine whether or not
consecutive syllables are identical, while the other
one teaches the network to differentiate betw een
ABA and ABB ntences). Since the testng
vectors do not appear In the taining daa set used
during sentence habitiation, they are novel to the
netw ork in the relevant sence.

For this experin ent we performed two sets of tests,
both volving 128 separate tahingfesting sessions.
A lthough 64 trained networks are presum ably enough
to form a com plete picture of the behavior of netw orks,
we wanted to see whether or not the general tendency
noted previously was repeatgble for a subsantially
largerbatch experim ent. The answ erw as affim ative.

The first set of experim ents em ployed a test corpus of
4 sentences, exactly the sam e num ber of sentences used
by EInan, and by us I the experiments 1 and 2. The
resulswere as follow s:

1) there were 8 successfully trained netw orks (out of
128); thus, the percentage of w ell-rained netw orks
was, In conform ity w ith the first criterion, 8/128 =
6 25% ;

Q) there were 14 trained networks which regponded
acceptably In accord w ith the second criterion; the
percentage of acceptable results is: 14/128 =
1093% ;

A Tthough these values are much less in pressive than
those of the previous experim ent, they sHll are better
than chance. O f course, the absolute percentage of
successiill networks (625, or even 1093) is gnall,
Indicating that SRN s have problem s dealing w ith novel
stim uli. H ow ever, it is sdll substantally greater than 81

(or 1 215 for the second criterion), which would have

been cbtaned by pure chance.

How ever, forthe second setof tests w e expanded the
test corpus to 30 sentences. n this case, none of the 128
trained netw orks output good results in accord w ith any
of the two crteria. This result was consisent for
different taining param eters, such as leaming mte and
num ber of hidden contextunits.




D iscussion

In the three experiments described herein, we have
system atically varied a wide mnge of param eters.
Ihdeed, In the case of Experiment 1, were Elnans data
st s very cbssly approxinated, we have
param etrically varied not only the leaming mte and
welght nitialization rnge, but also the hidden layer
size which EIn an did notdo). On the basis of all three
experin ents described above, w e believe it is fairto say
that EIm an s case has been subsantially oversated .

On the other hand, certain of our resuls may lend
som e m odest confim ation t© EIman s position, at least
w ith respect to the very simple syntex em ployed In the
M arcus et al experinent. To be sure, I the case of
Experiment 1, which most clsely approxinated
Emank training data, the percentage of successfully
trained networks was only 23 43% . However, this
percentage is far above the purely chance values that
we have cited. Th additon, we have shown that even
when all mput vectors w ithin a given training corpus
are completely non-overlpping Experiment 3), as
many as 6% of tained networks satisfy our “least
forgiving” criterion of success, at least when the test
compus contained just4 sentences @s 1 Elmanks case).
Significantly, though, when the test compus for
Experinent 3 was expanded to contain 30 novel
sentences, no positive results w hatsoeverw ere obtaned
even when our more lenient “success criterion” was
used. This outtome lends clear support t© M arcus'
clain s on “genemlization outside the training space” —
at least w ith respect to the Infant leaming experim ent
described by M arcusetal (1999).

Finally, we must also emphasize that, except In
Experimnent 2 where we modified the syllable vectors
o ensure that ttaining and test nput vectors w ere m uch
more sim ilar), the preponderance of trained netw orks
failed to satsfy even the most forgiving success-
criterion adopted here. M ore mportantly, we have
weplicated the desion of Expermment 1 ushg two
m odestly more complex gramm ars, and have obtained
only negative results. In particular, when the gramm ars
ABCA vs. ABCB) and ABCDA vs. ABCDB) wer
empbyed, we wer unable t tain even a sihgle
network successfully (from a batch of 64 networks).
This stongly suggests that the SRN  archiecture
deployed In EIman's "refutation" of M arcus is incapable
of abstracting the underlying structure of anything but
the very sinplest of grammars. Our view is that the
"gramm ar'" deployed by M arcus etal (1999) is perhaps
too sinple o present a usefuil challenge t© elim native
connectionist networks. A desimble sep for future
research would be to mwpeat the "human mfant
experinent! using the modestly mor oomplex
gramm ars justcied.
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