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EPIGRAPH

For we are like tree trunks in the snow.

In appearance they lie sleekly and a little push should be enough to set them rolling.

No, it can’t be done, for they are firmly wedded to the ground.

But see, even that is only appearance.

The Trees

by Franz Kafka

Translated by Willa and Edwin Muir
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The electroencephalogram (EEG) provides a non-invasive, minimally restrictive, and

relatively low-cost measure of mesoscale brain dynamics with high temporal resolution. Although

signals recorded in parallel by multiple, near-adjacent EEG scalp electrode channels are highly

correlated and combine signals from many different sources, biological and non-biological,

independent component analysis (ICA) has been shown to isolate the various source generator

processes underlying those recordings. While ICA-based methods have been seeing more and

more use, EEG researchers are hampered by the additional manual intervention necessary for

source-resolved analyses. These issues can be largely mitigated through the automation of several

stages of EEG source analysis. To this end, we developed and evaluated the ICLabel classifier, an
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automated independent component classifier trained on a large dataset with crowdsourced labels.

The crowdsourced labels were estimated using the novel crowd labeling (CL) algorithm, crowd

labeling latent Dirichlet allocation (CL-LDA), developed here. The ICLabel dataset that was used

to train the ICLabel classifier was also made public to aid in future development of IC classifiers.

We also evaluated artifact subspace reconstruction (ASR), an algorithm for artifact removal which

is applicable both offline and in real-time, and aids both channel-level and source-level analyses.

These tools are combined in the Real-time EEG Source-mapping toolbox (REST) to showcase

the utility and ease of real-time, source-level analyses once the individual components of an EEG

analysis pipeline are automated. Finally we evaluate adaptive mixture ICA (AMICA) and explore

its utility for automatic EEG segmentation and nonstationary analysis. All of these tools and

methods are open-source and freely available online.

xxi



Chapter 1

Introduction

1.1 Background

Electroencephalography (EEG) is a non-invasive, functional brain-activity recording

modality with high temporal resolution and relatively low cost that has been widely used in the

fields of neuroscience [Grummett et al., 2014, Artoni et al., 2017], clinical assessment [Marzbani

et al., 2016], and brain-computer interfaces[Fabiani et al., 2004]. Despite these benefits, an

unavoidable and potentially confounding issue is that EEG recordings mix activities of more

sources than just the participant’s brain activity. Each EEG electrode channel collects a linear

mixture of all suitably projecting electrical signals, some of them not originating from the cortex

or even from other biological sources. The relative proportions of those mixtures depend on the

positions and orientations of the signal generators and the electric fields they produce relative to

each recording channel, which always records the difference between activity at two or more scalp

electrodes. This mixing process applies to brain activity as well. Far-field electrical potentials from

regions of locally-coherent cortical field activity will not only reach the closest EEG electrodes,

but nearly the whole electrode montage to varying degrees [Delorme et al., 2012, Brazier, 1966].

Independent component analysis (ICA) [Jutten and Herault, 1991, Bell and Sejnowski, 1995,
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Lee et al., 1999, Palmer et al., 2008], a form of blind source separation (BSS), has been shown

to unmix and segregate recorded EEG activity into maximally independent generated signals

[Makeig et al., 1996, Jung et al., 1998, 2000b, Delorme et al., 2012]. By assuming that the original,

unmixed source signals are spatially stationary and statistically independent of each other, and that

the mixing occurs linearly and instantaneously, ICA simultaneously estimates both a set of linear

spatial filters that unmix the recorded signals and the source signals that are the products of that

linear unmixing. Analyzing EEG data at the level of cortical source dynamics is a complicated

problem, but allows for much more biologically plausible, physiologically meaningful, and

functionally significant results than treating scalp data channels as if they indexed single brain

sources. A physiological interpretation of ICA applied to scalp EEG recordings can be found

in Onton et al. [2006] and Delorme et al. [2012]. In short, this research has clarified (1) that

functional independence across brain regions should be accompanied by temporal independence

of the source EEG activities and (2) linear and instantaneous mixing of source EEG activities is

produced by volume conduction and scalp mixing.

A typical multichannel EEG recording contains electrical far-field signals emanating

from different regions of the participant’s brain where cortical tissue generates synchronous

electrical potentials [Malmivuo and Plonsey, 1995]. Further potentials that project onto the

scalp arise in the subject’s eye; and as the subject rotates their eyes, the spatial patterns of these

projection change. Electromyographic (EMG) activity associated with any muscle contractions

strong and near enough to the electrodes are also summed into the recorded EEG signals. Even

electrocardiographic (ECG) signals originating from the participant’s heart can appear in scalp

EEG recordings. Entirely non-biological signals such as 50-Hz or 60-Hz oscillations induced

by alternating current electrical fixtures such as fluorescent lights may also contribute to the

recorded EEG. The electrodes themselves can introduce artifacts into the recorded signals when

the electrode-skin interface impedance is large or unstable. All of these electrical fields and

signal artifacts are combined to form the instantaneous, linear mixture of signals recorded in
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each electrode channel. However, the various source signals themselves are largely generated

independently and should not have any consistent instantaneous effect upon one another, justifying

the use of ICA decomposition.

Though useful, the application of ICA to EEG data introduces two problems: (1) sensitivity

to noise and artifacts, which is also a concern when not performing source analysis (i.e. channel-

based analyses), and (2) ambiguity of the ICA results. If too many artifacts are present in an

EEG recording, or even just a few with extreme amplitudes, the ICA solution found may be

unusable or noisy, being then comprised of crudely defined independent components (IC), each

summing poorly unmixed source signals. Once the data are decomposed, determining whether

the decomposition is satisfactory and, if so, which ICs to analyze, requires more work. These

nontrivial issues can be enough to dissuade researchers from performing source analysis on their

data and can also slow the speed at which researchers can analyze data.

A solution to these problems is automation. By offloading the work from researchers

to algorithms, less time, effort, and attention need to be dedicated to data preparation and can

instead be allocated to the analysis and interpretation of results. Furthermore, automation makes

the application of source analysis to real-time applications possible, opening the possibilities of

source-resolved brain-computer interfaces (BCI) and real-time monitoring. As will be described

in the next section, certain stages of common to most EEG source analysis workflows are not

adequately automated. Through the development of new tools and the investigation of little-used

existing method, we aim to further the automation of EEG source analysis.

1.2 Problem Statement

Although specific EEG source analysis pipelines differ, the steps involved can be summa-

rized as follows:

1. Recording and importing data
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2. Preprocessing

3. Transient artifact removal

4. ICA decomposition

5. IC selection

6. Source analysis

Varying levels of automation already exists for some of these steps. For example, (Step 2)

preprocessing is already largely automated as broadly-applicable digital filters are easy to design

and use and (Step 4) ICA decomposition algorithms are easy to apply to EEG recordings through

widely-available computer programs (though it is not necessarily easy to get a good result). While

(Step 1) the recording of EEG data still takes manual intervention to setup, the actual duration of

data collection can be seen as automatic in that no intervention is necessary unless something

goes wrong or the recording long enough for the conductive gel to dry; an issue that is being

addressed through improvements to dry electrode technology.

Here, we address the processes listed above which are not yet adequately automated:

(Step 3) transient artifact removal, (Step 5) IC selection, and (Step 6) analysis. While we make

no claim of unequivocally automating these processes, we do improve upon the state-of-the-art

for some and evaluate the effectiveness of promising, but little-studied algorithms. Furthermore,

with automated EEG processing methods, applications in real-time become feasible so long as

the computational cost is well managed. We consequently developed a number of these methods

into a tool that enables their combined application on EEG data in near-real-time. Specifics are

given in Section 1.3.
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1.3 Contributions

In Chapter 2 we developed a new crowd labeling algorithm which was used to estimate

reference labels for a large dataset of EEG IC features. These labels and the dataset were used in

the work described in Chapter 3, where we developed the ICLabel project comprised of an EEG

IC classifier, a dataset of EEG IC features and crowdsourced reference labels, and a website for

collecting more crowdsourced labels. We compared the ICLabel classifier’s performance against

existing IC classifiers. The ICLabel classifier abates the need for manual intervention by providing

EEG researchers with consistent, efficient, and state-of-the-art automated IC classification.

In Chapter 4 we assessed the performance of artifact subspace reconstruction (ASR) as an

automated, real-time-capable artifact rejection method for EEG data. Although ASR has existed

since 2014, it has not been systematically evaluated prior to this work. In doing so, we expect

to promote trust in the method, leading to wider adoption through better understanding of the

method.

In Chapter 5 we developed the real-time EEG source-mapping toolbox (REST) which

implements a pipeline for real-time EEG source analysis with visualizations of intermediate

calculations and the ability to estimate IC source locations in near-real-time. In Chapter 6 we

extended REST by incorporating ASR and IC classifiers. We showed that REST could effectively

negate many common EEG artifacts in near-real-time. This toolbox furthers the automation of

EEG both by demonstrating the effectiveness of pipelines which are currently possible and by

making such pipelines easier to implement and understand.

In Chapter 7 we assessed the utility of adaptive mixture ICA (AMICA) as an unsupervised

brain-state monitoring technique on both simulated EEG data and actual EEG recordings during

sleep. AMICA has existed since 2006 but, similar to ASR, it has seen limited adoption due

to methodological complexity and computational cost. By demonstrating the utility and of the

method and exploring the effects of its parameters, we hope to encourage wider usage when
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applicable.

In Chapter 8 we conclude with a summary of the work completed and a deeper discussion

of how each of the previous chapters further the automation of EEG source analysis.
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Chapter 2

Dataset Creation

2.1 Introduction

One of the central requirements to automating electroencephalographic (EEG) source anal-

ysis is the ability to parse EEG datasets decomposed using independent component analysis (ICA).

We approach that problem in Chapter 3 by developing an automated independent component (IC)

classifier. The classifier is trained using the ICLabel dataset: a collection of features extracted

from over 200,000 ICs, a subset of which also have crowdsourced independent component labels.

In this chapter we develop and assess a novel crowd labeling (CL) algorithm with which to

process the crowdsourced IC label suggestions. As a result of applying this CL algorithm, we are

able to estimate reference labels for those ICs with crowdsourced labels; without which we could

not train an IC classifier.

2.2 Background

Crowd labeling (CL), also referred to as crowd-consensus, is a form of crowdsourcing with

the purpose of labeling or categorizing the elements of a provided set of items [Muhammadi et al.,
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2013]. Examples of such problems include identifying types of food from pictures and rating the

emotion most representative of a sentence. Generating a label for a single example is typically

easy and takes anywhere from a second to a minute depending on the task. However, with the

large, unlabeled datasets that are so common nowadays, the number of labels needed is often far

larger than any person has the time or inclination to produce. In such cases, crowdsourcing can

be an effective solution as it greatly reduces the time required through sharing and parallelization

of labor among volunteers or paid workers. Unfortunately, skill levels within the pool of workers

are typically unknown beforehand. When monetary incentives are provided on a per-task basis,

there may even be malicious workers who assign labels at random. This results in a collection of

labels that are not entirely reliable, meaning that some labels would likely not match the opinion

of a domain expert. CL algorithms exist specifically to estimate a label for each question, object,

or feature (henceforth called an instance) that is more reliable than the worker inputs from which

that label is generated.

The simplest crowdlabeling strategy, selecting the instance category by majority vote,

assigns the most commonly submitted label for each instance. In many situations, this method is

good enough. Given sufficient votes, low error rates, and lack of consistent bias among workers,

the law of large numbers guarantees the average will be reliable. More complex algorithms learn

a set of parameters to describe the skill or biases of each worker [Muhammadi et al., 2013]. In the

simplest case, the problem can be recast as learning a weighted average over worker submissions.

From this perspective, the majority vote can be described as an averaging method assigning equal

weight to all workers. Even more complex models can also learn parameters to describe the

difficulty of each instance to account for disagreement between otherwise reliable workers. These

algorithms can then be applied to binary classification, multi-class classification, multiple-choice

classification (where classes vary for each question or task), or even to more free-form paradigms

in which workers are allowed to respond with unique, self-generated responses. Though many

such algorithms already exist, they largely share the assumptions that each instance pertains to a
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single class, that responses relate to a single class, and that workers provide at most one response

per instance.

After first formally posing the problem of CL, we introduce crowd labeling latent Dirichlet

allocation (CL-LDA), an algorithm that generalizes the family of multi-class classification CL

algorithms in four important ways:

1. Instance classes are viewed as compositional rather than categorical.

2. Workers may respond with any number of guessed possibilities if they cannot distinguish

an obvious correct answer.

3. Responses that do not directly correspond to a class, and may have a different assumed

meaning for each worker, are allowed as response options.

4. Prior information on workers can be incorporated in a structured and Bayesian manner.

While latent Dirichlet allocation (LDA) [Blei et al., 2003] is a well known algorithm that

has been applied to a wide variety of problems, including something approaching crowd labeling

[Agarwal and Chen, 2010], as far as we are aware it has not been generalized in a way that renders

it applicable to general CL problems. We provide a generalization that allows CL-LDA to be

used in all the above applications of CL excluding multiple choice classification. For simplicity,

we restrain our analysis to binary and multi-class datasets. We then provide a comparison to prior

CL methods. The notation used in the chapter is presented in Table 2.1. Vector variables are

distinguished by boldface and matrix variables by underlined boldface. An additional subscript

on vector variables indicates indexing over the scalar elements of the vector.

2.3 Problem Description

The CL problem begins with the assumption that for each instance in a dataset, there is

a true class label. CL algorithms then attempt to estimate the class label for each instance in a
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dataset. Estimates are made using the responses (henceforth referred to as votes) to those instances

provided by a set of workers. A CL algorithm accomplishes this by comparing the votes provided

by all workers, considering which workers agree or disagree with other workers and on which

instances, thereby determining which label is most probable for each instance. More rigorously,

CL requires a set of workersU indexed u∈ {1, . . . ,U} who consider a set of instancesD indexed

d ∈ {1, . . . ,D} producing a set of votes V = {vdi ∈ {1, . . . ,R}| d ∈D, i∈ {1, . . . ,Nd}} where

U is the number of workers, D is the number of instances, R is the number of possible responses,

and Nd is the number of votes on instance d as can be seen in Table 2.1. For each instance there

is assumed to exist an unknown, true class vector yyyd ∈Y that relates the instance to C possible

distinct classes. The goal of CL, provided this information, is to generate an estimate ~θd ∈ΘΘΘ as

close to~yd as possible for each instance.

In previous methods,~yd was assumed to be a discrete value indicating the true class. To

accommodate generalization 1 for compositional data, it is assumed that~yd ∈ SC−1 where Sn is

the n-dimensional probability simplex in Rn+1. This means that ∑
C
l=1 ydl = 1; i.e., the elements

of~yd sum to one. The assumption of previous methods that~yd is discrete is a special case solution

under this generalization, wherein~yd is a binary indicator vector with only the element related to

the true class being equal to one and all others zero.

2.4 Latent Dirichlet Allocation

LDA is a generative hierarchical Bayesian mixture model for unsupervised data clustering

based on unobserved similarities or themes common throughout a dataset [Blei et al., 2003].

It is most well known for topic modeling in documents [Blei et al., 2003], but has many other

applications such as recommendation systems [Blei et al., 2003, Krestel et al., 2009], object

detection in images [Wang and Grimson, 2008], and image annotation [Lienou et al., 2010]. In

this section we provide a brief review of LDA for context before presenting the generalization to
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Table 2.1: Notation

Symbol Meaning

IIIN×N Identity matrix of size N by N

111N×M Matrix of all ones of size N by M

D Number of instances in the dataset

C Number of classes

R Number of possible responses

Nd Number of votes submitted on sample d

V All votes

U Number of workers contributing votes

U All workers contributing votes

~α Prior class distribution in the dataset
~β u

k Prior vote distribution given class k and worker u

β
u Prior vote distribution matrix on all classes for worker u

~θd Class distribution of instance d
~φ u

k Vote distribution given class k and worker u

vdi Value of vote i in document d

zdi Class of vote i in document d

Z−di All vote-classes excluding that of vote i in document d

mdu Weight of a vote on sample d by worker u

n jklu
Combined weight of votes with value l by worker u

that are assigned class k on instance j

n−di
jklu

Same as above excluding the weight

of the ith vote on instance d
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~α ~θd zdi vdi

~φzdi
~β

Nd

D

C

Figure 2.1: Graphical model for LDA.

CL-LDA. While the model described here is referred to in the original paper [Blei et al., 2003]

as smoothed-LDA, the smoothed-LDA model is also commonly called LDA as we do here. For

simplicity, we describe LDA from the perspective of document topic modeling to maintain a

consistent analogy between the intuitions behind LDA and CL-LDA.

LDA applied to document topic modeling learns a probabilistic generative model for a

corpus, D, comprised of D documents. Each document, d, contains Nd words. The probabilistic

generation of these documents and words begins with a Dirichlet prior over topics in the corpus

with parameter vector ~α , from which each document’s topic distribution, ~θd , is drawn. For each

document, Nd samples are taken from a multinomial distribution with parameter vector ~θd . These

samples are word-topics within the document, denoted as zdi, which make explicit the topic

of the context in which a word is used. For example, the word “rash” could be a symptom in

the context of medical literature, but might also describe a decision in the context of a political

commentary. A second Dirichlet prior has parameter vector ~β over word distributions given

topics from which each topic dependent word distribution, ~φk, is sampled. For each word-topic

zdi, a word is drawn from a multinomial distribution with parameter vector ~φzdi . Effectively, ~φk

parametrizes the vocabulary used by topic k. In summary:
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~α ~θd zdi vdi

~φzdiu
~βzdiu

Nd

D

C

U

Figure 2.2: Graphical model for crowd labeling latent Dirichlet allocation (CL-LDA).

~θd ∼ Dirichlet(~α) ∀d ∈D (2.1)

~φk ∼ Dirichlet(~β ) ∀k ∈ {1, . . . ,C} (2.2)

zdi ∼Multinomial(~θd) ∀d ∈D, ∀i ∈ {1, . . . ,Nd} (2.3)

vdi ∼Multinomial(~φzdi) ∀d ∈D, ∀i ∈ {1, . . . ,Nd} (2.4)

The only information provided to the model are the words, V , in the corpus and the priors,

~α and ~β . In the original derivation Nd is treated as a random variable drawn from a Poisson

distribution, but as it is independent from the other data generating variables, ~θd and zdi, it may

be treated as deterministic.

2.5 Crowd Labeling Latent Dirichlet Allocation

Though LDA may not immediately appear applicable to the problem of CL, it can be

shown to be analogous given two generalizations. Where before the data were a corpus of

documents containing words, for CL we analyze a set of instances on which workers have voted.
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There is a clear relation between documents in a corpus and instances from CL in which the

words in documents are analogous to votes on those instances. The missing component in the

topic modeling paradigm is some complement to the relation between workers and their votes.

Such a relationship can be easily added by generalizing the topic-dependent word distribution in

classical LDA, ~φk, to a class and worker dependent vote distribution, ~φ u
k . Likewise, the prior over

vote distributions, ~β , is generalized on a per-worker and per-class basis as ~β u
k . This generalized

prior can be thought of as a per worker prior on confusion matrices. While the possibility exists

for a unique prior assigned to each worker, a more apt model would use the worker-dependent

priors to describe known populations of workers. Worker-dependent priors need not be different,

as the worker and class-dependent vote distributions will still be learned from the data. Therefore

that flexibility should only be employed when prior information supports its use.

As a third generalization, vote-classes are given weights, mdu, such that each voting

worker has equal weight on an instance, independent of how many votes they submit on that

instance. This is an adaptation of term weighting schemes [Wilson and Chew, 2010] using a

different formula for the value of weights and serves to allow multiple responses within a single

vote, CL generalization 2 from Section 2.2, without biasing the result in favor of users who do so

more often.

2.5.1 Meaning of vote-classes

When compared to word-topics in LDA, vote-classes in CL-LDA are less intuitive because

when a worker submits a vote, that vote often appears obvious in its intention. A distinction

can nevertheless be made between equivalent votes, one of which is made explicit though the

vote-class latent variables. Suppose there is an instance from a dataset with two possible classes.

One worker submits a vote for the first class and a second worker submits a vote for the second

class. Assuming the first worker is estimated as trustworthy, the vote-class matches the vote by

that user. If the second worker is estimated as inaccurate, as they often misidentify the first class
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as being the second, then the vote-class will likely still be for the first class and the instance will

be estimated as strongly first class. If, instead, the second worker is estimated to be accurate,

the second vote-class will follow the vote as being of the second class and the instance will be

estimated to be evenly split. In the case that the second worker votes both classes, each vote has a

unique vote-class and so can vary the interpretation of this instance from either fully class one

due to a misunderstanding of class two on the workers behalf, a mixture of both classes as the

worker correctly identified similarities to both, or fully class two due to a misunderstanding of

class one. Vote-classes estimate the best interpretation of votes, as they might differ from the

obvious intention due to a misunderstanding of response options or misinterpretation of instances

by the worker.

2.5.2 Inference on CL-LDA

We use collapsed Gibbs sampling [Griffiths and Steyvers, 2004] to perform inference on

the CL-LDA model. For reference, the word-topic probabilities in LDA are calculated as:

P(zdi = k|Z−di,V ,~α,~β ) ∝ (n−di
jk∗ +αk)

n−di
∗kvdi

+βvdi

n−di
∗k∗ +β∗

(2.5)

and the marginalized distribution parameters reconstructed as:

θdk =
ndk∗+αk

nd∗∗+α∗
φkl =

n∗kl +βl

n∗k∗+β∗
(2.6)

where Z−di are all the word-topics excluding zdi and n jkl is the number of times word l

appears in document j with topic k. A ∗ indicates a summation over the index it occupies; e.g.

n jk∗ is the number of words in document j that have topic k.

Accounting for workers and weighting votes to equalize the influence of each worker, the

instance-class probabilities in CL-LDA are calculated as:
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P(zdi = k|Z−di,V ,~α,βU ) ∝ (n−di
d∗k∗+αk)

n−di
∗kvdiu

+β u
kvdi

n−di
∗k∗u +β u

k∗
(2.7)

and the marginalized distribution parameters reconstructed as:

θdk =
ndk∗∗+αk

nd∗∗∗+α∗
φ

u
kl =

n∗klu +β u
kl

n∗k∗u +β u
k∗

(2.8)

Everything is the same as before except that z, w, and n are additionally indexed by workers

and ~β is additionally indexed by workers and classes. Although not evident from the equation,

the counts are also changed to summations of weights, m, such that n−di
dzdivdiu

= ndzdivdiu−mdu

rather than simply subtracting one as before. The result is that computational complexity remains

unchanged from LDA.

2.5.3 Effect of priors in CL-LDA

Just as in the original derivation of LDA, priors can be interpreted as pseudo-votes that

act to smooth the solution towards prior beliefs. Selection of adequate parameters for the prior

distributions is essential for CL-LDA to correctly infer instance classes. This is especially true

for each ~β u
k . If ~β u

k is set to be uniform, then the class-dependent distributions that CL-LDA finds

will be associated to an unknown class and the resulting solution would have to be analyzed to

determine the meaning of each “class”, thereby negating the utility and autonomy of the algorithm.

By choosing ~β u
k such that each possible vote is favored by the most associated class, the results

are guided to a known distribution of classes. If it is assumed a priori that the workers are highly

skilled, and given that each vote has a one to one correspondence to a single, unique class, then

β
u is a scaled identity matrix with scaling equivalent to the strength of the assumption of worker

competence. Workers are usually not perfect, so it instead makes sense to set β
u to a positive,

linear combination of an identity matrix and a matrix of uniform values. If a possible vote does

not have a one-to-one correspondence to a class, then that value can be set however best fits prior
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assumptions.

The class distribution prior does not require such premeditated structure but is also

important. This distribution is entirely analogous to that of LDA and should incorporate any prior

knowledge on the distribution of instance classes within the dataset. The smoothing effect of the

class distribution prior leads to a concern when choosing the scaling for ~α as there are typically

far fewer responses per instance in CL than there are words in a document. Care should therefore

be taken that α∗ is significantly less than the typical number of worker responses on an instance

of the dataset or else the smoothing effect of the α will overpower most votes.

2.5.4 Bayesian prior estimation

Imposing a prior can benefit inference by favoring estimates that are closer to solutions

that are believed to be more likely, especially when there is minimal data available. Conversely, if

there is a large discrepancy between the belief guiding an imposed prior and the true distribution,

that prior can be equally detrimental when there is not enough data to overcome its influence.

Bayesian prior estimation (BPE) optimizes the prior distribution so as to maximize the data

evidence. Following the analysis by Wallach et. al. of estimating non-symmetric Dirichlet priors

in LDA [Wallach et al., 2009], an extension is possible to CL-LDA with Bayesian prior estimation

(CL-LDA-BPE). While Wallach suggests the use of her derived estimator [Wallach, 2008], this

is not possible with CL-LDA as Wallach’s derivation assumes that counts are integer valued,

which is not applicable here as a result of vote weighting. Therefore, CL-LDA-BPE uses Minka’s

fixed-point iteration [Minka, 2000]. It is adapted to CL-LDA-BPE as:

α̂k = αk
∑

D
d=1 Ψ(ndk∗∗+αk)−Ψ(αk)

∑
D
d=1 Ψ(nd∗∗∗+α∗)−Ψ(α∗)

(2.9)

and
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β̂
u
kl = β

u
kl

Ψ(n∗klu +β u
kl)−Ψ(β u

kl)

Ψ(n∗k∗u +β u
k∗)−Ψ(β u

k∗)
(2.10)

where α̂k is the updated kth element of ~α , β̂ u
kl is the updated lth element of β u

k , and

Ψ(·) is the Digamma function. BPE is a single example of the extensive literature of LDA

modifications that can possibly be adapted to CL-LDA. Other advantageous modifications include

parallelizing inference across processors [Wang et al., 2009], parallelizing inference on a graphical

processing unit [Yan et al., 2009], and adaptation for online inference when receiving streaming

data [Hoffman et al., 2010, Canini et al., 2009].

2.5.5 Similar prior methods

CL-LDA can be interpreted as part of a larger family of CL algorithms based upon the

confusion matrix approach of Dawin and Skene (DS) [Dawid and Skene, 1979]. DS models

each worker using a confusion matrix across classes and votes with the assumption that each

instance is of a particular discrete class. This approach can be, and has been, extended many times.

Many extensions make the model Bayesian by incorporating hierarchical prior distributions over

the classes, workers, or both. For example, the independent Bayesian Classifier Combination

[Kim and Ghahramani, 2012] and its variations [Moreno et al., 2014] extend DS by imposing a

Dirichlet prior over the class distribution, Dirichlet priors over the rows of the confusion matrices,

and exponential priors on the Dirichlet parameters. Latent Confusion Analysis (LCA) [Sato

et al., 2014] also extends this method using confusions matrices by imposing normalized gamma

priors on the confusion matrices as well as assuming that voting patterns are structured and

shared throughout populations of workers. LCA can also be framed from the perspective of

LDA but is changed substantially to incorporate shared voting patterns and latent variables for

instance difficulty. As previously described, preserving more similarities to LDA, as CL-LDA

does, provides many additional benefits, such as access to a rich literature and the use of efficient
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collapsed Gibbs sampling for inference.

2.6 Experimental Evaluation

To quantify the performance of CL-LDA when applied to CL problems, we use SQUARE

[Sheshadri and Lease, 2013, Sheshadri, 2014]: a toolbox that applies CL algorithms to publicly

available datasets as well as simulated datasets under various conditions ranging from unsuper-

vised to fully supervised. As CL-LDA is an unsupervised method, only the unsupervised methods

of SQUARE are utilized.

2.6.1 Datasets

To compare CL-LDA against other CL methods, we are required to use data that are com-

patible with those other methods. As a result, datasets that require CL-LDA’s added capabilities

cannot be used in these comparisons. An exception is made for multi-class datasets, in which

case algorithms that only accept binary classes are excluded. The data in this experiment are

therefore in the form of workers voting for a single discrete label per instance.

Found data

All non-simulated CL datasets used in these tests are publicly available on the internet.

Each varies in response types, overall number of responses, and distributions of responses across

workers and instances. Details of these datasets are shown in Table 2.2. AC2 [Ipeirotis et al., 2010]

consists of collected worker ratings on websites ranging from child-friendly to pornographic

on a four-point scale. In BM [Mozafari et al., 2012], workers rate the sentiment of tweets as

positive or negative. CSv3B is a series of judgments on whether statements are true or false

and is a binarized version of CSv3 [Orr, 2013] in which there was a very rare “skip” response

accounting for less than 0.15% of all responses. In HC [Buckley et al., 2010, Tang and Lease,
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2011], workers rate search results as either not-, somewhat-, or very-relevant while HCB combines

the somewhat-relevant and very-relevant ratings into a single response. WVSCM [Whitehill et al.,

2009] has workers discriminate images of genuine smiles from images of forced smiles. All

datasets are either binary or multi-class except for AC2 which is ordinal.

Simulated data

To compare the resilience of CL-LDA to spammers as compared to other methods, we

generate simulated data. The simulated datasets are again made to conform with the requirements

of the other algorithms. Every simulated dataset consists of 16,000 instances which pertain to

one of seven classes. The prior probabilities of the ith class is i/28. To explore the effects low-

accuracy workers, we model those workers as random spammers who vote uniformly at random

over all classes. Smart spammers are modeled as trying to avoid detection while minimizing

effort by always voting with the class having the highest prior probability. Such workers might

appear when monetary rewards are offered for every instance completed. Here, smart spammers

always vote for the seventh class. Each worker votes on 300 separate instances at random within

the dataset. Non-spamming workers are modeled purely as an accuracy so as to not explicitly

favor any family of methods over any other. Each dataset contains 16 workers with 98% accuracy

and 160 with 70% accuracy. For each type of spammer, five additional datasets are created adding

32 to 160 spammers in increments of 32. For each condition, ten datasets are generated with

different random seeds to provide a measure the stability on each solution.

2.6.2 Other CL algorithms

Sheshadri et. al. [Sheshadri and Lease, 2013] provide a suitable review of each method

compared, which is summarized here. The majority vote (MV) takes the most commonly voted

class for instance as the correct answer without any regard for which workers produced those

votes. ZenCrowd (ZC) [Demartini et al., 2012] generalizes MV by adding a scalar parameter for
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Table 2.2: Benchmark data metrics.

Dataset Classes Instances Evaluation Labels Workers Votes

AC2 4 11,040 333 825 89,948

BM 2 1,000 1,000 83 5,000

CSv3B 2 42,624 550 57 214,665

HC 4 20,232 4,459 766 97,164

HCB 2 20,026 3,277 762 90,564

WVSCM 3 2,134 159 64 19,287

each worker’s ability which can be either positive for helpful workers or negative for adversarial.

Dawin and Skene (DS) [Dawid and Skene, 1979] estimates a confusion matrix for each worker

to provide a more detailed model of worker ability. Naive Bayes (NB) [Snow et al., 2008] also

employs a confusion matrix, but with Laplace smoothing. The Generative model of Labels,

Abilities, and Difficulties (GLAD) [Whitehill et al., 2009] models workers with a scalar parameter

and additionally models each instance with a parameter estimating its difficulty. The algorithm

for GLAD used in SQUARE is only compatible with datasets containing binary valued votes.

Caltech UCSD Binary Annotation Model (CUBAM) [Welinder et al., 2010] estimates workers

with parameters for skill and bias while also estimating instance difficulty. The implementation

of CUBAM used here is also only applicable to binary data.

2.6.3 Implementation details

For all the experiments in this chapter, CL-LDA uses four Gibbs sampling chains with a

burn-in of 200 samples and then takes the average over vote-classes associated with each instance

for the next 300 samples of each chain combined. CL-LDA-BPE has a longer burn-in of 4,000

samples to allow the BPE to converge and then averages the next 1,000 samples. Equations 2.9

and 2.10 are applied until convergence after every 20 complete Gibbs sampling iterations during

the burn-in period, beginning after the first 100 samples.
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For both methods, β
U is set to 3 · (0.9 · IIIW×W +0.1 ·111W×W/W ), which weakly assumes

that workers are proficient. ~α is set to a uniform vector with total sum of 0.5 which effectively

adds a pseudovote with weight of 0.5 to each instance. Each vote-class is initialized to the class

with the highest probability to produce the relevant vote given the worker’s prior, i.e., argmax
l

β u
kl .

2.6.4 Results

Both implementations of CL-LDA generally perform as well as other CL methods. Each

class of algorithms perform better or worse on any given dataset based on the characteristics

specific to that dataset and those variations can be seen in the following results.

Found datasets

The performance of both versions of CL-LDA on the SQUARE datasets are shown in

Table 2.3 and Table 2.4. All performance metrics are calculated using the mean across class-

specific performance. Accuracies among all algorithms are similar on AC2, BM, and CSv3B.

Only on HC, HCB, and WVSCM is there a wider range of accuracies and for two of those three,

CL-LDA is the top performer. For precision, both CL-LDA methods display a wider range in

performance. When compared to DS, which is heavily cited and uses a very similar model,

CL-LDA and CL-LDA-BPE do better on almost all datasets in both accuracy and precision.

Simulated datasets

The simulated data experiments indicate that CL-LDA performs better than MV under the

influence of many spammers, as shown in Figure 2.3. CL-LDA-BPE and DS are also affected

much less than MV and also performs better than CL-LDA in this case. ZC strangely appears to

perform better with the influence of spammers though suffers from high variability with random

spammers. These results should be interpreted with some skepticism as DS and CL-LDA-BPE
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Table 2.3: Unsupervised accuracy on found data. Bold values indicate best performance for
each dataset.

Algorithms
Datasets

AC2 BM CSv3B HC HCB WVSCM

CL-LDA 0.876 0.813 0.960 0.947 0.664 0.757

CL-LDA-BPE 0.885 0.812 0.972 0.938 0.631 0.786

CUBAM - 0.804 0.942 - 0.646 0.671

DS 0.850 0.812 0.958 0.926 0.643 0.772

GLAD - 0.811 0.972 - 0.325 0.826
MV 0.867 0.812 0.973 0.884 0.506 0.710

RY - 0.818 0.972 - 0.493 0.809

ZC 0.833 0.815 0.975 0.684 0.271 0.818

Table 2.4: Unsupervised precision on benchmark data. Bold values indicate best performance
for each dataset.

Algorithms
Datasets

AC2 BM CSv3B HC HCB WVSCM

CL-LDA 0.507 0.636 0.919 0.647 0.722 0.716

CL-LDA-BPE 0.540 0.578 0.943 0.654 0.758 0.717

CUBAM - 0.613 0.882 - 0.736 0.746
DS 0.491 0.613 0.915 0.664 0.734 0.690

GLAD - 0.573 0.943 - 0.773 0.700

MV 0.481 0.576 0.944 0.595 0.746 0.729

RY - 0.586 0.943 - 0.778 0.694

ZC 0.405 0.530 0.950 0.666 0.771 0.318
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did not perform in such a superior manner on the found CL datasets as compared to CL-LDA.

Still, these experiments provide some insight into each algorithm’s robustness to poor workers.

Effects of Bayesian prior estimation

CL-LDA-BPE does perform better than CL-LDA in certain cases, but it also does worse in

other as demonstrated by some of the non-simulated datasets. In effect, BPE becomes beneficial

when the provided priors greatly misalign with the true class distributions. This claim is supported

by the increased efficacy of CL-LDA-BPE when applied to the simulated data as the initial priors

impose the beliefs that all classes are equally likely and that all workers are somewhat competent.

Once an initial estimate has been formed, BPE can relearn priors to support the data. It follows

that in cases when some idea of the data distribution and worker capability is already known,

CL-LDA is sufficient. Applying BPE to only the class distribution prior or only to the workers,

even to just a subset of workers, is not only possible, but very easy as well. A disadvantage to

CL-LDA-BPE is that the BPE requires significantly more Gibbs sampling iterations, and therefore

more time, to converge than CL-LDA.

2.7 Application to the ICLabel dataset

We demonstrate our method on the challenging problem of labeling unmixed, indepen-

dent components (ICs) of multidimensional electroencephalography (EEG) data [Makeig et al.,

1996], making full use of all four generalizations listed in Section 2.2. We apply CL-LDA to

crowdsourced label suggestions to provide training labels for a subset of the ICLabel dataset,

a collection of over 200,000 EEG ICs that previously has no such labels, which is described

in detail in Chapter 3. Generating labels for a subset of the ICLabel dataset allows the use of

semi-supervised learning algorithms on the entire dataset, enabling the creation of an automated

EEG IC classifier to aid neuroscientists in analyzing large collections of datasets, to help and
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Figure 2.3: Effects of varying numbers and types of spammers on CL-LDA, CL-LDA-BPE
and other CL algorithms. The black dashed line is the expected performance for the proficient
workers while the black dot-dashed line is the expected performance for the medium performance
workers. Central lines indicate mean performance over 10 datasets. Colored area around central
lines indicate the standard deviation of performances over 10 datasets.
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Figure 2.4: EEG components from the ICLabel dataset that CL-LDA estimated as mostly
capturing signals generated from a subject’s heart. The horizontal axis shows how strong the
estimate is while the vertical axis shows how stable that estimate is. The blue parabola represents
the maximum estimate variance which would only occur in the case of estimates drawn from
multinomial distributions. Green dots represent actual Heart components while red dots are
false positives. A clear trend can be seen with false positives having lower strength and higher
variance estimates. On the right, exemplar EEG components are shown. The cartoon head
visualizes the resulting pattern of electrical potentials at the scalp resulting from activity of
that EEG component. Red, green, and blue represent positive, neutral, and negative polarity
respectively with recording electrode positions shown as black dots. The graph to the right of
each head show a segment of time series activity from that component. The only high strength
false-positive has time series activity that closely resembles the QRS complex that is highly
characteristic of heart activity.
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Table 2.5: ICLabel dataset metrics as of 2017.

Classes ICs Experts Votes Non-Experts Votes

7 4,375 3 2,596 19 8,754

teach those who do not know how to distinguish ICs manually, and for applications which require

automation such as certain real-time brain-computer interfaces.

ICs are separated into seven classes based on the estimated source of the EEG component

signal. The classes are “Brain” for signals originating from a subject’s cerebral cortex, “Muscle”

for signals generated by muscle activity, “Eye” for electrical potentials produced by the retina,

“Heart” for components that account for the electrical activity from the heart, “Line Noise” for

components following external electrical fields produced by nearby power fixtures or electronics,

“Channel Noise” for artifacts resulting from poor electrode quality or loose electrode contacts,

and “Other” as an amalgamation of additional rare classes and poorly unmixed or otherwise

uninterpretable signals which provide little or no usable information to neuroscientists. Informa-

tion regarding the ICLabel dataset as it was at the time of this analysis can be seen in Table 2.5.

For more detailed descriptions of the aforementioned IC categories and for further information

regarding the ICLabel dataset and the ICLabel classifier, see Chapter 3.

The task of labeling ICs is difficult enough that when asking experts to evaluate the same

components, it is not uncommon for them to disagree on the correct labels for a significant number

of those components. Because of this difficulty and the occasionally imperfect unmixing that may

result from the algorithms used, compositional labels on ICs provide a more informative model

when ascribing meaning or origin to an IC. By describing ICs as a composition, as CL-LDA

allows with generalization 1, labels can express similarity to multiple classes while maintaining

the capacity to define an IC as primarily from a single class. Pursuant to the compositional label

model, votes are also not limited to a single class. Instead, using generalization 2, workers may

select any number of classes they find to be applicable to a given IC. In cases when a worker

27



feels significant doubt in his or her assessment of an IC, the worker can indicate that uncertainty

through an additional “?” response which may be used in addition to uncertain guesses or alone

as a way to abstain from voting, as provided for by generalization 3. Finally, there is a subset

of workers whom we, a priori, deem to be experts. This information is incorporated into the CL

model to counteract any biases in the general population of workers [Della Penna and Reid, 2012].

As “expert” does not mean infallible in this context, their individual votes cannot be treated as

ground truth. Information regarding expert skill is instead incorporated into the model using

generalization 4, i.e., worker matrix priors ~β u
k .

2.7.1 Implementation details

When applying CL-LDA to the ICLabel dataset, the matrix prior for experts and non-

experts are set to 30 ·
[
I7×7 17×1/7

]
and 30 ·

[
(0.4 · IIIW×W +0.6 ·111W×W/W ) 17×1/2

]
respec-

tively. These priors effectively add 30 pseudo-votes to each possible vote value for a total

of 240 pseudo-votes per worker which strongly assumes a skill gap between experts and non-

experts, but not so strong that those assumptions cannot be overcome by workers who cast

many votes. While such a strong prior may appear excessive, it is helpful in overcoming

many common biases among non-expert workers for this task. The class prior vector is set

to
[
0.15 0.1 0.05 0.025 0.025 0.025 0.15

]
for ICs of type “Brain”, “Muscle”, “Eye”,

“Heart”, “Line Noise”, “Channel Noise”, and “Other” respectively. As in Section 2.6.3, CL-LDA

is run with a 200 sample burning and an average is taken over the following 300 samples.

2.7.2 Results

Without ground-truth labels, evaluation is difficult on the ICLabel dataset. The occasional

ambiguity between EEG component class types adds to the challenge as well. To overcome these

difficulties, we inspect Heart components as they are very clearly defined while still necessitating

28



a level of skill to identify. Heart components are rare, allowing for a full manual analysis of

all components with any “Heart” votes. For this evaluation, classes are separated by taking the

maximum class contribution to each compositional label, solely to simplify manual analysis. The

manual classification of Heart components was done with the help of a cardiologist. Figure 2.4

shows all components that CL-LDA estimates as primarily Heart component. Of the 23 instances

selected, 16 are actually “Heart” while the other five are not. Of all 91 ICs that have any “Heart”

votes, 21 are actually “Heart”. Combining this information provides an accuracy of 89%. For

comparison, MV only accurately labels 12 heart components and achieves an overall accuracy of

82%. More importantly, the results in Figure 2.4 are almost linearly separable. As the proportion

Heart component (PHC) decreases and the variance of PHC increases, the less likely a component

is to be an actual Heart component.

2.7.3 Label variance

Label variances can potentially provide an important benefit to the broader goal of the

ICLabel dataset, and generally to other CL datasets as well. CL-LDA separates the estimate into

a composition over classes and generates variance measures on fractions of the composition as

an analog to confidence. By having an explicit measure of the estimate credibility, heavy voting

overlap (which implicitly ensures a level of label confidence) is no longer a requirement and

therefore should allow workers to label more unique components, thereby increasing the expected

number of low probability components in the labeled dataset. To fully utilize this approach

in CL, the classifier has to incorporate confidence values during training by assuming label

heteroscedasticity. An exemplary method that makes this assumption is generalized least squares

(GLS) which scales errors according to the noise covariance using Mahalanobis distance. The

effect is to diminish the penalty of misclassifying an instance along dimensions with high label

variance. Therefore, if a class estimate is the product of a single unreliable worker, the resulting

penalty for misclassification will be minuscule and the classifier will not be heavily skewed as a
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result of the inaccurate label. In fact, CL-LDA can just as easily provide an estimate of the full

label covariance which matches the GLS example more closely. This benefit is clearly applicable

to the ICLabel dataset results shown in Figure 2.4 as all but one of the incorrectly labeled heart

components have high label variance in addition to lower PHC. Figure 2.4 is indicative of how

label variances provides an additional layer of information that can aid the generation of the EEG

IC classifier and other CL dependent applications and comprehensive validation of the claim will

be presented in future work.

2.8 Conclusion

In this chapter we have presented a new CL algorithm, CL-LDA: a generalization of

the well known latent Dirichlet allocation (LDA). Using SQUARE, we show that CL-LDA

performs comparable to or better than many other CL algorithms, depending upon the dataset,

while allowing for four useful generalizations to the CL problem. These generalizations allow

CL-LDA to be used with datasets that require or would benefit from compositional labels,

multi-response votes, class-agnostic responses, and structured Bayesian incorporation of prior

knowledge regarding worker abilities. Furthermore, CL-LDA provides variance estimates on each

class proportion assigned to an instance as a measure of confidence. We discuss the convenience

of using a method based upon LDA as it provides access to an extensive literature with which to

easily extend CL-LDA; a fact which we exploit by incorporating Bayesian prior learning of all

priors in CL-LDA-BPE. We show CL-LDA-BPE to be better in cases when true class distributions

and worker abilities vary strongly from uninformed guesses.

We then apply CL-LDA to the ICLabel dataset which uses all four stated generalizations.

EEG components that capture heart signals demonstrate the utility of variance on class proportions

to separate poor class labels estimates from those that are more likely to be true. These class

label variances can be incorporated into the error function during classifier training making the
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classifier robust to unreliable labels rather than discarding or suffering from those labels. In future

work, such a classifier can be used to further validate the efficacy of CL-LDA by comparing the

performance of a classifier trained on labels generating according to the majority vote against that

of a classifier trained with labels from CL-LDA.
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Chapter 3

IC Classification

3.1 Introduction and Overview

As independent component analysis (ICA) does not consider any signal or event annota-

tions in conjunction with the electroencephalographic (EEG) data, any structure present in the

ICA solution thereby lacks explicit labels. Consequently, the raw ICA output is an unordered and

unlabeled set of independent components (IC). One common step towards organizing the results

is to standardize the IC scalp projection norms and order ICs by descending time series activity

power. Even so, the provenance of each IC signal is difficult to determine without sufficient

training and time dedicated to manual inspection; it is for this reason that manual intervention is

typically required before EEG sources may be analyzed after ICA-decomposing EEG datasets.

An automated solution to determining IC signal categories, referred to as IC classification or IC

labeling, would aid the study and use of EEG data in four ways:

1. Provide consistency in the categorization of ICs.

2. Expedite IC selection in large-scale studies.

3. Automate IC selection for real-time applications including brain-computer interfaces (BCI).
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4. Guide IC selection for people lacking the necessary training and help them to learn through

examples.

In this chapter, we present a new IC classifier, along with the dataset used to train and

validate that classifier and the website used to collect crowdsourced IC labels for the dataset. The

classifier is referred to as the ICLabel classifier while the dataset and website are referred to as

the ICLabel dataset and ICLabel website, respectively. The process for creating and validating

the ICLabel classifier began with the creation of the ICLabel dataset and website, as the website

was used to annotate the dataset needed to make the classifier.

The first step was to create the ICLabel training set by collecting examples of EEG ICs

and pairing them with classifications of those ICs. The ICLabel website (https://iclabel.ucsd.edu/

tutorial)was designed with the express purpose of generating these IC labels for ICs that had no

prior annotations. The website also functions as an educational tool as well as a crowdsourcing

platform for accumulating redundant IC labels from website users. These redundant labels

are then combined, using a crowd labeling (CL) algorithm, to generate probabilistic labels for

the training set. In addition to the ICLabel training set, we also constructed a second ICLabel

expert-labeled test set containing additional ICs not present in the training set, used for classifier

validation.

With this foundation in place, the next step was to create and validate the ICLabel

classifier. To do so, multiple candidate classifiers were trained using the ICLabel training set and

the final ICLabel classifier was modeled after the candidate classifier that best performed on the

cross-validated training set. Once trained on the ICLabel training set, the ICLabel classifier was

validated against other publicly available IC classifiers on the ICLabel expert-labeled test set. The

final products of this process are the ICLabel classifier, dataset, and website, all of which are freely

available online. The classifier may be downloaded through the EEGLAB extensions manager

under the name ICLabel or may be downloaded directly from https://github.com/sccn/ICLabel.

The ICLabel dataset may be downloaded from https://github.com/lucapton/ICLabel-Dataset and
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the educational ICLabel website is accessible at https://iclabel.ucsd.edu/tutorial.

3.2 Background

3.2.1 EEG component interpretation

When a signal generator produces electric fields with a stable spatial projection pattern

across the recording electrodes, ICA decomposition may capture that activity in one IC. Perfect

separation of source signals is not always possible and, often, is difficult to verify without

concurrent invasive recordings. Suboptimal signal unmixing can happen because of poor ICA

convergence due to an insufficient amount of clean data or excessive artifacts and noise in the data.

Some source signals cannot be fully described in one IC, as when signal source projections are not

spatially stationary. However, due to the iterative nature of the convergence of ICA algorithms,

most ICs primarily account for one specific source signal, even when some sources are not

perfectly separated [Hsu et al., 2014]. To simplify further discussion, rather than referring to, for

example, “primarily brain-related” or “non-brain-related” ICs, ICs accounting predominantly for

activity originating within the brain will be referred to as “Brain ICs”. This verbal denotation

can be generalized to any number of IC categories, the definitions of which are provided in

Section 3.2.1. While this denotation is simpler to read and write, it also hides the possibility

of complexities and imperfections in the ICs and in the signals they describe. It is therefore

important that the reader not forget the possible intricacies masked by this simple nomenclature.

3.2.2 Prior methods

Several other attempts to automatically solve the IC classification problem have been

made publicly available. A recent and largely comprehensive summary of those methods can

be found in the introduction of Tamburro et al. [2018]. For our purposes, we only consider
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and compare methods and their supporting algorithms that are (1) publicly available, (2) do not

require any information beyond the ICA-decomposed EEG recordings and generally available

meta-data such as electrode locations, and (3) have at minimum a category for Brain ICs as

defined in Section 3.2.1. This excludes IC classification methods that have not released the trained

classifiers, classifiers that only classify certain non-brain artifacts, and methods that require

additional recordings such data from an electrooculogram (EOG), ECG, electromyogram (EMG),

or accelerometer.

Provided the first two constraints hold, a direct comparison of all accessible methods on

a common collection of datasets becomes possible and is presented in Section 3.4.1. EEG IC

classifiers that matched the above criteria are summarized here:

• MARA [Winkler et al., 2011, 2014] is an IC classifier that estimates the probability of ICs

being either (non-brain) artifactual or Brain ICs. It uses a regularized LDA model trained

on 43 10-minute EEG recordings from eight subjects consisting of 1290 ICs. All ICs were

labeled by two experts. All recordings used the same experimental paradigm.

• ADJUST [Mognon et al., 2011] classifies ICs into five discrete categories, three of which

are related to eye activity. Its feature-specific thresholds were learned from 20 EEG

recordings for a single experimental paradigm.

• FASTER [Nolan et al., 2010] was intended as a full processing pipeline that cleans unpro-

cessed, raw EEG data. Only the portion that classifies ICs is considered here. FASTER

labels an IC as “artifactual” if any of the features it calculates deviates from the dataset

average by more than three standard deviations.

• SASICA [Chaumon et al., 2015] performs semi-automatic classification based on features

from MARA, FASTER, and ADJUST plus additional features. SASICA was primarily

intended as an educational tool to help users learn how to manually label ICs. It uses

feature-specific thresholds to determine which ICs should be rejected, presumably keeping
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only Brain ICs for further analysis. When operating automatically, SASICA uses thresholds

between two to four standard deviations from the dataset average. Alternatively, thresholds

may be manually chosen.

• IC_MARC [Frølich et al., 2015] uses a multinomial logistic regression model trained on

46 EEG recordings comprising 8023 ICs and two experimental paradigms. The associated

publication describes two versions. In the first, the features were selected using two-level

cross-validation over a larger initial set of features, referred to as the established feature

set (IC_MARCEF). The second version uses selected spatial features and, while originally

intended for short recordings, appears to work better in practice, and is referred to below as

the spatial feature set (IC_MARCSF). Both versions compute probabilistic labels over six

classes, two of which are related to eye activity.

Despite the existence of these IC classification methods and others, there remains room

for improvement by increasing output descriptiveness, accuracy, and efficiency, terms which

are defined as follows. An IC classifier can be said to be more descriptive if it can differentiate

between a larger number of useful IC categories and if the classifications provided are probabilistic

across all relevant categories rather than discrete, single-category determinations. In the case of

an ambiguous EEG component with hard labels, there is no recourse to convey that ambiguity. If

a discrete classifier produces an incorrect component label, there is also no way to find the next

best category from the discrete classification. FASTER, ADJUST, and SASICA are examples of

classifiers that produce discrete classifications. This is discussed further in Section 3.5.1.

Accuracy refers not only to classifier performance on the same type of data it was trained

on, but how well that classifier’s performance generalizes across all EEG data, independent of

experiment, recording environment, amplifier, electrode montage, preprocessing pipeline, etc.

Though measuring performance across all possible datasets is infeasible, computing performance

across multiple experiments and recording conditions should be a minimum requirement. The

previous methods listed above used one or two experiment types with the exception of SASICA
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and MARA which used more. Furthermore, because even expert human IC classifiers often

disagree [Chaumon et al., 2015, Frølich et al., 2015] it is important to find a consensus among

multiple labelers. This is a matter that many of the prior projects handled well, although some did

not explicitly report how many labelers, expert or otherwise, were used.

Efficiency refers to the computational load and speed of extracting the required IC features

and computing IC classifications. While generally beneficial, efficiency is only situationally

important. Specifically, efficiency is paramount when IC classification is desired for online

streaming data. Without a computationally efficient classifier, the delay incurred when classifying

ICs may negate any utility gained through obtaining the classifications. In offline cases, efficiency

is merely a matter of convenience and, possibly, of cost.

3.2.3 The ICLabel project

The ICLabel project provides improved classifications based on the aforementioned

desirable qualities of an EEG IC classifier. To be sufficiently descriptive, the ICLabel classifier

computes IC class probabilities across seven classes as described below. To achieve accuracy

across EEG recording conditions, the ICLabel dataset used to train and evaluate the ICLabel

classifier encompasses a wide variety of EEG datasets from a multitude of paradigms. These

example ICs are paired with component labels collected through the ICLabel website from

hundreds of contributors. Finally, to maintain sufficient computational efficiency, relatively

simple IC features are used as input to an artificial neural network architecture (ANN) that, while

slow to train, computes IC labels quickly. The end result is made freely and easily available

through the ICLabel plug-in for the EEGLAB software environment [Delorme and Makeig, 2004,

Delorme et al., 2011].

The seven IC categories addressed in this work are:

• Brain ICs contain activity believed to originate from locally synchronously activity in one

(or sometimes two well-connected) cortical patches. The cortical patches are typically
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small and produce smoothly varying dipolar projections onto the scalp. Brain ICs tend to

have power spectral densities with inversely related frequency and power and, often, exhibit

increased power in frequency bands between 5 and 30 Hz. See Figure 3.1 for an example

of a Brain IC.

• Muscle ICs contain activity originating from groups of muscle motor units (MU) and

contain strong high-frequency broadband activity aggregating many MU action potentials

(MUAP) during muscle contractions and periods of static tension. These ICs are effectively

surface EMG measures recorded using EEG electrodes. They are easily recognized by high

broadband power at frequencies above 20–30 Hz. Often times they can appear dipolar like

Brain ICs, but as their sources are located outside the skull, their dipolar pattern is much

more localized than for Brain sources.

• Eye ICs describe activity originating from the eyes, induced by the high metabolic rate

in the retina that produces an electrical dipole (positive pole at the cornea, negative at

the retina) [Malmivuo and Plonsey, 1995]. Rotating the eyes shifts the projection of this

standing dipole to the frontal scalp. Eye ICs can be further subdivided into ICs accounting

for activity associated with horizontal eye movements and ICs accounting for blinks and

vertical eye movements. Both have scalp projections centered on the eyes and show clear

quick or sustained “square” DC-shifts depending on whether the IC is describing blinks or

eye movements respectively.

• Heart ICs, though more rare, can be found in EEG recordings. They are effectively

electrocardiographic (ECG) signals recorded using scalp EEG electrodes. They are recog-

nizable by the clear QRS-complexes [Malmivuo and Plonsey, 1995] in their time series

and often have scalp projections that closely approximate a diagonal linear gradient from

left-posterior to right-anterior. Heart ICs can rarely have localized scalp projections if an

electrode is placed directly above a superficial vein or artery.

38



• Line Noise ICs capture the effects of line current noise emanating from nearby electrical

fixtures or poorly grounded EEG amplifiers. They are immediately recognizable by their

high concentration of power at either 50 Hz or 60 Hz depending on the local standard.

These effects can only be well separated if the line noise interference is spatially stationary

across the EEG electrodes. Otherwise, it is unlikely that a single IC will be able to describe

the line noise activity. Instead, several or even all components may be contaminated to

varying degrees.

• Channel Noise ICs indicate that some portion of the signal recorded at an electrode channel

is already nearly statistically independent of those from other channels. These components

can be produced by high impedance at the scalp-electrode junction or physical electrode

movement, and are typically an indication of poor signal quality or large artifacts affecting

single channels. If an ICA decomposition is primarily comprised of this IC category, that

is a strong indication that the data has received insufficient preprocessing. In this chapter,

“Channel Noise” will sometime be shortened to “Chan Noise”.

• Other ICs, rather than being an explicit category, act as a catch-all for ICs that fit none of

the previous types. These primarily fall into two categories: ICs containing indeterminate

noise or ICs containing multiple signals that ICA decomposition could not separate well.

For ICA-decomposed high-density EEG recordings (64 channels and above), the majority

of ICs typically fall into this category.

3.3 Materials and Methods

3.3.1 ICLabel dataset and website

The ICLabel training set used to train the ICLabel classifier currently has been drawn

from 6,352 EEG recordings collected from storage drives at the Swartz Center for Computational
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Neuroscience (SCCN) at UC San Diego (https://sccn.ucsd.edu). These datasets come from many

studies which encompass a portion of the experiments recorded at the SCCN and those brought

to the SCCN by visiting researchers since 2001. Numbers of electrodes used in these studies

largely range from 32 to 256, many with 64 or 128. In many of the studies, participants sat facing

a computer monitor and pressed buttons to deliver responses to presented visual stimuli. In some

studies, subjects were standing, balancing on a force plate, throwing darts, exploring the room

space, or making mirroring movements with a partner. There were no studies involving brain

stimulation (e.g. transcranial magnetic stimulation (TMS)) and few studies involving children or

aged adults. Importantly, the degree of accuracy that can be claimed for the recorded electrode

scalp positions differs across studies. In some, the recorded positions were standard template

positions only. In other studies, 3D position-measuring systems were used to record electrode

positions (e.g. Polhemus or Zybris), but in nearly all cases the DipFit plug-in in EEGLAB adapted

the recorded positions to a standard template head model after a by-eye fit to the recorded montage

positions. As the EEG recordings were not expected to be accompanied by individual participant

magnetic resonance head images, positions of head fiducials were usually not recorded. We

believe these recordings represent data typical of psychophysiological experiment data recorded

during the past 15 years or so. The considerable variety of methods, montages, and subject

populations adds variability that may help the ICLabel classifier to generalize well.

In aggregate, these recordings include a total of 203,307 unique ICs; none of which had

standardized IC classification metadata and were therefore effectively unlabeled for the purposes

of this project. Prior to computing features, each dataset was converted to a common average

reference [Dien, 1998]. For each IC, the ICLabel training set includes a set of standard measures:

a scalp topography, median power spectral density (PSD) and autocorrelation function, and

single and bilaterally symmetric equivalent current dipole (ECD) model fits, plus features used in

previously published classifiers (ADJUST, FASTER, SASICA, described in Section 3.2.2). These

features potentially provide an IC classifier with information contributory to computing accurate
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component labels.

IC features descriptions

Scalp topographies are a visual representation of how IC activity projects to the subject’s

scalp by interpolating and extrapolating IC projections to each electrode position into a standard

projection image across the scalp. These square images, 32 pixels to a side, are calculated using a

slightly modified version of the topoplot function in EEGLAB. Furthermore, the information

required to generate the scalp topographies for each dataset (when available) is also included

in the form of the estimated ICA mixing matrix, channel locations, and channel labels. Power

spectral densities from 1 to 100 Hz are calculated using a variation of Welch’s method [Welch,

1967] that takes the median value across time windows rather than the mean. This version was

used because movement artifacts are a common occurrence in EEG datasets and the sample

median is more robust to outliers than the sample mean [Hampel et al., 2011].

ECD model estimates are based on a three-layer boundary element method (BEM) forward-

problem electrical head template (MNI) and assume that each IC scalp topography is the scalp

projection of an infinitely small point-source current dipole inside the skull [Brazier, 1966,

Henderson et al., 1975, Adde et al., 2003]. Some ICs require a dual-symmetric ECD model, likely

representing the joint activation of cortical patches directly connected across the brain midline,

e.g. by the corpus callosum. The ECD model is fit using the DipFit plug-in in EEGLAB which

calculates dipole positions and moments that best match the IC scalp topography. The better the

resulting fit, the more “dipolar” an IC can be said to be. Examples of some of these features are

shown in Figure 3.1.

ICLabel website and label collection

To gather labels for ICs in the ICLabel training set, the ICLabel website (https://iclabel.

ucsd.edu/tutorial) was created in the PHP scripting language using the Laravel website framework.
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With the help of over 250 contributors, henceforth referred to as “labelers”, the ICLabel website

collected over 34,000 suggested labels on over 8,000 ICs through the interface illustrated in

Figure 3.1. Currently, each labeled IC has an average of 3.8 suggested labels associated with it.

The website was advertised through the EEGLAB mailing list of EEGLAB users worldwide, and

to the SCCN mailing list for lab members and visitors. The labeler pool is comprised of several

IC labeling experts and many more labelers of unknown skill. To mitigate the effect of novices

contributing incorrect labels to the database, the website also provides a thorough tutorial on how

to recognize and label EEG ICs. In this way, the ICLabel website has become an educational

tool. Many visitors to the website read the IC labeling tutorial and use the “practice labeling”

tool (https://iclabel.ucsd.edu/labelfeedback) that offers feedback about the labels others have

assigned to the provided sample ICs. The “practice labeling” tool currently has been used more

than 49,000 times and some professors report using it to train students.

Crowd labeling

To create a coherent set of IC labels accompanying a subset of the ICs in the ICLabel

training set, suggested labels collected through the ICLabel website were processed using the

crowd labeling (CL) algorithm “crowd labeling latent Dirichlet allocation” (CL-LDA, see Chapter

2). This gave 5,937 usable labeled EEG ICs in the training set. CL algorithms estimate a single

“true label” given redundant labels for that IC provided by various labelers. This can be done

multiple ways, but every CL method must reconcile disagreeing labels. CL algorithms generally

do so by noting which labelers tend to agree with others and which labelers do not, upweighting

and downweighting votes from those users respectively. Some methods model only the estimated

labels, while others in addition model the apparent skill of each labeler; some even estimate the

difficulty of the individual items being labeled.

CL-LDA estimates “true labels” as a compositional vector (vector of non-negative el-

ements that sum to one) for each IC using the redundant labels from different labelers. Com-
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Figure 3.1: An IC labeling example from the ICLabel website (https://iclabel.ucsd.edu/tutorial),
which also gives a detailed description of the features shown above. Label contributors are
shown the illustrated IC measures and must decide which IC category or categories best apply.
They mark their decision by clicking on the blue buttons below, and have the option of selecting
multiple categories in the case that they cannot decide on one or believe the IC contains an
additive mixture of sources. There is also a “?” button that they can use to indicate low
confidence in the submitted label.
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positional labels can be thought of as softened discrete labels. In the case of ICs, this is the

difference between allowing an IC to be partly “Eye” and partly “Muscle”, or mostly “Brain”

plus some “Line Noise”, as opposed to asserting that any particular IC must be surely “Brain”

or “Muscle” or some other class. In effect, compositional labels acknowledge that ICs may be

partially ambiguous, or might not contain perfectly unmixed signals. Compositional labels can

also reveal how ICs of one category may be confused with another category. Further details on

CL-LDA and the specific hyperparameters used in the ICLabel dataset are given in Appendix 3.D.

3.3.2 ICLabel expert-labeled test set

IC classification performance on the ICLabel training set is not an ideal indicator of

general IC classification performance for two reasons: (1) the labels are crowdsourced, so that,

even after applying CL-LDA, there are likely errors in some labels, and (2) the dataset is used

many times over in the course of network and hyper-parameter optimization (described in Section

3.3.3) which may have caused some level of implicit overfitting despite measures taken to avoid

this.

For these reasons, additional datasets not present in the training set were procured and six

experts were asked to label 130 ICs from those datasets. These 130 ICs comprise the ICLabel

test set we used to validate the ICLabel classifier and to compare its results against existing

IC classifiers. The ten additional datasets came from five different studies, two datasets from

each, that had used differing recording environments, experimental paradigms, EEG amplifiers,

electrode montages, preprocessing pipelines, and even ICA algorithms. These variations were

purposely sought as a surrogate test of the ICLabel classifier’s ability to generalize. As expert

labeling is a scarce resource, only a subset of the ICs from the chosen datasets were shown to the

experts for labeling. These ICs were selected by sorting the ICs within a dataset by decreasing

power and taking the union among the first five ICs, five more ICs at equally spaced intervals

in descending order of source power (always including the weakest IC), and the seven ICs with
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highest selected class probability as per the ICLabelBeta EEGLAB plug-in for each IC category,

so as to more evenly include examples of rare classes such as Heart ICs. This usually produced 12

to 13 selected ICs per dataset, giving a total of 130 ICs in the expert-labeled test set from the ten

additional datasets. The six redundant expert labels per IC were also collected through the ICLabel

website, a section visible only to labelers manually marked as “experts”, and were combined into

a single label estimate for each IC using CL-LDA with settings detailed in Appendix 3.D.

3.3.3 ICLabel candidate classifiers

Multiple candidate classifiers were trained and compared to select the architecture and

training paradigm best suited for creating the final ICLabel classifier. These candidate versions

differed in the feature sets used as inputs, in training paradigm, and in model structure. In this

way the ICLabel training set was used to train six candidate ICLabel classifiers. Three artificial

neural network (ANN) architectures were tested; all had the same underlying convolutional neural

network (CNN) structure used for inference. Figure 3.2 graphically summarizes the three ANN

architectures of the ICLabel candidates. Two of those architectures were CNNs trained on only

the labeled ICs. The first of those CNNs optimized an unweighted cross entropy loss while the

second optimized a weighted cross entropy loss that doubly weighted Brain IC classification errors

(wCNN). Cross entropy is a mathematical function that compares two class probability vectors

(typically label vectors) and produces a scalar output related to how similar those two vector are.

See Appendix 3.A for a more detailed explanation. The third classifier architecture was based on

a variation of semi-supervised learning generative adversarial networks (SSGAN) [Odena, 2016,

Salimans et al., 2016], an extension of generative adversarial networks (GAN) [Goodfellow et al.,

2014]. Detailed descriptions of the ICLabel candidate classifier inputs, architectures, and training

paradigms are given in Appendix 3.E for the two CNNs and Appendix 3.B for the GAN.

Each of the three network architectures described here were further differentiated by

associating them with two possible groups of input feature sets. The first group used scalp
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Figure 3.2: Candidate artificial neural network (ANN) architectures tested in developing
the ICLabel classifier. White rectangles represent ANN blocks comprised of one or more
convolutional layers; arrows indicate information flow. The section in the upper left labeled
“Semi-Supervised” (teal dashed outline) was only present in the GAN paradigm during training
and was used to generate simulated IC features to compare against unlabeled training examples
from the ICLabel training set. The box to the right labeled “Discriminator” remained nearly
identical in structure for all three training paradigms (although the parameters used in the final
learned network differed). Convergence of arrows into the classifier network indicates the input
sources for the classifier during training and does not imply data combination, e.g. through
summation. After training is complete, classifiers were given unlabeled ICs to classify. See
Appendix 3.E for a detailed description of the ANN implementations.
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topographies and PSDs as inputs, while the second group also used autocorrelation functions.

The other feature sets included in the full ICLabel training set were not used by the candidate

classifiers as they were either too computationally expensive to compute or were found to not

contribute new information in preliminary evaluations beyond the information provided by the

scalp topographies, PSDs, and autocorrelation functions.

As described in Appendix 3.E, the ICLabel training set was augmented to four times its

original size by exploiting left–right and positive–negative symmetries in scalp topographies.

This augmentation was not repeated for the expert-labeled test set. Instead, the final ICLabel

classifier internally duplicates each IC to exploit the two scalp topography symmetries and takes

the average of the four resulting classifications.

3.3.4 Evaluation

To select the candidate classifier that would become the released ICLabel classifier, six

candidate versions of the ICLabel classifier were tested using a three-by-two factorial design with

repeated measures on the ICLabel training set. The first factor, ANN architecture, had three levels

(described in Section 3.3.3): (1) GAN, (2) CNN, and (3) wCNN. The second factor, feature sets

provided to the classifiers, had two levels: (1) networks using only scalp topographies and PSDs

and (2) networks also using autocorrelation functions. Below, use of the autocorrelation feature

set is indicated by a subscript “AC” following the architecture, as in GANAC.

To compare the performance of candidate classifiers, the labeled portion of the ICLabel

training set was split so as to follow a ten-fold stratified cross-validation scheme. Within each

fold, the data were split into training, validation, and testing data (at a ratio of 8:1:1) in a way that

attempted to maintain equal class proportions across the three subsets of the labeled data. The

training data from each fold was used to train every candidate classifier version, and that fold’s

validation data were used to determine when to stop training with early stopping [Prechelt, 2012].

Each fold’s test data were used to calculate the performance of all classifiers trained on that
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fold’s training data. Overall performance for each candidate classifier was taken as the average

performance measured across all ten folds. While not relevant to candidate classifier selection,

performance of some published IC classification methods was also calculated on the same cross-

validation folds. To not waste any training data, the training paradigm that produced the best

performing ICLabel candidate was then used to train a new classifier using the best performing

candidate architecture with the entire ICLabel training set, minus 400 labeled examples now held

out as a validation set for early stopping. The resulting classifier became the official ICLabel

classifier and was compared to existing methods on the expert-labeled test set.

Performance comparisons between the candidate IC classifiers required a fixed set of IC

classes over which to compare scores. As most IC classifiers discriminate between differing sets

of IC categories, both in number and interpretation, it was necessary to merge label categories to

allow direct classifier comparisons. At one extreme, IC labels and predictions can be reduced to

either “Brain” or “Other” to allow comparison of nearly all the IC classifiers. Further subsets

could be used for three-, five- and seven-class comparisons, as detailed in Figure 3.3. This

study used the five-class and seven-class comparisons as well as the already-described two-class

comparison. The five-class comparison combined all eye-related IC categories into a unified Eye

IC category and all non-biological artifact ICs and unknown-source ICs into a unified Other IC

category. The five-class comparison allowed comparison between the ICLabel candidates and

final classifier and all IC_MARC versions, while the seven-class case only allowed comparisons

between ICLabel candidates and final classifier.

Classifier performance was measured by comparing balanced accuracy and normalized

confusion matrices after discretizing IC labels and predictions, receiver operating characteristic

(ROC) curves after discretizing IC labels, ROC equivalent measures from “soft” confusion

matrices [Beleites et al., 2013] termed here as soft operating characteristics (SOC) points,

cross-entropy, and required time to calculate the IC classifications. Further explanation of these

measures is given in Appendix 3.A.
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Figure 3.3: Categories labeled by the IC classifiers that were evaluated on the expert-labeled
test set. The top five classifiers listed on the vertical axis are described in Section 3.2.2. The tree
structure and colored boxes connecting labels of different classifiers signifies how the classifier
labels are related and how they could be merged to allow comparisons between classifiers with
non-identical IC categories. For example, all IC classifiers can be compared across two classes
by merging all categories contained within the red box into the overarching category of Other
ICs. Similarly, all categories in the green box can be simplified to form a single Eye IC category.
The following acronyms are used in the above figure: “vEOG” for “vertical EOG activity”,
“`EOG” for “lateral EOG activity”, “LN” for “Line Noise”, and “CN” for “Channel Noise”.
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Table 3.1: Scalar performance measures of the tested publicly available independent component
(IC) classifiers for different numbers of IC categories. Higher balanced accuracy and lower cross
entropy indicate better classification performance.

Classes Classifier Balanced Accuracy Cross Entropy
1
C ∑

C
i=1

TPi
TPi+FNi

∑i ti log pi

2 ICLabelLite 0.855 0.339
ICLabel 0.841 0.342
IC_MARCEF 0.816 0.977
IC_MARCSF 0.870 0.377
ADJUST 0.585 -
MARA 0.757 0.730
FASTER 0.578 -
SASICA 0.775 -

5 ICLabelLite 0.623 0.938
ICLabel 0.613 0.924
IC_MARCEF 0.532 2.659
IC_MARCSF 0.578 0.982

7 ICLabelLite 0.579 1.287
ICLabel 0.597 1.251

3.4 Results

3.4.1 ICLabel and prior methods

The ICLabel classifier and the ICLabelLite classifier, created as described at the end

of Appendix 3.C, were compared against previously-existing, publicly-available IC classifiers.

As described in Section 3.3.4, all IC categories besides “Brain” must be conflated to allow a

comparison across all IC classification methods simultaneously on the expert-labeled test set.

Considering balanced accuracy (higher values are better) and cross entropy (lower values are

better) as shown in Table 3.1, in addition to ROC curves for the two-class case as shown in

Figure 3.4, the only previously existing classifier competitive with ICLabel was IC_MARCSF.

IC_MARC and ICLabel classifiers can be meaningfully compared across five IC categories, as
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shown in Figure 3.3, and disregarding the other classifiers eliminates the need to aggressively

merge non-Brain ICs, allowing a more detailed comparison.

In the five-class comparison, IC_MARCSF showed marginally better performance than

ICLabel when classifying Brain ICs, as measured by ROC curves. SOC points indicated compa-

rable performance whereby IC_MARCSF achieved a slightly higher soft-TPR than ICLabel at

the cost of also having higher soft-FPR. For Muscle ICs, IC_MARCEF outperformed all other

methods as per the ROC curves, despite underperforming on nearly every other measure. Among

the three other methods, IC_MARCSF achieved a higher recall for Muscle ICs after thresholding

labels and predictions, as seen in the second row of each five-class confusion matrix (top row of

Figure 3.5), despite the corresponding ROC curve not being superior to those of either ICLabel

method. Both ICLabel methods performed exceptionally well on Eye ICs, greatly outperforming

both IC_MARC versions, as indicated by both the SOC points and ROC curves.

Even though results are shown for Heart ICs, the expert labelers only communally

selected one IC as “Heart” and, therefore, the statistical power of results regarding Heart ICs

is too low to warrant further discussion. With regard to Other ICs, ICLabel and ICLabelLite

directly outperformed both IC_MARC models as measured by SOC points while ICLabel and

IC_MARCSF shared the best performance in different regimes of the performance plane as shown

by their respective ROC curves. The confusion matrices of Figure 3.5 indicate that most ICLabel

errors were derived from over-classifying ICs as “Other”, while the causes of IC_MARCSF errors

are difficult to infer.

ICLabel and ICLabelLite ROC curves remained nearly unchanged in the seven-class case

compared to the five-class case except for Other ICs. SOC points gave similar results, although the

distance between optimistic, expected, and pessimistic estimates are larger due to the increased

number of IC categories. The additional Line Noise IC and Channel Noise IC categories were

classified relatively well, as indicated by the ROC curves, although the scarcity of Line Noise

ICs in the expert-labeled test set produced low-resolution ROC curves. SOC points indicate
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Figure 3.4: Comparison of ICLabel classification performance to that of several alternative
publicly available IC classifiers. ROC curves and soft operating characteristics (SOC) points for
the (A) two-class, (B) five-class, and (C) seven-class performances on the expert-labeled test set.
Gray lines indicate F1 score isometrics of 0.9, 0.8, 0.7, and 0.6 (from top to bottom). “Heart”
plots have been grayed out because experts marked only one IC as being heart-related leading to
largely uninformative SOC points and ROC curves for that category. Refer to Appendix 3.A for
definitions of F1 score, ROC curves (traced out by the detection threshold parameter), and SOC
points (shown for optimistic, expected, and pessimistic performance estimates as described in
Appendix 3.A).
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Figure 3.5: Normalized ICLabel and IC_MARC confusion matrices calculated from the expert-
labeled test set using five classes (top row) and seven classes (bottom row). Rows and columns of
each confusion matrix contain all ICs labeled as a particular class by experts and the classifiers,
respectively. Rows were normalized to sum to one such that each element along the diagonal
represents the true-positive-rate (recall) for that IC category. The “Total” columns on the right
indicate how many ICs were labeled as each class by the experts (used for normalization).
“Heart” rows have been grayed out because experts marked only one IC as being heart-related
leading to largely uninformative results for that row.

53



some level of disagreement between the experts and ICLabel with regards to the overall label

composition on these two IC categories due to the lower soft TPR values shown. The seven-class

confusion matrix showed ICLabel to have much lower accuracy on Channel Noise ICs than

would be expected from the ROC curves, but corroborated the unfavorable SOC points. The ROC

curves for Other ICs were slightly degraded with respect to those in the five-class case, despite the

SOC points remaining comparable. This could be due to the apparent difficulty in discriminating

between Channel Noise ICs and Other ICs (sixth row of the ICLabel confusion matrix in Figure

3.5).

Even though IC_MARCSF had 10% higher recall for Brain ICs than ICLabel in the

five-class comparison, that gap nearly disappeared in the seven-class comparison. ICLabel’s

diminished recall of Brain ICs in the five-class case was likely a side effect of the approach used

to merge classes. The summed probabilities of multiple, less probable classes can total to more

than the probability of the maximal class in the unmerged comparison, possibly changing the IC

classification of a single IC across the multiple comparisons. For example, while a label vector[
0.45 0.4 0.15

]
has maximal probability of belonging to the first class type, if the second and

third classes are merged, the label vector becomes
[
0.45 0.55

]
and the first class is no longer

the most probable1. This only affected one and five ICs of the 130 total ICs for ICLabelLite and

ICLabel, respectively, when comparing the two-class and seven-class classifications.

3.4.2 IC classification speed

Empirically-determined IC classification speeds can be found in Figure 3.6. Both

IC_MARC versions required similar run times: median 1.8 s per IC. ICLabelLite and ICLa-

1This suggests an alternative means of performing the two-class and five-class comparisons: rather than first
conflating the class probabilities through summation and then determining the maximal component, instead find the
maximal IC category first and then combine the category labels. This method assures consistent discrete labels across
varying numbers of IC categories. However, such a scheme prevents the use of measures dependent on predicted
class probabilities such as cross entropy, ROC curves, and SOC points. It is for this reason that label conflation was
performed as described in Section 3.3.4. Similar considerations are discussed further in Section 3.5.1.
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bel required median run times of 120 ms and 170 ms respectively. These were (median) 15.5 and

13.0 times faster than IC_MARC, respectively, and for single dataset averages up to a maximum of

88 and 64 times and a minimum of 9.8 and 6.7 times faster, respectively. Median IC classification

speed for ICLabelLite was 1.36 times faster than ICLabel, the difference required entirely due

to the time taken to calculate the autocorrelation feature set. Details on the equipment used are

provided at the end of Appendix 3.A.

3.4.3 Expert performance

As each IC in the ICLabel expert-labeled test set has been labeled by six experts, the

opportunity exists to estimate the expected reliability of expert IC classifications. Table 3.2

shows the result of five such measures. The first three rows summarize how well each expert’s

classifications align with those of other experts and the last two rows summarize how well each

expert’s classifications align with those of the reference labels estimated with CL-LDA. Further

descriptions of these measures are available in Appendix 3.A. These measures show that the

agreement between experts is lower than one might expect with the optimistic approximation of

agreement between experts being only 77% on average. By comparison, the agreement between

experts and the CL-LDA-computed reference labels are always greater than or equal to those

between experts.

3.5 Discussion

3.5.1 Using compositional IC classifications

Compositional labels like those produced by ICLabel may be used in multiple ways.

When a single, discrete label is required, as is typical for multi-class classification, compositional

labels may be summarized by the category with maximal probability. When such an approach is
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Table 3.2: Measures of agreement both among experts and between experts and CL-LDA-
computed reference. Measure descriptions are given in Appendix 3.A.

Measures
Experts

Mean
A B C D E F

Inter-expert correlation 0.61 0.63 0.62 0.65 0.63 0.46 0.60

Inter-expert agreement
(optimistic) 0.77 0.78 0.80 0.81 0.83 0.64 0.77

Inter-expert agreement
(pessimistic) 0.55 0.57 0.55 0.58 0.55 0.46 0.54

Reference label correlation 0.82 0.84 0.82 0.81 0.78 0.60 0.78

Reference label agreement
(optimistic) 0.86 0.86 0.92 0.85 0.87 0.64 0.83

Table 3.3: Independent component (IC) category detection thresholds for multi-label classifica-
tion under various conditions. Each set of thresholds was determined by selecting class-specific
thresholds that maximized the specified metric on the specified datasets.

Classifier Dataset Metric Brain Muscle Eye Heart L.N. C.N. Other

ICLabel Train F1 0.40 0.18 0.13 0.33 0.04 0.10 0.12
ICLabel Train Acc. 0.44 0.18 0.13 0.33 0.04 0.13 0.15
ICLabel Test F1 0.14 0.29 0.04 0.03 0.84 0.05 0.26
ICLabel Test Acc. 0.35 0.30 0.04 0.03 0.84 0.05 0.26

ICLabelLite Train F1 0.39 0.16 0.18 0.44 0.05 0.08 0.11
ICLabelLite Train Acc. 0.49 0.16 0.18 0.44 0.06 0.08 0.17
ICLabelLite Test F1 0.05 0.04 0.06 0.10 0.42 0.02 0.29
ICLabelLite Test Acc. 0.53 0.17 0.06 0.10 0.42 0.15 0.29

F1: F1 Score; Acc.: Accuracy; L.N.: Line Noise; C.N.: Channel Noise
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taken, the value of the maximal probability can be interpreted as a measure of classifier confidence

in the discrete classification. If the classification problem can be generalized to one of multi-label

classification [Tsoumakas and Katakis, 2007], where each IC category is detected independent

of other IC categories, each IC can be associated with zero or more different categorizations. In

this case, class-specific thresholds can be applied to each IC category individually. This method

can leverage ROC curves to estimate optimal class-specific thresholds. The estimated optimal

thresholds from the ICLabel training set and expert-labeled test set were determined by taking

the point on each ROC curve with either maximal F1 score or accuracy and are shown in Table

3.3. Any element in a compositional IC label vector that matches or exceeds the corresponding

threshold leads to a positive detection of the matching IC category. For example, using the

thresholds determined from training set accuracy, if the ICLabel classifier produces an IC label

vector
[
0.71 0.04 0.03 0.01 0.01 0.02 0.18

]
, then the resulting detected labels would be{

Brain, Other
}

because 0.71 > 0.44 and 0.18 > 0.15. By comparison, when applying the multi-

class classification approach of selecting the class with maximal associated label probability,

the implicit threshold for detection could be any value between that of the maximum class

probability and that of the next most probable class. Because of this variable threshold, which

is effectively different for every example classified, classifier performance for discrete labels is

harder to quantify using ROC curves, as each point on the curve is potentially relevant to classifier

performance. In the multi-label case, ROC curves provide a direct performance estimate; when

a single threshold is chosen, the classifier is reduced to a single point on the ROC curve and,

therefore, has a single performance value in terms of TPR and FPR as defined in Appendix

3.A. While multi-label classification is more flexible than multi-class classification, it allows for

two possibly awkward outcomes: ICs with no IC category, and ICs with multiple IC categories.

Depending on the use case, these outcomes may or may not be acceptable.

Compositional labels may also be used qualitatively to inform manual inspection. Com-

positional labels are more informative and easier to learn from than simple class labels [Hinton
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et al., 2015]. They are also helpful for recognizing clearly mixed components by (1) showing

which category is most likely applicable to an IC while also (2) indicating other IC types the

component in question resembles. Compositional labels are also more informative in cases of

classification error, by showing which other categories may be correct if the most probable one

is not. While direct use of the compositional labels retains the most information provided by

ICLabel, compositional labels may also be difficult to use in an automated fashion.

3.5.2 Timing

The speed of ICLabel feature extraction and inference theoretically allows the classifier

to be used in online, near-real-time applications. Even though ICLabelLite was typically 36%

faster than ICLabel, the average difference in calculation time per IC was only 50 ms. ICLabel

is therefore sufficiently efficient for near-real-time use in most cases. A further consideration

is that the times shown in Figure 3.6 are based on features extracted from the entirety of each

EEG recording. Those PSD and autocorrelation estimates are non-causal and thus impossible to

actualize in the case of real-time applications. Instead, those features are best estimated using

recursive updates that not only fix the issue of causality, but may also spread the computational

cost of feature extraction across time. By comparison, the proposed paradigm in Frølich et al.

[2015] consisted of offline ICA decompositions of three-minute data segments at three-minute

intervals, providing for intermittently-updated solutions with delays of six minutes. Also, these

times were provided with the explicit assumption of heavily parallelized computation.

An online application for ICLabel is in the Real-time EEG Source-mapping Toolbox

(REST) which implements an automated pipeline for near-real-time EEG data preprocessing and

ICA decomposition using online recursive ICA (ORICA) [Hsu et al., 2016] and is described further

in Chapters 5 and 6. REST can apply an IC classifier in near-real-time to the ORICA-decomposed

EEG data, either to select ICs of interest or reject specified IC categories. The retained ICs can be

used to reconstruct a cleaned version of the EEG channel data in near-real-time.
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3.5.3 Differences between training set and test set results

ICLabel achieved higher scores on the cross-validated training data than on the expert-

labeled test set. This could have occurred for three possible reasons: (1) overfitting to the ICLabel

training set, (2) differing labeling patterns between the crowdsourced training set and the expert-

labeled test set, and (3) high variance in expert-labeled dataset performance measures owing to

the relatively small size of that dataset (130 ICs) and relatively few designated expert labelers (6).

Overfitting during training (1) is unlikely to have played a major role due to the combined use

of early stopping and cross-validation [Amari et al., 1997] but factors (2) and (3) could both be

contributing factors. To resolve either problem would require more labeled examples, especially

examples labeled by experts [Della Penna and Reid, 2012], a solution that is neither unexpected

nor cheap. As more labels are submitted to the ICLabel website over time, these questions will

become resolvable.

3.5.4 Cautions

As the primary purpose of an IC classifier is to enable automated component labeling,

there is an implied trust in the results provided by that classifier. If the labels provided are incorrect,

all further results derived from those labels are jeopardized. While the ICLabel classifier has

been shown to generally provide high-quality IC labels, it is also important to be aware of its

limitations, many of which are likely shared by other existing IC classifiers.

The accuracy of the ICLabel classifier, like that of any classifier using a sufficiently

powerful model, is primarily limited by the data used to learn the model parameters. While

the ICLabel training set is large and contains examples of ICs from many types of experiments,

amplifiers, electrode montages, and other important variables which affect EEG recordings, the

dataset does not contain examples of all types of EEG data. Infants, for example, are a population

missing from the ICLabel dataset. As infant EEG can differ greatly from that of adults, spatially
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and temporally [Stroganova et al., 1999, Marshall et al., 2002], the results shown in Section 3.4.1

may not generalize to infant EEG. This issue was specifically raised by a user of the beta version

of the ICLabel classifier who had anecdotal evidence of subpar performance when classifying

Brain ICs in EEG datasets recorded from infants. While this is currently the only reported case

of a possible structural failing of the classifier, more may exist relating to any other population

of subjects or particular recording setting which is not sufficiently represented in the ICLabel

dataset. Another likely source of datasets for which the ICLabel classifier could be unprepared

is subjects with major brain pathology (brain tumor, open head injury, etc.). While recordings

from subjects with epilepsy and children with attention deficit hyperactive disorder (ADHD) and

autism are included in the ICLabel dataset, subjects with other conditions which might affect

EEG may not be represented.

Another concern is the quality of the electrode location data used to create the IC scalp

topographies. Ideally EEG data should be accompanied by precise 3D electrode location data

(now obtainable at low cost from 3D head images [Lee and Makeig, 2018]), but the ICLabel

dataset included some recordings that provided only template electrode location data, giving no

simple means of controlling for localization error. All this variability should pose a challenge to

training an IC classifier based on the IC scalp topographies. However, the broad source projection

patterns inherent to scalp EEG mean that a scalp topography will vary relatively little when noise

is added to the electrode positions used to compute it. Also, training on such a large number of IC

scalp topographies should further moderate the effects of such electrode position error in the data.

3.5.5 An evolving classifier

The ICLabel project has the capacity to continue growing autonomously. Over time,

as more suggested labels are submitted to the ICLabel website, automated scripts can perform

the necessary actions of estimating “true” labels using CL-LDA, training a new version of the

ICLabel classifier, and publishing the new weights to the EEGLAB plug-in repository. To
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maintain consistency, there should then be three versions of the ICLabel classifier available in the

EEGLAB plug-in: the automatically-updated classifier, the classifier validated here, and the early

version of the classifier released to the public prior to publication of this article (ICLabelBeta).

While the individual segments of such a pipeline already exist, the overall automation is not yet

in place and is therefore left as a future direction for the project.

3.6 Conclusion

The ICLabel classifier is a new EEG independent component (IC) classifier that was shown,

in a systematic comparison with other publicly available EEG IC classifiers, to perform better or

comparably to the current state of the art while requiring roughly one tenth the compute time.

This classifier estimates IC classifications as compositional vectors across seven IC categories.

The speed with which it classifies components allows for the possibility of detailed, near-real-time

classification of online-decomposed EEG data. The architecture and training paradigm of the

ICLabel classifier were selected through a cross-validated comparison between six candidate

versions. A key component of the greater ICLabel project is the ICLabel website (https://iclabel.

ucsd.edu/tutorial) which collects submitted classifications from EEG researchers around the

world to label a growing subset of the ICLabel training set. The evolving ICLabel dataset

of anonymized IC features is available at https://github.com/lucapton/ICLabel-Dataset. The

ICLabel classifier is available for download through the EEGLAB extension manager and from

https://github.com/sccn/ICLabel.
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3.A Evaluation Metrics

Balanced accuracy, an average of within-class accuracies (within-class recall), is defined

as
1
C

C

∑
i=1

TPi

TPi +FNi

where C is the number of distinct classes and TPi is the number of true positive detections, the

number of correct classifications of examples into a specific class, for class i and FNi is the

number of false negatives errors, the number of incorrect classifications of examples into any

class other than the specific class, for class i. Although TP and FN are values that are typically

calculated for binary classification, they can be easily adapted to the multi-class case by selecting

one class as the “positive” class and combining all other classes into the “negative” class. In this

way, TPi is the number of correct classifications of examples into class i and FN is the number of

incorrect classifications of examples from class i into any other class.

Cross entropy is a measure that can be interpreted as the negative data log-likelihood

if labels are assumed to be categorically distributed or alternatively as the portion of the Kull-

63



back–Leibler divergence that depends on predicted values. More pertinently, cross entropy was

the primary metric optimized while training the ICLabel candidate classifiers, though it was

modified for both the wCNN and GAN paradigms. Cross entropy over an entire dataset is defined

as
N

∑
n=1

C

∑
i=1

tn
i log pn

i

where N is the number of data-points and tn
i and pn

i are the ith elements in the “true” and predicted

probabilistic label vectors, respectively, for the nth IC.

The receiver operating characteristic (ROC) curve shows the changing performance

of a binary classifier as the threshold for detection of the positive class is varied from zero to one

by plotting false positive rate (FPR) against true positive rate (TPR) on the horizontal and vertical

axes, respectively. TPR, also known as sensitivity or recall, is defined as TP/(TP+FN) which is

the ratio of TP to total samples in the positive class. FPR is defined as FP/(FP+TN) where FP

is the number of false positive errors, the number of incorrect classifications of examples into

the positive class; TN is the number of true negative detections, that is, the number of correct

classifications of examples into the negative class. FPR can also be defined as 1− specificity

where specificity is TN/(FP+TN). As was explained for balanced accuracy, one way ROC

curves can be adapted to the multi-class case is by selecting a single class as the positive class

and treating the combination of all other classes as the negative class. The ROC curve for the ith

class is a function of a threshold detection parameter θ ∈ [0,1] and is defined as the parametric

function

(FPRi(θ),TPRi(θ)) =


TPRi(θ) =

∑
N
=1 χ(pn

i≥θ)χ(argmaxk tn
k=i)

∑
N
n=1 χ(argmaxk tn

k=i)

FPRi(θ) =
∑

N
n=1 χ(pn

i≥θ)χ(argmaxk tn
k 6=i)

∑
N
n=1 χ(argmaxk tn

k 6=i)

θ ∈ [0,1]
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where χ(·) is the indicator function defined as

χ (condition) =


1 if condition is true

0 if condition is false
.

When comparing threshold-dependent classifier performance on the ROC curve, ideal classifiers

reside in the top left corner while a chance-level classifier resides along the diagonal connecting

the bottom left and top right corners (see Figures 3.4 and 3.8). To aid in visual recognition of better

curves, F1 score isometrics are plotted that denote all point in the performance plane with equal

F1 score (higher value is better). The F1 score is the harmonic average of recall and precision

where precision is TP/(TP+FP) and the harmonic average of x and y is 1/((1/x)+ (1/y)) =

(xy)/(x+ y). The F1 score is convenient as it rewards reasonable compromises between precision

and recall with higher values. For the experiments described earlier in this section, ROC curves

are calculated for each IC category individually.

Confusion matrices provide a matrix representation of the quantity and type of correct

and incorrect classifications a classifier makes on a given dataset. As also explained in Appendix

3.D, each row is associated with a specific IC category determined through the crowd labeling

effort, while each column is associated with a specific IC category as predicted by the classifier.

Normally, the categories are in the same order for both the rows and the columns and therefore

the diagonal elements are associated with true positive detections while the off-diagonal elements

are associated with errors. Normalized confusion matrices constrain the elements of each row

to sum to 1 by dividing those elements by the total number of examples of each IC category.

Mathematically, the elements of a normalized confusion matrix may be computed as

CMi j =
∑

N
n=1 χ

(
argmaxk tn

k = i
)

χ
(
argmaxk pn

k = j
)

∑
N
n=1 χ

(
argmaxk tn

k = i
)

where CMi j is the element in the ith row and the jth column of the confusion matrix.
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Figure 3.7: Visualization of three soft AND functions with which Boolean AND could be
replaced for evaluating agreement between soft or compositional labels. The second and fourth
columns from the left show how the reference and predicted class memberships (in black)
might be distributed in a pie chart and the third row shows the resulting value of the Boolean
AND of these soft-AND-related representative arrangements. Strong AND corresponds to
the assumption of worst-case (least) overlap of actual and predicted labels; expected AND
corresponds to a uniform and independent distribution of actual and predicted labels; and weak
AND corresponds to the best-case (most) overlap of actual and predicted labels. This figure is
modified after Figure 2 in Beleites et al. [2013].
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Soft confusion matrix estimates account for the ambiguity of how soft labels and predic-

tions might agree or differ [Beleites et al., 2013]. Rather than discretizing reference labels and

predictions before counting how many match using the Boolean AND function, defined as

AND(x,y) =


1 if x = y = 1

0 otherwise
x,y ∈ {0,1},

as for traditional confusion matrices, soft confusion matrices operate directly on continuous-

valued soft label vectors and therefore require a different but comparable soft AND function for

comparison. The aforementioned ambiguity in comparing soft labels arises from the various

possible functions with which that comparison can be made. For example, assuming an IC

contains activity from both the brain and line noise in equal proportions (i.e., 50% “Brain” and

50% “Line Noise”, perhaps arising when the line noise activity was spatially nonstationary and

therefore difficult to isolate through ICA decomposition), and that a classifier predicts that the IC

is 20% “Brain” and 80% “Line Noise”, three possible soft AND functions that can be used for

comparison (strong AND, product AND, and weak AND) are detailed in Figure 3.7. From an

optimistic perspective, the “Line Noise”-related agreement could be measured as the minimum of

the two “Line Noise”-related labels (weak AND) resulting in 50% agreement as shown in the

right-most column of Figure 3.7. Alternatively the prediction of 80% “Line Noise” could have

been wrongly based upon evidence originating from the brain-related aspects of the IC activity,

therefore leaving only 30% of the prediction being correctly derived from line-noise-related

evidence. This pessimistic interpretation leads to the same result and interpretation as strong

AND as shown in the second column from the left in Figure 3.7. Weak AND and strong AND

functions act as bounds on the possible ways that the labels and predictions conform and the

actual agreement between label and prediction can be any value between those two, but assuming

a uniformly distributed mapping of evidence to classifier prediction, the result would be 40%
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agreement. This interpretation is associated with the product AND function and a visualization of

such a uniform distribution of class-membership can be seen in the second column from the right

in Figure 3.7. This example is adapted from the cancer tissue example in Section 2.2 of Beleites

et al. [2013], wherein this topic is more thoroughly explored.

From these three continuous-valued replacements for the Boolean AND function, three

different confusion matrices corresponding to pessimistic, expected, and optimistic estimates

can be computed. These matrices can be combined to form pseudo-confidence intervals for

elements of the soft confusion matrices and many of the statistics derived therefrom. Provided

this fact, an equivalent to ROC curves, termed soft operating characteristic (SOC) points, may be

computed by applying the TPR and FPR equations to the soft confusion matrices. As there is no

discretization of the prediction in the soft case, the soft version of a class-specific ROC curve is

only a single point per soft confusion matrix resulting in three total points in the performance

plane per classifier and class. Following from the natural ordering of the strong, product, and

weak AND functions, the three points making up each SOC are also ordered and are therefore

connected by lines to show this relationship. Although soft-TPR and soft-FPR can be plotted

on the same axes as classical ROC curves, the values along those the classical curves and the

values derived from the soft confusion matrices are not directly comparable due to the conflicting

assumptions guiding how each confusion matrix is calculated.

The conclusion of Beleites et al. [2013] lists four reason why a study might use soft

confusion matrix statistics in place of the more commonly used statistics; these reasons are

summarized here:

1. Label discretization, or “hardening”, leads to overestimating class separability.

2. Estimating ambiguous labels may be a part of the goal for the predictor.

3. Hardening explicitly disregards information present in the probabilistic labels.

4. Hardening increases label variance when trying to learn smooth transitions between classes.
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Here, both ROC curves and SOC points are presented as the relevance of each measure depends

on the intended application of a classifier.

IC classification speed was measured in terms of the time to extract features from and

classify a single IC as measured by the MATLAB functions tic and toc. The publicly available

implementations of each classifiers was run, one dataset at a time, and the total calculation time

for each dataset was divided by the number of ICs present in that dataset. This was repeated for

all 10 datasets in the expert-labeled test set. Computations were performed in MATLAB 2013a,

with no specified parallelization of calculations, running in Fedora 28 using an AMD Opteron

6238 processor operating at 2.6 GHz.

Expert performance metrics listed in Table 3.2 are defined as follows:

• “Inter-expert correlation” is the mean correlation between an expert’s classifications and

those of other experts.

• “Inter-expert agreement (optimistic)” is the proportion of ICs for which an expert assigned

at least one IC category in common with another expert, averaged across other experts.

• “Inter-expert agreement (pessimistic)” is the proportion of ICs for which an expert assigned

all IC category in common with another expert, averaged across other experts.

• “Reference label correlation” is the correlation between an expert’s classifications and the

reference labels.

• “Reference label agreement (optimistic)” is the proportion of ICs for which an expert

assigned the IC category to an IC which was most probably according to the reference

labels.
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3.B Generative Adversarial Networks

Generative adversarial networks (GAN) vie two competing artificial neural networks

(ANN) against each other wherein one attempts to generate simulated data (generator network)

and the other attempts to discern whether data is simulated or real data (discriminator network).

Typically, GANs are trained in an a two-stage iterative fashion where in the first stage the

generator network transforms random noise into simulated examples that the discriminator

network classifies as either “real” or “fake”. The generator network parameters are updated to

make the discriminator more likely to label the generated examples as “real”. In the second stage,

the discriminator labels another set of generated sample as well as actual collected samples. The

discriminator network parameters are then updated to make the discriminator network more likely

to label the generated samples as “fake” and the actual samples as “real”. These two stages are

repeated until predetermined convergence criteria are achieved.

For SSGANs, instead of the discriminator network deciding between just real and simu-

lated data, the “real” category is subdivided into multiple classes such as “Brain”, “Eye”, and

“Other”. The model used for the ICLabel classifier extended the SSGAN model to have multi-

ple generator networks; one for each feature set used to describe ICs, that all shared the same

random-noise input. As a final output, the SSGAN produced an eight-element compositional

vector comprised of relative pseudo-probabilities for the seven IC categories described in Section

3.2.1 and that of the IC being produced by the generator network. Regarding classification, the

last element can easily be ignored by removing it and renormalizing the remaining seven-element

vector to sum to one.

SSGANs have been shown to improve classification performance over CNNs when there

are few labeled examples, provided there are more unlabeled examples available [Odena, 2016,

Salimans et al., 2016]. It has been theorized that the additional task of determining whether an

example is real or generated helps the network to learn intermediate features helpful for classifying
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the examples into the categories of interest as well as discriminating actual from simulated ICs

[Odena, 2016, Salimans et al., 2016]. Others theorize that GANs help with classification when

they generate low-probability examples that may be hard to find actual examples of in collected

datasets. These low-probability examples help the network learn where the decision boundaries

should be placed in the potentially large space between some classes [Dai et al., 2017, Lee

et al., 2018], similar to the concept motivating maximum-margin classifiers like support vector

machines. The training paradigms in Dai et al. [2017], Lee et al. [2018], and Srivastava et al.

[2017] were also attempted, but those results are omitted as they did not differ greatly from the

modified SSGAN results shown in Appendix 3.C.

3.C ICLabel Candidate Classifier Selection

As described in Section 3.3.3, six candidate IC classifiers were created in three-by-two

factorial design to compare classification performance across three model architectures and

training paradigms and two different collections of features provided to the candidate classifiers.

These were measured using a ten-fold cross-validation scheme on the ICLabel training set.

Regarding the first factor, model architecture and training paradigm, comparing ROC

curves reveals that the GAN-based ICLabel candidates underperformed when compared to the

other candidate models. This is visible across all seven classes in the ROC curves and most classes

in the SOC points as presented in Figure 3.8. The exceptions for SOC points were “Channel Noise”

components, where the GAN methods scored highest on the soft measures, and Brain ICs and

Eye ICs for which the GAN and unweighted CNN models performed similarly. While consistent,

minor differences between wCNN and CNN models exist in the ROC curves, as shown for Other

ICs and Chan Noise ICs, stronger differences are indicated by the SOC points where wCNN

models notably outperformed CNN models. The wCNN models displayed better pessimistic and

expected SOC performance over all classes as well as the best optimistic performance for Muscle
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Figure 3.8: Color-coded ROC curves and soft operating characteristics (SOC) points calculated
from soft confusion matrices to quantify IC classification performance on the cross-validated
training data. The colors indicate the performances of the various candidate classifiers under
consideration (see Sections 3.3.3 and 3.2.2 for the description of these classifiers). Part A of
this figure contains the results merged into two classes, “Brain” and “Other”, while part B
contains the results across all seven ICLabel IC categories. The large dashed black squares show
magnified views of the smaller dashed black squares. Gray lines indicate F1 score isometrics of
0.9, 0.8, 0.7, and 0.6 from top to bottom. Refer to Appendix 3.A for definitions of F1 score, ROC
curves, and SOC points. The best performing candidate architecture was consistently shown
to be wCNNAC. The worst performing candidate architectures were those based on generative
adversarial networks.
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ICs and Eye ICs. Despite exceptions in the case of Line Noise ICs and Other ICs, where the

optimistic SOC points favored CNN models, the results generally favored wCNN models over

CNN models.

For the second factor, feature sets provided to the candidate classifiers, the inclusion

of autocorrelation as a feature set appeared to consistently improve performance across all

classes. This was especially true for Muscle ICs and Other ICs, as evidenced by nearly uniform

improvement measures by ROC curves and SOC points.

With these three findings, the official ICLabel classifier was trained using the wCNNAC

paradigm and is referred to simply as ICLabel. This new model underwent comparison against

published IC classification methods and, eventually, was publicly released as an EEGLAB plug-in.

Because the autocorrelation feature set requires additional time to calculate, another model based

on the wCNN paradigm was also compared with published IC classification methods for situations

when faster feature extraction time is imperative. This new wCNN-based model is referred to as

ICLabelLite.

3.D CL-LDA Details and Hyperparameters

While reference labels (estimated “true labels”) are the desired output for the purposes of

training the ICLabel classifier, CL-LDA also simultaneously calculates estimates of labelers’ skill,

parameterized by a confusion matrix. For the ICLabel dataset, these confusion matrices take the

form of seven-by-eight matrices where each row is associated with one of the seven IC categories

mentioned in Section 3.2.1 and each column is associated with one of the eight possible responses

allowed on the ICLabel website: the seven IC categories and “?”. Each row of the confusion

matrix can be interpreted as the estimated probabilities of the labeler providing each response

conditioned on the IC in question being of that row’s associated IC category. A perfect labeler

would have ones in the entries for matching IC categories and responses, such as the intersection
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of the “Brain” response column and the “Brain” IC row, and zeros in the entries for mismatching

IC categories and responses, such as the intersection of the “Eye” IC response column and the

“Brain” IC row. These matrices start with prescribed values dependent on prior assumptions;

but as labelers submit more labels, the labeler skill matrices become more dependent upon the

submitted labels rather than those prior assumptions.

CL-LDA efficiently estimates model parameters by maintaining counts of how each

labeler labels examples from each IC category. In this way, priors on the labeler matrices can

be interpreted as pseudo-counts that add their value to the actual, empirical counts tracked by

CL-LDA. Compositional label estimates are formed by CL-LDA in much the same way using a

weighted count of how labelers associate an IC with each IC category. Just as with the labeler

priors, the class priors add pseudo-counts to the empirical counts for each IC. Refer to Chapter 2

for more details. An implementation of CL-LDA can be found at https://github.com/lucapton/

crowd_labeling.

Certain labelers were manually marked as “known experts” when the ICLabel website

database was created while the rest were treated as labelers of unknown skill. The experts were

assigned a favorable and strong prior distribution for their confusion matrix parameters while

the labelers of unknown skill were assigned a favorable and weak prior distribution of their

confusion-matrix parameters. Strong and weak priors correspond to how many submitted labels

are necessary to overcome that prior’s influence; strong requiring more and weak fewer. Explicit

priors used in this work are provided below. To maintain an acceptable level of quality for labeler

skill estimates, only labels from labelers who submitted ten or more labels were considered. If

this requirement were not in place, there would be many votes included by users who submitted

fewer labels and very little could be known regarding their abilities.
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The prior for expert confusion matrices was



50.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01

0.01 50.01 0.01 0.01 0.01 0.01 0.01 0.01

0.01 0.01 50.01 0.01 0.01 0.01 0.01 0.01

0.01 0.01 0.01 50.01 0.01 0.01 0.01 0.01

0.01 0.01 0.01 0.01 50.01 0.01 0.01 0.01

0.01 0.01 0.01 0.01 0.01 50.01 0.01 0.01

0.01 0.01 0.01 0.01 0.01 0.01 50.01 0.01


while the confusion matrix prior for labelers of unknown skill was



1.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25

0.25 1.25 0.25 0.25 0.25 0.25 0.25 0.25

0.25 0.25 1.25 0.25 0.25 0.25 0.25 0.25

0.25 0.25 0.25 1.25 0.25 0.25 0.25 0.25

0.25 0.25 0.25 0.25 1.25 0.25 0.25 0.25

0.25 0.25 0.25 0.25 0.25 1.25 0.25 0.25

0.25 0.25 0.25 0.25 0.25 0.25 1.25 0.25



.

Class priors were approximately

[
0.002973 0.001766 0.00079 0.00015 0.000573 0.00073 0.003022

]
.

The class priors were set as the empirically-determined class prior probabilities divided

by 100 and are ordered following the same IC category ordering of the labeler confusion matrices.

The burn-in period for the CL-LDA Gibbs sampler was 200 epochs over the data and the labels

were estimated over the next 800 epochs.
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To estimate labels for the expert-labeled test data, CL-LDA was applied to the collected

expert labels on the test set using the same procedure as was used for the training set. The prior

for expert confusion matrices was



5 0.01 0.01 0.01 0.01 0.01 0.01 0.01

0.01 5 0.01 0.01 0.01 0.01 0.01 0.01

0.01 0.01 5 0.01 0.01 0.01 0.01 0.01

0.01 0.01 0.01 5 0.01 0.01 0.01 0.01

0.01 0.01 0.01 0.01 5 0.01 0.01 0.01

0.01 0.01 0.01 0.01 0.01 5 0.01 0.01

0.01 0.01 0.01 0.01 0.01 0.01 5 0.01



.

and class priors were approximately

[
0.002263 0.001537 0.001753 0.000155 0.00063 0.001839 0.001822

]
.

3.E Artificial Neural Network Architecture Details

The ICLabel candidate and final classifiers were each composed of individual neural

networks for each feature set, the outputs of which were concatenated and fed into another

network to produce the final classifications. Specifically, the IC scalp topographies were fed into a

two-dimensional CNN using dilated convolutions. One-dimensional CNNs were used for all other

features (PSD and/or autocorrelation). Scalp topography images were 32-pixels-by-32-pixels

with one intensity channel. Both PSD and autocorrelation features sets were 100-element vectors.

Scalp topographies and PSDs were scaled such that the maximum absolute value for each one

was 0.99. Autocorrelation vectors were normalized such that the zero-lag value was 0.99 before

removal. The discriminator and classifier scalp topography subnetworks were comprised of three
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convolutional layers while the PSD and autocorrelation subnetworks had three one-dimensional

convolutional layers. The three generator subnetworks were comprised of four transposed

convolutional layers each. As input, they took a shared 100-element vector of Gaussian noise

with mean zero and a variance of one. This architecture was loosely based upon that of DCGAN

[Radford et al., 2015]. Details on the layers used in these architectures are shown in Table 3.4

where “Topo” is used as shorthand for scalp topography and “AFC” for autocorrelation function.

CNN and wCNN architectures only used layers in the “Classifier” network, while GAN-based

classifiers used all listed layers during training and only used “Classifier” networks layers for

inference. Classifier layer “Final” used seven filters for both CNN and wCNN architectures while

GAN-based classifiers used eight filters during training and seven during inference by removing

the filter for detecting IC features created by the generator networks. GAN-based classifiers

applied a binary mask to the output of the scalp topography generator network setting peripheral

pixels to zero to match the interpolation format of actual scalp topographies.

Training of the candidate and official models was accomplished using Adam [Kingma

and Ba, 2014] with a learning rate of 0.0003, β1 of 0.5, and β2 of 0.999 to calculate parameter

updates with a gradient cutoff of 20 and a batch size of 128 ICs. Labeled examples for each batch

were selected with random class-balanced sampling to overcome class imbalances in the ICLabel

training set. Holdout-based early stopping with a viewing window of 5,000 batches was used

as a convergence condition to mitigate overfitting [Prechelt, 2012]. All architectures used input

noise [Sønderby et al., 2016] to stabilize convergence. Batch normalization [Ioffe and Szegedy,

2015] was used only in the generator network from the GAN-based architecture. The GAN-based

classifiers also used one-sided label smoothing [Salimans et al., 2016].

The ICLabel training set was augmented to exploit symmetries in scalp topographies

through left–right reflections of the IC scalp topographies as well as negations of the IC scalp

topographies. Negation of the scalp topography exploits the fact that if one negates both the

ICA mixing matrix as well as the IC time-courses, the resulting channel data remain unchanged.
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Table 3.4: Layers used in ICLabel candidate classifier architectures. CNN and wCNN architec-
tures only use layers in the “Classifier” network, while GAN-based classifiers use all listed layers
during training despite only using “Classifier” networks layers during inference. Classifier layer
“Final” uses seven filters for both CNN and wCNN architectures while GAN-based classifiers use
eight filters during training and seven during inference by removing the filter related to generated
samples. “Topo” is used as shorthand for “scalp topography” and “ACF” for “autocorrelation
function”. “ReLU” is short for “rectified linear unit” [Nair and Hinton, 2010], “LReLU” is short
for “leaky ReLU” [Maas et al., 2013] with a leakage parameter of 0.2., and “tanh” is short for
“hyperbolic tangent”.

Network Layer Filters Kernel Stride Padding Activation

Classifier Topo-1 128 4×4 2 same LReLU
Classifier Topo-2 256 4×4 2 same LReLU
Classifier Topo-3 512 4×4 2 same LReLU
Classifier PSD-1 128 3 2 same LReLU
Classifier PSD-2 256 3 2 same LReLU
Classifier PSD-3 1 3 2 same LReLU
Classifier ACF-1 128 3 2 same LReLU
Classifier ACF-2 256 3 2 same LReLU
Classifier ACF-3 1 3 2 same LReLU
Classifier Final 7 or 8 4×4 2 valid SoftMax
Generator Topo-1 2,000 4×4 2 valid ReLU
Generator Topo-2 1,000 4×4 2 valid ReLU
Generator Topo-3 500 4×4 2 valid ReLU
Generator Topo-4 1 4×4 2 valid tanh
Generator PSD-1 2,000 3 1 valid ReLU
Generator PSD-2 1,000 3 1 valid ReLU
Generator PSD-3 500 3 1 valid ReLU
Generator PSD-4 1 3 1 valid tanh
Generator ACF-1 2,000 3 1 valid ReLU
Generator ACF-2 1,000 3 1 valid ReLU
Generator ACF-3 500 3 1 valid ReLU
Generator ACF-4 1 3 1 valid tanh
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As negating the time courses does not affect any of the other feature sets used, only the scalp

topographies need be altered. Horizontal reflections of the scalp topographies exploits the (near)

symmetry of human physiology. One notable exception to this symmetry is the heart being

located only on the left side of the chest. However, Heart ICs were comparatively rare in the

training set and left–right reflection of Heart IC scalp topographies did not create confusion with

an other IC class scalp topography. This effectively resulted in a four-fold increase in the number

of ICs in the dataset.

All ICLabel candidate and official classifiers were built and trained in python using

Tensorflow [Abadi et al., 2015]. They were also converted to MATLAB using matconvnet

[Vedaldi and Lenc, 2015] for distribution as an EEGLAB plug-in. Files involved in training the

ICLabel classifier can be found at https://github.com/lucapton/ICLabel-Train.
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Chapter 4

Artifact Rejection

4.1 Introduction

A universal challenge that hinders the decoding and application of electroencephalographic

(EEG) data is that EEG recordings are almost always contaminated by artifacts such as electrode

impedance changes caused by headset motion as well as eye-blink, eye-movement, neck muscle,

and scalp muscle activities. This is a problem both in the case of channel-level as well as

source-level analysis. In both cases, artifacts can skew metrics and bias models which can

every easily lead to spurious conclusions. When performing source analysis, artifacts often have

the added disadvantage of hindering the quality of the independent component analysis (ICA)

decompositions learned on the artifact-contaminated EEG data. In this chapter we asses the

performance of the artifact rejection algorithm: artifact subspace reconstruction (ASR) [Kothe

and Jung, 2014], with a special focus on how it affects ICA decompositions and the resultant

components.
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4.2 Background

Traditionally, these artifacts were removed manually by visual inspection [Jung et al.,

2000a], which could be time-consuming, laborious, subjective, and incompatible with online and

real-time applications [Urigüen and Garcia-Zapirain, 2015].

To automate the artifact removal process, earlier methods have used channel-based statis-

tical thresholding approaches to remove abnormal activities [de Cheveigné, 2016, Jas et al., 2017]

or adaptive filters with additional reference channels to regress out targeted artifacts [Noureddin

et al., 2012]. Unfortunately, these methods either cannot reconstruct clean data from spatially

outspread artifacts or require auxiliary channels for specific artifacts.

Another popular approach is to separate artifacts from brain-related signals using blind

source separation (BSS), especially ICA [Jung et al., 2000a, Urigüen and Garcia-Zapirain, 2015].

Since BSS cannot identify components categories automatically, a classifier is needed to identify

and reject the artifact-related components. Most independent component (IC) classifiers are

pre-trained, do not adapt to new datasets, and are trained on a limited set of experimental data

[Radüntz et al., 2017, Frølich et al., 2015, Winkler et al., 2014, Bigdely-Shamlo et al., 2013]

or they require pre-recorded target-artifact sections [Zhang et al., 2015] or auxiliary channels

[Guarnieri et al., 2018]. Moreover, the ICA-based methods are usually less effective in removing

transient, non-biological artifacts such as abrupt impedance changes from headset motions since

those artifacts are not typically separated into individual ICs. Table 4.1 summarizes the state-of-

the-art automatic, online-capable artifact removal methods for multi-channel EEG recordings

[Islam et al., 2016].

To address the challenges the above methods encountered, Kothe and Jung [2014] pro-

posed ASR, which is an automatic, online-capable, component-based artifact removal method for

removing transient or large-amplitude artifacts. ASR is similar to principal-component-analysis-

based (PCA-based) methods in which large-variance components are rejected and channel data
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are reconstructed from remaining components. The main difference is that ASR automatically

identifies and utilizes clean portions of data as a reference to determine thresholds for rejecting

components.

In the EEG community, there has been an increasing use of ASR as a powerful, automatic

data-cleaning method [Artoni et al., 2017, Mullen et al., 2015]. However, the effectiveness of

ASR and the guidelines for choosing its parameter(s) have not been carefully evaluated and

reported, especially on real EEG data.

Continuing the previous study described in Chang et al. [2018], this study systematically

evaluates the effectiveness of ASR on 20 EEG recordings from ten subjects performing a simulated

driving experiment, where artifacts induced by EEG headset motions and activities from eye-blink,

eye-movement, and head and neck muscles are present. We first characterize the performance

of ASR with different cutoff parameters that determine the rejection thresholds. Next, we apply

ICA and the ICLabel classifier from Chapter 3 to separate and automatically identify artifacts and

brain signals to allow a quantitative assessment of ASR’s effectiveness in removing various types

of artifacts and preserving brain activities. Finally, we report cross-subject results and provide

guidelines to optimally choose ASR’s parameter.

4.3 Materials and Methods

4.3.1 Dataset and data preprocessing

Experiment and data collection

To evaluate ASR, we used 20 EEG recordings from ten subjects performing a sustained

attention task in a driving simulator [Huang et al., 2009]. In the 90-minute experiments, subjects

reacted to randomly occurring lane-departure events by steering the car back to the center of their

lane. Therefore, there were intermittent artifacts in the EEG data from electrical interference,
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EEG headset motions, and activities from neck and scalp muscles, eye blinks, and eye movements.

For each subject, 32-channel EEG data were recorded using a NeuroScan System at 500 Hz

sampling rate. Wet electrodes (Ag/AgCl) were placed on the scalp following the international

10–20 system [Klem et al., 1999].

Data preprocessing

To remove high-frequency noise, the EEG data were cleaned using a band-pass FIR

filter (0.5–100 Hz) and then were down-sampled to 250 Hz. Next, we used clean_rawdata, an

EEGLAB plug-in function [Delorme and Makeig, 2004], to remove channels with negligible

activity (flat line threshold: 5), noisy signals (noisy line threshold: 4), or a poor correlation with

adjacent channels (correlation threshold: 0.8).

4.3.2 Artifact subspace reconstruction (ASR)

This section describes the ASR algorithm with emphasis on the key aspects and advantages

of ASR. A more detailed description of ASR is available in Kothe and Jung [2014].

The underlying concept is that the data segment Xt can be decomposed into latent compo-

nents St using the mixing matrix Mr: Xt = MrSt . Artifact rejection is performed in the principal

component (PC) space Yt =V T
t Xt =V T

t MrSt , and thus the clean latent components (St)clean can

be reconstructed using the pseudoinverse of the truncated V T
t Mr: (St)clean = (V T

t Mr)
+
truncYt =

(V T
t Mr)

+
truncV T

t Xt where A+ is the pseudoinverse of A. Projecting (St)clean back to channel-space

using Mr yields the cleaned data in Equation 4.1.

The ASR process consists of three steps: (1) extracting reference data from raw data,

(2) determining thresholds for identifying artifact components, and (3) rejecting the artifact

components and reconstructing the resulting data. Figure 4.1 shows an overview of the three

steps. The concepts and implementation details are described as follows.
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Figure 4.1: Flow chart describing artifact subspace reconstruction (ASR).

Extract reference data

ASR automatically selects clean portions of EEG data based on the distribution of signal

variance. Specifically, ASR calculates channel-wise root-mean-square (RMS) values on 1-second

windows, z-scores the values across all windows from each individual channel, identifies clean

windows in which the z-scored values are within -3.5 and 5.5 1, and concatenates the clean

windows to obtain reference data Xr. A tolerance value, here we used 7.5%, is set to allow a small

percentage of bad channels to remain in Xr otherwise the criteria for choosing Xr is too restrictive

and there will not be enough reference data to calibrate ASR. It is worth noting that the length of

the reference data found will vary with the noise level of the data.

Determine thresholds for identifying artifact components

ASR applies a carefully-designed IIR filter to the reference data Xr to suppress specific

frequency-band activities typically associated with brain oscillations, obtaining X̃r. ASR computes

1The RMS values are fit into a truncated Gaussian distribution.
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the mixing matrix Mr, i.e., the square root of Cov(X̃r), and the eigenvalue decomposition of

Mr to obtain the eigenvectors matrix Vr and eigenvalues vector Dr. Each column in Vr is the

eigenvector corresponding to the eigenvalue in Dr. Once the data are projected onto the PC space

Ỹr = V T
r · X̃r, ASR calculates the mean µi and standard deviation σi of RMS values across all

0.5-second windows of Ỹr for each component i, and defines rejection thresholds Γi = µi + k ·σi

where k is the user-defined cutoff parameter.

Reject artifact components and reconstruct cleaned data

ASR applies an eigenvalue decomposition to the covariance matrix taken across channels

of the IIR-filtered uncleaned EEG segments Cov(X̃t) =VtDtV T
t along a sliding window with a

window size of 0.5 seconds and a step size of 0.25 seconds. The IIR filter here is the same as

in step (2). For each window, ASR identifies whether jth PC (Vt) j with variance (Dt) j is larger

than the rejection thresholds Γi projected from Vr onto Vt : (Dt) j > ∑i(Γi(Vr)i
T (Vt) j)

2. If the

inequality holds, then the values of that component’s activities are replaced with zero vectors:

(V T
t Mr)trunc. Finally, ASR reconstructs the cleaned data segment using the equation:

(Xt)clean = Mr(V T
t Mr)

+
truncV

T
t Xt (4.1)

The MATLAB scripts for performing ASR are available as an open-source plug-in

function clean_rawdata in EEGLAB [Delorme and Makeig, 2004]. While many settings can be

optimized, the most important user-defined parameter is the cutoff parameter k for determining

the rejection thresholds in units of standard deviations. This study aims to characterize the

effectiveness of ASR in removing artifacts and how k affects its performance.
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4.3.3 Evaluating performance of ASR using independent component anal-

ysis

This study applies ICA to the ASR-cleaned data and utilizes the automatic IC classifier,

ICLabel (see Chapter 3), to evaluate the effectiveness of ASR in both removing artifact signals

and preserving brain activity.

Independent component analysis (ICA)

ICA has been widely used for separating stereotyped brain processes and various types of

artifacts such as muscle, eye-blink, and lateral eye-movement activities [Jung et al., 2000a]. ICA

assumes EEG data, x, can be modeled as a linear mixture A of statistically independent sources,

s, and learns an unmixing matrix, W , such that the independent components (IC) recover the

original sources, y.

x = As

y = Wx ≈ s

In this study, we employ extended Infomax ICA [Lee et al., 1999], which is available in the

runica function in EEGLAB, an open source MATLAB toolbox.

Changes in spatial distribution and temporal activities of independent components

With the ICA decompositions of ASR-cleaned data, we can quantitatively assess the

extent to which ASR affects the activities of the brain and artifactual ICs in two ways. First,

we compute the component-wise correlation coefficients of the best-matched ICs across ICA

decompositions of EEG data with and without ASR cleaning, that is, rearranging the order of ICs

to maximize ∑i Corr((A(k))i,(A(∗))i) where A refers to the linear mixing matrix of ICA, k refers

to ASR’s cutoff parameter, ∗ refers to no ASR cleaning, and i is the column index. The matching
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process was performed using the Hungarian method [Kuhn, 1955] in the matcorr function in

EEGLAB. This enables assessment of the stability of ICs across different ASR thresholds (k) by

examining whether ICs disappear, change, or remain the same. Second, we apply the spatial filter

W (∗) = (A(∗))+, obtained from the ICA decomposition of raw data, to ASR-cleaned data X (k).

Then we calculate the IC activities,

Y (k) =W (∗)X (k) (4.2)

and compare the mean power reduction for the IC activities.

Power reduction = Mean(Var(Y (k)))−Mean(Var(Y (∗))) (4.3)

This reveals the effectiveness of ASR at reducing the activities of artifactual ICs and preserving

those of brain-related ICs.

IC classification

To summarize the ICA results across subjects, we classify the ICs from each decom-

position using an automated IC classifier. We utilize the iclabel function from the ICLabel

EEGLAB extension to classify ICs into seven classes: “Brain”, “Eye”, “Muscle”, “Heart”, “Line

Noise”, “Channel Noise”, and a class for ICs which do not fit into the first six classes: “Other”.

Changes in dipole fitting result of ICs

The quality of an ICA decomposition can be measured by the number of dipolar ICs, whose

spatial distribution over the scalp can be modeled by a current dipole in the brain, as suggested by

Delorme et al. [2012]. Since large-amplitude artifacts usually disrupt ICA decompositions, we

expect that ICA will find more dipolar ICs if the artifacts are removed from data. In this study, we

employ the dipfit function in EEGLAB and consider ICs with residual variance, the mismatch
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between IC’s spatial distribution over the scalp and the projection of fitting dipole, lower than 5%

to be “dipolar” sources [Henderson et al., 1975, Delorme et al., 2012].

4.4 Results

4.4.1 Data modification and variance reduction through ASR cleaning

Figure 4.2 shows the percentage of data points modified by ASR (i.e., rejecting at least

one component) and the average variance reduction of the data before and after ASR cleaning

using different cutoff parameters k. The average portion of the reference data selected by ASR

across 20 EEG recordings is 43.9% with standard deviation 14.6%.

In Figure 4.2A, when the cutoff parameter k = 100, less than 3% of data were modified

while still reducing variance by more than 20%. When k is between five and seven as previously

suggested in Mullen et al. [2015], ASR modified nearly 80% of data and reduced 80% of signal

variance.

Figure 4.2B shows that the percentage of data modified and variance reduced started to

increase when k≤ 30. When k is between five and seven, ASR modified 50% of reference data

and reduced the signal variance by 30%. One thing to note is that, by visual inspection, there are

still some eye and muscle activities in the reference data and ASR starts to reduce variance when

the threshold falls bellow k = 1000 in Figure 4.2B.

4.4.2 Stability of ICs across choices of the ASR parameter

We examined the stability of IC by calculating component-wise correlation coefficients

across ICA decompositions of the EEG data with and without ASR cleaning.

Through visual inspection of the results shown in Figure 4.3, we found that those ICs

which were preserved by ASR with k = 1 (shown in the green box in Figure 4.3B) were likely to
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Figure 4.2: The percentage of data modified (blue) and variance reduced (red) by ASR with
different cutoff parameters with respect to the same data without ASR cleaning. The shaded
area shows one standard deviation across 20 EEG recordings. Figure 4.2A shows the result on
entire data and Figure 4.2B only shows the result on the reference data, which ASR used to
determine the value of thresholds.
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be associated with brain activities (IC2, IC4 and IC5). These ICs were visually characterized by

spatially homogeneous scalp maps [Delorme et al., 2012]. Interestingly, the ICs accounting for

eye-blink (IC7) and eye-movement (IC3) activities were also consistently present when different

values of k were used. On the contrary, those ICs which disappeared when the value of k was

smaller than 70 were likely to account for artifacts due to single-channel noise (IC25 and IC29)

or localized muscle activities (IC27 and IC28), visually characterized by scalp maps with sparse

and localized activity.

To quantify the above results across subjects, Figure 4.4A depicts the percentage of

preserved ICs at each ASR threshold from all 20 EEG recordings, categorized into five groups

using classifications from the ICLabel classifier (see Section 4.3.3) and IC dipolarity (see Section

4.3.3). Figure 4.4A shows that, when k = 5, ASR altered 50% of ICs. However, the ratio of

Dipolar Brain sources in preserved ICs increased, compared to the ratio in ICs without ASR

cleaning, from 20% to 30%.

Figure 4.4B shows the percentage of preserved ICs within each group at each ASR

threshold. When k = 100, almost 20% of ICs in the Eye and Muscle classes were removed. When

k ≥20, 90% of Dipolar Brain ICs were preserved while less than 70% of ICs in the other four

classes were preserved. When using k between five and seven, less than 60% of Eye ICs and 50%

of Muscle and Other ICs remained, but also removed 15%–25% Dipolar brain ICs.

4.4.3 Source power reduction by ASR cleaning

To further quantify how different types of signals were removed by ASR, we calculated

the ICA decomposition of EEG data without ASR cleaning and applied the learned spatial filters

(i.e., the IC scalp maps) to the same data after ASR-cleaning data, and computed their source

activities retained after ASR cleaning with different cutoff parameters.

Although eye-blink-related ICs (IC7) and eye-movement-related ICs (IC3) were still

present as reported in Section 4.4.2, Figure 4.5A shows that their power were reduced to the
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decomposition of the EEG data with ASR cleaning across different ASR cutoff parameters
and without ASR cleaning. The IC index is sorted by whether ICs’ correlation coefficient is
higher than 0.8, indicating by the black lines. (B) The scalp maps, i.e., the spatial distribution of
each source activities over the scalp channels, of the ICA decomposition without ASR cleaning
(template ICs). The green box indicates preserved ICs after ASR cleaning while the red box
indicates ICs which disappeared when k ≤50.
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Figure 4.4: (A) Number of preserved ICs which have correlation coefficient higher than 0.8.
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shown in blue, light blue, red, and green respectively. ICs outside these four classes are labeled
as “Other” in gray. ICs with residual variance < 5% were labeled as dipolar. (B) The percentage
of preserved ICs within classes.
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Figure 4.5: (A) The power of source activities of selected ICs in Figure 4.3 when different ASR
cutoff parameters were applied. These ICs were classified as “Brain” (blue), “Eye” (green), and
“Other” artifact (red) by visual inspection. The scalp maps and indexes of those ICs are also
shown. (B) The percentage of retained source activity power of the same selected ICs from (A).
(C) The average power of source activities of ICs from all subjects. The ICs were classified by
the ICLabel classifier and the result Brain class (blue), Eye class (green), and Muscle class (red).
The shaded areas represent 10% through 90% quantiles. (D) The percentage of retained power
of source activities of the same classified ICs from (C).

same level as those of Brain sources when k is between five and seven. Moreover, Figure 4.5B

shows that, when k is between five and seven, eye-related and likely-artifact ICs only retained

5% of their power after ASR cleaning. On the other hand, 70% and 90% of the power of the

brain-related ICs (IC2, IC4, IC5) were retained when k = 5–7 and 30, respectively. Even though

IC1 was preserved when k = 1 in Figure 4.3, ASR removed 65% and 40% of IC1’s power with

k = 5 and k = 30, respectively.

This single-subject results was also seen across subjects. Figure 4.5C plots the source
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power of each of three classes (“Brain”, “Eye”, and “Muscle”) averaged over all ICs in the

same class across all 20 EEG recordings. To prevent the shaded area from exceeding the range

of percentages (0 through 100), the shaded area shows 10% through 90% quantiles instead of

standard deviation. The source power of ICs in the Eye class were ten times larger than those

in the Dipolar Brain class in the data without ASR cleaning. However, when k ≤10, the source

power of Eye class and Dipolar Brain class were comparable. On the other hand, the source power

of ICs in the Muscle class was comparable to the source power of ICs in the Dipolar Brain class

in data without ASR cleaning when k was large, but became nine times smaller when k ≤100.

Figure 4.5D shows that, when k = 100, ASR removed on average 30% of the source

power of ICs in the Muscle class, and 10%-90% quantiles show that ASR’s effectiveness varied

drastically across Muscle ICs. When k ≥30, ASR retained 90% of the power of Dipolar Brain

ICs, while only retained 50% of the power of Eye and Muscle ICs. When using ASR with k

between five and seven, the retained power in Eye and Muscle ICs were 10% and 30% respectively.

However, 40% of the source power of Dipolar Brain ICs were removed as well.

4.4.4 Improvement of ICA decomposition

The Figure 4.3 and 4.4 provide qualitative and quantitative results of which ICs survive

ASR cleaning. To further assess ASR’s effect, Figure 4.6A reports the total number of dipolar ICs

present after different levels of ASR cleaning. When k ≤50, the ICA decomposition of the ASR-

cleaned data found significantly more dipolar sources, which indicates a better decomposition

according to [Delorme et al., 2012]. Furthermore, Figure 4.6B shows that the number of Dipolar

Brain sources increased, on average, by 10% when k = 5 and 5% when k = 20.
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Figure 4.6: (A) The average percentage of all dipolar sources in ICA decomposition of EEG
data with (solid line) and without (dashed line) ASR cleaning. The shaded area represents
one standard deviation across subjects. The statistical significance between number of dipolar
sources with and without ASR is calculated by bootstrap. (B) The percentage of ICs in each
IC class after ASR was applied with different cutoff parameters. The classification results into
the categories of “Dipolar Brain”, “Nondipolar Brain”, “Muscle”, and “Eye” are shown in blue,
light blue, red, and green respectively. ICs outside these four classes are labeled as “Other” in
gray. ICs with residual variance < 5% were considered dipolar.
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4.5 Discussion

Artifact Subspace Reconstruction is an automatic, online-capable artifact removal method

which has been increasingly used in EEG pre-processing. However, ASR has not been properly

validated and the optimal user-defined cutoff parameter is unknown. This study aims to systemat-

ically evaluated and quantitatively assessed the effectiveness of ASR on real EEG data using ICA

decomposition with the following measures: (1) percentage of data modification versus variance

reduction, (2) percentage of reference data that are affected, (3) how many artifact ICs remain

and how much their powers are reduced, and (4) how many Brain ICs are preserved and their

source activities are affected.

The empirical results show that the effectiveness of ASR heavily depends on the choice of

its cutoff parameter k. As shown in Figure 4.2A, a mild threshold (k = 100) could remove sparse

(1% of data) yet large-amplitude artifacts (20% of the variance). When k was 20, ASR started to

affect the reference data, indicating that even the clean data ASR used to determine thresholds

was modified. With the previously suggested values (k between five and seven) [Mullen et al.,

2015], ASR modified 70% of data and removed up to 80% of the variance, which may affect

brain signals and distort experiment results.

To assess the types of signals removed by ASR, we decomposed the ASR-cleaned EEG

signals using ICA and classified the ICs as brain-, eye-, and muscle-related sources. We found

that more Muscle, Eye, and Other ICs disappeared than the Dipolar brain ICs did after ASR

cleaning (Figure 4.4B). When k ≤20, more Dipolar brain ICs were affected and the ratio of

removing artifact ICs versus Dipolar brain ICs deteriorated. Although some Muscle and Eye

ICs were still present after ASR cleaning, their powers were strongly reduced (Figure 4.5). The

retained power from the Eye ICs went from 80% (k = 100) to below 20% (k = 10); the retained

power from the Muscle ICs went from 93% (k = 1000) to 40% (k = 10). When k ≥30, 90% of

power from the Brain ICs were still preserved, but the retained power decreased to 50%–60%
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with k between five and seven.

Given the above observations, the recommended ASR cutoff parameter k is between 20

and 30. ASR with a conservative threshold k = 30 removed 25% of the Eye and Muscle ICs and

reduced almost 50% of the power of the Eye and Muscle activities while only affecting less than

10% of the Dipolar Brain ICs and removing only 10% of their power. ASR with a lower threshold

of k = 10 further removed 15%–30% of Eye and Muscle activities, but at the cost of reducing

15% more Brain signal power. The previously suggested value of k between five and seven is too

aggressive in removing both artifact and brain signals and is not recommended.

Interestingly, ICA decompositions of the ASR-cleaned data found more Dipolar Brain

sources when a smaller cutoff parameter was applied. Because ICA is sensitive to large-amplitude

artifacts, applying ASR before ICA can increase the quality of an ICA decomposition, as shown

by the increase in the number of dipolar EEG sources found [Delorme et al., 2012] (Figure 4.6).

Compared to other existing artifact removal methods, the benefit of ASR is that it can

automatically adapt its thresholds based on the statistics of the EEG data. Moreover, ASR can

remove transient, large-amplitude artifacts which ICA-based methods are usually incapable of

dealing with. In fact, a combined use of ASR and ICA might be even more effective in removing

different types of EEG artifacts and is discussed further in Chapter 6.

A recent paper [Gabard-Durnam et al., 2018] has also compared their automatic artifact

removal method with ASR. Similar to our evaluation method, they evaluated ASR by comparing

the variance reduction and the probabilities that the ICs surviving MARA’s rejection are artifact-

contaminated. In their paper, they found that ASR removed more variance from EEG data but

retained higher artifact-contaminated probabilities after cleaning than theirs. However, they chose

the cutoff parameter k = 5, which is too aggressive. Moreover, the accuracy and descriptiveness

of MARA are not as good as ICLabel (see 3.1), which might be a concern when taking the

probabilities calculated from MARA as an evaluation factor. In addition to the classification

result, the current study investigates IC activities and IC dipolarity, which explains each IC’s
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contribution to variance reduction and ICA decompositions respectively.

Even though ASR shows great effectiveness in removing large-amplitude artifacts, some

points should be carefully considered when using ASR. As a variance-based artifact removal

method, ASR might be limited in removing artifact such as eye activities up to the point where

the power of the artifact is comparable to that of the brain signals. Also, if the artifacts are

consistently present and therefore unavoidably included in the reference data, ASR will not be

able to remove them. As a remedy, especially for eye-related artifacts, an ICA-based artifact

removal method can be utilized after ASR cleaning, as is proposed in Chapter 6. Likewise, if

brain signals are not present in the reference data, ASR could remove those brain signals as well.

One potential solution is updating ASR thresholds by incorporating incoming clean data into the

reference data.

4.6 Conclusion

This study demonstrates that Artifact Subspace Reconstruction is an effective automatic

artifact removal approach, quantifies ASR’s effectiveness in removing different types of signals as

shown using Independent Component Analysis, and provides insights into the optimal choice of

ASR’s cutoff parameter. Our empirical results suggest using a cutoff parameter between 20 and

30 rather than the previously suggested and default values between five and seven [Mullen et al.,

2015] where brain activities were excessively removed. This study also found that ASR improves

the quality of ICA decomposition as evidenced by an increased number of dipolar independent

components.

ASR has been implemented and disseminated in the Real-time EEG Source-mapping

Toolbox (REST), described further in Chapters 5 and 6. With an appropriate choice of the cutoff

parameter, ASR can be a powerful artifact removal approach for subsequent data analysis such as

ICA and its online capability enables real-time artifact rejection for brain-computer interfaces
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and clinical applications.
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Chapter 5

Real-time Source Separation

5.1 Introduction

Electroencephalogram (EEG) source analysis combining independent component analysis

(ICA) and source localization has generally been solved offline because of its computational cost.

With faster processors and algorithmic advances, near real-time online applications are becoming

even more viable. Bringing these analysis methods to the domain of real-time processing would

allow for the use of more specific neurophysiological information in closed-loop brain-computer

interfaces (BCI) and neurofeedback paradigms, and could also provide experimenters online

feedback useful for data quality control. Streaming EEG data require a computational pipeline

that is light enough to keep with the rate of data collection and that performs computations on

data segments either recursively or independently. In this chapter we developed a toolbox for

real-time EEG source analysis which automatically imports, processes, decomposes, and localizes

streaming EEG data. The toolbox was developed with the twofold purpose of (1) demonstrating

the utility and capabilities of these automatic, online-capable tools and (2) rendering their use

easy enough to encourage adoption among EEG researchers. This toolbox is further extended in

Chapter 6 with the methods covered in Chapters 3 and 4.
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5.2 Background

A source-resolved imaging approach models the collected EEG as the sum of electric

fields produced by many small patches of cortex whose local field activities are fully or partially

synchronous, each such patch thus functioning as an effective EEG source with a scalp projection

identical to that of a single equivalent current dipole (ECD). Source localization requires solutions

to both the forward and inverse imaging problems: the forward problem (FP) determining the

scalp projection patterns of the possible brain sources based on accurate modeling of head

tissue geometries and conductivities, and the inverse problem (IP) estimating the locations and

orientations or cortical surface distributions of one or more source projection patterns.

Many existing EEG processing toolboxes attempt to solve these problems, including core

EEGLAB [Delorme and Makeig, 2004], BCILAB [Kothe and Makeig, 2013], LORETA-KEY

[Pascual-Marqui et al., 1999], and Fieldtrip [Oostenveld et al., 2011]. They all operate offline

or attempt to solve the IP by directly operating on, e.g. response-averaged EEG channel data.

Approaching the IP directly from the EEG channel data complicates the problem by requiring

determination of the number of sources to localize [Oostenveld et al., 2011], a problem whose

computational cost and number of false local minima increase dramatically with the number of

sources being estimated. Other approaches simply attempt a low-resolution joint spatial estimate

of all the active sources [Pascual-Marqui et al., 1999]. Blind source separation (BSS) can be used

as an initial ‘unmixing’ step to simplify an inverse problem by separating it into much simpler

problems of finding the locations of the individual effective sources [Makeig et al., 1996, 2004,

Marco-Pallares et al., 2005].

ICA has been shown to work exceedingly well when applied to EEG [Delorme et al.,

2012] as EEG data and ICA share many important assumptions. ICA assumes that input data

are the result of a linear mixing of spatially stationary independent time series or independent

components (ICs). Here, we present the Real-time EEG Source-mapping Toolbox (REST),
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a collection of automated EEG analysis methods accessible through a graphic user interface

(GUI). By applying Online Recursive ICA (ORICA) [Akhtar et al., 2012], we can estimate a

solution to the source separation problem in near real-time, allowing low-latency access to source

information, making possible innovations in experimental designs including a wide variety of

clinical and non-clinical BCI paradigms. REST also allows the user to estimate the brain locations

of the estimated sources using either LORETA [Pascual-Marqui et al., 1999, Ojeda et al., 2014]

or minimum-variance ECD fitting [Oostenveld et al., 2011].

REST provides estimates of source activations and their current power spectra, plus source

scalp maps (source scalp projection patterns) and cortical source locations. Below, we show the

layout of the REST GUI and detail the measures used in its analysis pipeline. We then test its

accuracy and efficacy by applying it to simulated EEG data with known source locations and

activations. Finally, we demonstrate the real-world utility of REST and its ease of use by applying

it in a common BCI paradigm recording session.

5.3 Methods

REST is coded in MATLAB using the EEGLAB environment. It uses a processing

pipeline, shown in Fig. 5.1A, designed to run from beginning to end with minimal user input.

Preprocessing and source separation are implemented as a BCILAB pipeline followed by source

localization implemented in part using routines in MoBILAB [Ojeda et al., 2014].

5.3.1 Preprocessing

The toolbox pulls EEG data from a data stream received through the Lab Streaming Layer

framework [Kothe, 2014]. The data are first preprocessed by IIR high-pass filtering. Artifact

Subspace Reconstruction (ASR) [Kothe and Jung, 2014, Mullen et al., 2013], analyzed in Chapter

4, may be introduced as an additional preprocessing step to remove large movement-based
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artifacts as shown in Chapter 6.

5.3.2 Source separation

Next, the EEG data are whitened using an online RLS whitening algorithm to improve

convergence and then linearly unmixed using ORICA. ORICA is, so far as we know, the only

ICA implementation that is real-time capable with acceptable convergence rates for relatively

large numbers of channels [Hsu et al., 2014]. The output of ORICA is a set of linear IC filters

that are used to separate the IC activation time courses and scalp maps from the EEG channel

data. When the data sources are spatially and statistically stationary, the ICs that ORICA provide

asymptotically approach those that (offline) Infomax ICA [Lee et al., 1999] returns. Unlike

Infomax ICA, ORICA can also adapt to source nonstationarities (more on that in Chapter 7).

5.3.3 Source localization

Estimated IC source locations are calculated using one of two cortically-constrained

source models (either distributed or ECD). Distributed source location model estimates are

calculated using cortically-constrained LORETA with Bayesian hyper-parameter estimation

[Trujillo-Barreto et al., 2004] from MoBILAB, while the ECD model estimates are computed

using minimum residual variance fitting. Both the ECD and distributed source methods require a

MoBILAB head model object to be created in advance, which can be computed easily using the

included helper function. The head model uses spatial meshes representing the geometry of the

cortex, scalp and one or more intervening head tissue types (e.g. skull, CSF, white matter). A

lead field matrix (LFM) is calculated (automatically) using OpenMEEG [Gramfort et al., 2010],

as well as a surface Laplacian operator for the cortical mesh. By default, the included helper

function creates a 3-layer (scalp, skull, cortex) boundary element method (BEM) head model

based on the MNI Colin 27 brain. The primary input to the source localization methods is an
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estimated ICA scalp map for the source being localized.

5.4 Materials

5.4.1 Toolbox

The REST main window, on the left of Fig. 5.1B, displays either raw EEG or estimated

IC activations. It also shows scalp maps and power spectra for the estimated ICs, as well as

convergence statistics. All the visualized information updates in near real-time. The (partially

occluded) window in the top rights of Fig. 5.1B provides an easy way to select which ICs are

displayed on the main window. On the bottom right of Fig. 5.1B is the source localization window

which shows the current estimated source location for an IC as either an ECD or a distributed

source.

5.4.2 Experiments

To show the utility of REST, we designed two experiments. One, using simulated source-

resolved EEG data, for which we know the ground truth, tested the integrity of the REST pipeline.

The other used actual EEG collected during a steady-state visually evoked potential (SSVEP)

BCI paradigm to test the utility of the toolbox in interactive paradigms.

Simulated EEG data

For the simulation, we used the default head model with ECD sources constrained to be

normal to the cortical surface. We simulated 10 minutes of 64 channel EEG using SIFT [Delorme

et al., 2011] by placing ECDs at various vertices of the cortical mesh and generated source

activation time series for each. Two sources were handcrafted to imitate eye-blinks and occipital

alpha activities while the rest were vector autoregressive processes driven by super-Gaussian
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noise. These are then mixed together using the LFM associated with the head model. As this was

a test for accuracy rather than speed of convergence, we evaluated the accuracy of the ORICA

decompositions and resulting source location estimates at the end of the simulated data collection.

For information on the convergence properties of ORICA, see [Hsu et al., 2014].

Actual EEG data

To collect the actual human EEG we used a low-cost, 14-channel Emotiv headset. This

setup wirelessly streams data to a computer via Bluetooth. The streaming data were transferred

to an LSL stream for REST. During the experiment, 2 minutes of eyes-closed resting allowed

ORICA to identify relevant ICs. This was followed by 2 trials in which the subject looked at

flashing phone-pad style digits on a tablet. The subject first focused on the symbol “1” and then

afterwards at the symbol “#” which were flashing at 9 Hz and 11.75 Hz respectively. This tested

the adaptivity of the pipeline, as going from eyes-closed rest to viewing flashing stimuli could be

expected to produce a noticeable change in brain sources and source activities.

5.5 Results

5.5.1 Simulated 64-channel stationary EEG

As shown in Fig. 5.2 and 5.3, ORICA and both source localization techniques perform as

intended. Fig. 5.2 visualizes the full REST pipeline applied to three of the 64 simulated sources.

In the first estimation step, ORICA successfully decomposes the sources, providing accurate

scalp map estimates and source activations. In the second estimation step, the ECD estimates

were very close to the ground truth (shown in the green simulation box) in both location and

orientation. The distributed source estimates, despite not theoretically matching the model used

during simulation, provided patches of active cortex that were well situated about the simulated

dipole location.
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Figure 5.2: Visualizaton of the simulated data experiment: data simulation to source estimation.
(Green box) The simulated data source activations are mixed. (Blue box) The simulated EEG
data are first decomposed within REST into estimated independent components (ICs) using
ORICA. Then the source location of each IC is estimated as either an equivalent current dipole
(ECD, left) or as a low-resolution cortical distribution (right).
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Figure 5.3: Source localization accuracy in the simulated data experiment using an equivalent
current dipole (ECD) model for each estimated independent component (IC). Each disk repre-
sents an IC. Disk size shows how well the recovered IC scalp map correlated with the simulated
source scalp map. For 48 of the 64 recovered sources, map correlations were above 0.95 with
ECD model errors less than 3 cm and 20 degrees (lower left).

Fig. 5.3 illustrates the accuracy of all 64 estimated dipole positions and orientations,

which were generally correct within 3 cm and 20 degrees respectively. The majority of the

errors in dipole position were related to the depth of the dipole as the true source positions

tended to be closer to the scalp than their estimates. Disk sizes in Fig. 5.3, which represent

scalp map error, showed a clear correlation between localization error and scalp map error and

provides a means of judging whether localization error is due to poor results from ORICA or

error from the underdetermined nature of the IP. Here we used the same simulated FP head model

to solve the IP, something not possible in actual use where the true FP head model can only be

estimated. Nevertheless, these results indicate that REST can generate accurate source locations

and activations provided a minimum level of data quantity and quality and sufficient head model

accuracy.
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5.5.2 Actual 14-channel EEG during SSVEP

The application of REST to data collected in an SSVEP paradigm showed that ORICA

can converge to useful source solutions in real-life applications. Fig. 5.4 compares REST outputs

during eyes-closed rest and attention to 9 Hz and 11.75 Hz flashing stimuli. Clearly, ORICA

extracted an occipital IC, first during rest with a weak 10 Hz peak (top panel), and then during

attention to 9-Hz (middle panel) and 11.75-Hz (lower panel) flashing stimuli. The ECD during

the latter condition (not shown) changed in orientation as indicated by the change in its scalp

map.

5.6 Conclusions

We have shown that REST can be accurate when applied to simulated data, and potentially

usable in practice. There are many possible applications for real-time monitoring of sources of

interest during an EEG experiment. The REST toolbox design allows possible extensions to

implement near real-time computation, visualization, and application of other source-resolved

EEG measures. REST could aid online data quality analysis, as when collecting EEG from

particular sources if of specific importance. Additionally, the ORICA implementation in REST

might be used to make a wide range of BCI paradigms more robust [Makeig et al., 2000]. We plan

to add more flexible and detailed data preprocessing, since ICA can be highly influenced by large

amplitude artifacts, and also automated IC classification. In theory, the ORICA decomposition

and, with some modifications, the source localization methods in the REST pipeline should be as

applicable to MEG as to EEG data. Finally, this work follows in spirit, and some details, previous

work [Mullen et al., 2013] demonstrating a real-time application of the BCILAB [Kothe and

Makeig, 2013] and SIFT [Delorme et al., 2011] toolboxes, into which the source identification

and localization methods in REST might easily be introduced.
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Figure 5.4: Screen captures of the REST GUI during an actual EEG experiment. At 1.3 min
(top panel) during eyes-closed rest, the baseline PSD for IC had a peak at 10 Hz (alpha). At 2.1
min (middle panel), the subject attended the symbol “1” flashing at 9 Hz (note change in the
IC4 spectrum). At 2.8 min (bottom panel), the subject attended the symbol “#” flashing at 11.75
Hz (note IC4 spectral shift and possible scalp map change).
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Chapter 6

Real-time Artifact Rejection

6.1 Introduction

As described in Chapters 3 and 4, artifacts are a constant when working with electroen-

cephalographic (EEG) data; especially when subjects must speak or move while recording EEG.

For this reason, automation is a requirement for real-time applications. Humans cannot com-

fortably mark artifacts on a scrolling data plot, indicate which independent components (IC) are

relevant to an analysis, and interpret the resultant signals all in real-time. The automation of EEG

data preparation opens the possibility for applications in real-time, computational costs allowing.

In Chapter 5 we developed and the central pipeline which enable EEG source analysis in

real-time. Here, we extend that pipeline to make it more robust by incorporating (1) channel-level

artifact rejection as described in Chapter 4 and (2) automatic though IC selection and rejection

using IC classifiers like the one developed in Chapter 3. We evaluate the effectiveness of these

added methods through the difficult and relevant task of real-time artifact rejection. In this case,

the EEG source pipeline summary provided in Section 1.2 is not quite applicable. Specifically,

the steps following (5) change as noted below:

1. Recording and importing data
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2. Preprocessing

3. Transient artifact removal

4. ICA decomposition

5. IC selection

6. Channel reconstruction

7. Channel analysis

Rather than performing source analysis, this pipeline evaluation instead uses EEG source measures

as an additional method for segregating and removing non-brain-related signals from the recorded

data. Similar pipelines using the same methods can also be created using the open-source

Real-time EEG Source-mapping toolbox (REST) to better acquire and analyze EEG source data .

6.2 Background

Brain computer interface (BCI) and other real-time EEG applications often suffer when

artifacts (unwanted signals included in a recording) are present [Minguillon et al., 2017, Urigüen

and Garcia-Zapirain, 2015]. In EEG recordings, typical examples include perturbations induced

by the retinal electrical dipoles during eye movements, high-frequency signals from scalp muscle

activity, and large signal spikes and shifts from electrode impedance changes during subject

movements (Figure 6.2). While the definition of “artifact" is largely context dependent, artifacts

are typically detrimental to signal analyses as the amplitudes of these artifacts can easily eclipse

the brain-generated EEG activity.

Previous methods for cleaning EEG data have taken several approaches: spectral-intensity

thresholds [Gevins et al., 1977], filtering based on simultaneous electrooculographic (EOG)

recordings [Joyce et al., 2004], complexly stacked wavelets, blind source separation (BSS), and
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wavelet-based classifiers [Mammone et al., 2012]. Each method comes with its own assumptions

and may therefore fail in some situations. For example, none of the above-mentioned methods

support real-time processing with the exception of EOG filtering – and that requires a dedicated

EOG recording in addition to the EEG electrode montage. To the authors’ knowledge, no existing

EEG artifact cleaning method effectively cleans the data in near real time without a need for

recording EOG or other artifact reference channels.

Independent component analysis (ICA) has been widely used for separating spatially

stereotyped artifacts such as saccades and eye-blink activities from EEG data [Jung et al.,

1998]. Online recursive ICA (ORICA) [Akhtar et al., 2012] has successfully converted the

computationally-expensive ICA algorithm into incremental, recursive update rules that enable

online, near real-time ICA decomposition [Hsu et al., 2016]. However, ICA decomposition is

sensitive to unique, large-amplitude artifacts which can severely degrade the learned ICs and ICA-

based methods have historically required visual inspection to manually identify the artifact-related

ICs.

Here we apply artifact subspace reconstruction (ASR) [Kothe and Jung, 2014], an au-

tomated, near real-time-capable algorithm, prior to ORICA. We demonstrate that ASR can

effectively remove transient, large-amplitude artifacts from EEG data and thus stabilize the ICA

decomposition and improve artifact separation in real-time. Next, we apply a real-time capable IC

classifier, here EyeCatch [Bigdely-Shamlo et al., 2013], to automate recognition and removal of

artifact-related ICs. The full online, real-time, automatic artifact rejection (AR) pipeline, featuring

ASR, ORICA, and EyeCatch, is available in REST, developed in Chapter 5 and illustrated in

Figure 6.1B. REST can be downloaded from https://github.com/goodshawn12/REST.
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6.3 Materials and Methods

6.3.1 Review of methods

ASR is an automated, variance-based EEG cleaning algorithm. It uses a short initial

recording of artifact-free EEG data from which it learns a statistical model of the EEG data. Then

for each incoming data window, ASR applies a principal component analysis (PCA) like linear

transformation to the data using a transform matrix learned from the initial calibration data. If

any principal component (PC) of the new data window is much larger than in the calibration data,

that PC is removed from the window. An inverse transform then projects the data window back

into the original channel coordinates.

ORICA consists of two stages. The first, online whitening, can be thought of as an online,

recursive form of PCA. This is done to facilitate learning in the subsequent stage – online recursive

ICA. This optimizes the same objective as offline Infomax ICA. Finally, the ICA solution from

the second stage is projected to the nearest orthogonal matrix which further facilitates model

convergence.

EyeCatch classifies ICs as either eye movement-related or not by first calculating the

maximum correlation value of each IC scalp map to thousands of IC scalp maps in the method’s

library which account for eye-movement activities. An IC scalp map represents the relative

contributions of a given IC to the scalp channels. Any IC for which the maximum correlation

value, called the similarity score, is greater than a preset threshold is marked for removal. REST

uses a modified version of EyeCatch that is computationally lighter and has a lower rejection

threshold to support its use in a real-time setting.

6.3.2 Experimental design

To evaluate the proposed AR pipeline in REST, we first collected an eyes-closed EEG

dataset in which a healthy subject performed a series of cued artifact-inducing actions comprising
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jaw clenching, scalp electrode tapping, head turning, and jumping. The subject rested for

2 minutes before performing each type of action for ten seconds, with 5-second inter-action

intervals. Our goal was to evaluate the effects of the concomitant artifacts on ORICA convergence

and to determine whether the proposed pipeline could mitigate those effects.

Next, we recorded two minutes during which the subject blinked at 1-sec intervals,

followed by two minutes in which the subject performed lateral eye-movements using voluntary

saccades at 1-sec intervals. Before and after each artifact period the subject rested with eyes

closed for two minutes. We wanted to characterize the performance of the proposed pipeline in

automatically identifying and rejecting eye-related ICs, thus clean the recording of eye-movement

artifacts.

6.3.3 Dataset recording and analysis

The EEG data was recorded using a Cognionics Quick30 headset with a 500-Hz sampling

rate using dry electrodes for which electrode impedances are in the range of hundreds of Ohms.

Electrode P07 was excluded from the analysis because of a known cap hardware issue.

We processed both datasets using REST in a simulated real-time setting by rebroadcasting

the data through the lab-streaming-layer [Kothe, 2014]. REST applied the proposed pipeline

consisting of common-average re-referencing, FIR bandpass-filtering (1–50 Hz), ASR, ORICA,

IC classification and rejection using EyeCatch, and channel data reconstruction. This pipeline is

shown in Figure 6.1A. We processed the data from the first experiment, both with and without

ASR; we processed the second dataset both with and without applying ORICA and EyeCatch.

To quantify the results of this analysis, we calculated the signal-to-noise ratio (SNR)

after applying each different pipeline (e.g. with or without ASR). For zero-mean signals, SNR

is the ratio of signal variance to noise variance, σ2
s /σ2

a . As we cannot claim to know those

values exactly, we approximated the SNR by dividing the average channel variance during

the rest periods, σ2
s , by the average channel variance during artifact periods, σ2

n . In reality,
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σ2
n ≈ (σs + σa)

2 since it reflects variability in the summed artifact and brain EEG activity.

Therefore this SNR approximation is conservative and forms a lower bound on true SNR.

We computed the correlations of scalp maps from the ORICA decomposition to those

from the offline Infomax ICA decomposition of the same data. We used offline Infomax ICA

applied to the common-average referenced and FIR bandpass-filtered data with artifact periods

manually removed as a gold-standard solution to compare against. Excluding the artifacts, these

recordings are relatively stationary and so the offline solution is effectively the best-case solution

possible for ORICA.

Finally, to get a sense of how ORICA learns under these different conditions, we also

look at the dynamics of the non-stationary index (NSI) which quantifies the magnitude of the

ORICA gradient over time [Hsu et al., 2016]. When data is very improbable under the current

ORICA model, e.g. during transient artifacts, the NSI will have a large value relative to baseline.

6.4 Results and Discussion

6.4.1 Motion and muscle artifacts

ASR successfully removed a significant portion of the artifact-induced signal features

in the first experiment. As shown in the top four frames of Figure 6.2, while not all of the

artifact signals were removed by ASR, the exceptionally strong artifact periods were consistently

reprojected to a more normal range for brain-dominated EEG. This effect can also be seen in Table

6.1 by the consistent rise in approximate SNR in the ASR and ASR-ICA columns as compared

to the other two, which forgo ASR. Furthermore, Figure 6.3 indicates that ASR stabilized the

ORICA decomposition in the presence of large-amplitude artifacts. This is indicated by the

lower correlation values following the artifact events when ASR was omitted. In such cases, the

ORICA model rapidly changed to try to better fit the artifact activity. When ASR preprocessing

was added, there was little change in the ORICA model before and after artifact occurrences,
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Figure 6.2: Examples of common EEG artifacts. From top to bottom and left to right: electrode
tapping, jaw clenching, head shaking, jumping, blinking, and eye movements. The blue traces
are cleaned with an FIR bandpass filter, while the red traces are further processed with ASR and
ICA-based cleaning using ORICA and EyeCatch. Artifact onset times are indicated by black
dotted lines.
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Table 6.1: Signal to noise ratio (SNR) at distinct stages of processing for each artifact type
tested.

Artifact FIR ASR ASR-ICA ICA

Electrode Tap 0.174 1.09 1.05 0.176
Jaw Clench 0.586 0.723 0.693 0.580
Head Shake 3.78×10−5 0.349 0.339 3.78×10−5

Jump 1.05×10−4 0.529 0.511 1.05×10−4

Blink 0.465 0.465 0.791 -
Saccade 0.498 0.810 1.01 -

demonstrating increased robustness to non-brain EEG “noise." This is particularly evident after

subject jumps. Without ASR preprocessing, the entire model was lost after the jumps, i.e., not a

single IC from the ORICA decomposition correlated highly with any ICs in the offline Infomax

ICA solution. This is pivotal because, even though the ICA portion of the pipeline was not used

in this experiment, typical EEG recording will have both eye movement-related artifacts as well

as body motion artifacts. If the ORICA decomposition is lost every time a body motion artifact

occurs (as it does without ASR preprocessing), then any eye movement-related ICs may not be

found and could not then be cleanly removed from the data.

For transient artifacts, Table 6.1 shows the addition of ICA-based cleaning produced a

minute decrease in SNR; likely because there were no stereotyped artifacts for ORICA to learn

and remove. All ICA-based cleaning could do is find occasional false-positives, which in this case

increased the power of the signal negligibly. The NSI traces in the bottom panel of Figure 6.3

show that ORICA follows the same general learning patterns with and without ASR, but exhibits

more extreme NSI values without ASR preprocessing, as ORICA may be more directly exposed

to effects of high-amplitude artifacts. It is worth noting that ORICA was able to find many

brain-related ICs including those shown in the bottom-right of Figure 6.3. This suggests possible

further uses of REST beyond data cleaning, in particular as a tool for real-time monitoring and

source analysis, given the added robustness provided by ASR.
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Figure 6.4: The above traces show how the eye-related independent components (IC) learned by
ORICA were rated by EyeCatch. The threshold for removal, 0.86, is indicated as a red dashed
line. The period where the subject was blinking is indicated by the blue shaded region while the
period where the subject looked back and forth is indicated by the green shaded region. The
subject kept his eyes closed during all other time periods (white background). The blink IC was
found and removed quickly during blinking while the saccade IC did not remain suprathreshold
during lateral eye-movement.

6.4.2 Eye-induced artifacts

For the eye movement-related artifacts in the second experiment, Table 6.1 indicates ASR

had a negligible effect on eye-blink artifacts and a more significant effect on saccade artifacts.

However, SNRs during both types of eye activity were further improved by the addition of

ICA-based cleaning. The speed with which ORICA found the eye movement-related ICs is

shown in Figure 6.4. Once the subject opened his eyes and began blinking, it took ORICA

twenty-six seconds to converge well enough on the blink-related IC for EyeCatch to remove it.

Even after two more minutes of eyes-closed resting, the maximum blink IC scalp map correlation

remained near the EyeCatch threshold level and subsequently increased again when the subject
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reopened his eyes. However, the saccade-related IC EyeCatch score fluctuated across the rejection

threshold as the subject performed lateral eye-movements resulting in incomplete saccade artifact

rejection. It appears the altered version of EyeCatch used here was not ideal, as the changes seem

to have introduced some instability in the correlations found, though no better option is currently

available.

6.5 Conclusion

We have introduced a new pipeline for real-time EEG artifact removal that combines

the use of ASR, ORICA, and an IC classifier (here EyeCatch) using the Real-time EEG Source-

mapping Toolbox (REST). We studied how the pipeline performed in the presence of six different

types of artifacts common in EEG recordings and found it removed the majority of the artifact-

induced signal features. We also compared the performance of the pipeline with and without an ini-

tial application of ASR and found that the presence of ASR stabilized the ORICA decomposition,

which is desirable for cleaning the data of eye movement-related artifact. The pipeline is available

as part of REST, which is freely available at the url: https://github.com/goodshawn12/REST.
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Chapter 7

Brain Network Analysis

7.1 Introduction

Up to here, we have developed and assessed methods which can be described as “data

preparation” for the purpose of performing electroencephalogram (EEG) source analysis. Au-

tomating source analysis itself is a more difficult task because it is inherently unspecific. The

analyses that are performed on datasets are largely dependent on the experimental tasks and the

questions that researchers attempt to answer through those experiment. Certain categories of

analysis are already facilitated by existing tools. For example, BCILAB [Kothe and Makeig,

2013] automates many types of brain-compute interface (BCI) paradigms which can be applied

to data decomposed using independent component analysis (ICA). Many programs also exists

for automatically applying statistical tests to EEG data such as EEGLAB [Delorme and Makeig,

2004, Delorme et al., 2011] and Statistical Parametric Mapping (SPM) [Penny et al., 2011]. Still,

there remain many analyses which require extensive manual intervention to perform. This is

especially true when experiments are not designed around repeated trials.

In this chapter, we provide an example of partially automated EEG analysis through

unsupervised time series segmentation. We evaluate adaptive mixture ICA (AMICA) as a means
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to quantify continuously shifts in mental state. This can be performed as a stand-alone analysis or

as an initial processing step by which meaningful features are extracted from the EEG data.

7.2 Background

An expanding focus in neuroscience has been on endogenous temporal dynamics of

neural network activity that gives rise to fluidity and rapid adaptability in cognition and behavior.

A growing body of evidence suggests that these temporal dynamics may arise from continual

formation and dissolution of interacting cortical and allied subcortical source activities in large-

scale brain regions whose joint electrical activities can be described as dynamic systems featuring

continuous transitions between intermittently stable states [Chu et al., 2012, Betzel et al., 2012].

Earlier methods applied nonparametric statistical approaches that used EEG power spectral

density, autocorrelation function, and entropy measures [Natarajan et al., 2004] to detect change

points allowing segmentation of EEG into piecewise stationary processes [Kaplan et al., 2001].

Microstate analysis (see Khanna et al. [2015] for a review) takes the spatial distribution of

electrodes into account and attempts to define quasi-stable “microstates” in terms of unique electric

potential patterns across the multichannel EEG scalp electrode montage during behavioral states or

resting states [Lehmann et al., 1987, Van de Ville et al., 2010]. The global functional connectivity

approach [Chu et al., 2012, Betzel et al., 2012] measures inter-electrode channel signal synchrony

to attempt to characterize brain states as stable functional networks. However, both the microstate

and global connectivity models analyze scalp electrode signals that in themselves are highly

correlated through common volume conduction and summation at the electrodes of potentials

arising from brain and also non-brain sources (eye movements, ECG, etc.). The results of both

methods have few or no interpretable connections to particular brain source activities that underlie

the observed scalp phenomena. Hidden Markov Models (HMM) form another family of generative

models with a rigorous temporal structure used to measure nonstationary functional connectivity.
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Such models have been largely applied to source-space signals from MEG recordings [Baker et al.,

2014, Vidaurre et al., 2016, 2017, Nielsen et al., 2017], where a source separation or localization

step is prerequisite.

The recent study [Hsu and Jung, 2017] hypothesized that transitions to a different cognitive

state may involve cortical macro- or meso-dynamics in new networks of cortical brain areas

that can be identified by distinct ICA models trained on data recorded before and after the state

transition, respectively. This hypothesis motivates the application of an extension of ICA – the

ICA mixture model (ICAMM) [Lee et al., 2000] – an unsupervised learning approach to modeling

EEG activities in different brain states and detecting brain dynamic state changes associated with

cognitive state changes [Jung et al., 2000b]. The ICAMM assumes distinct ICA models may

better characterize different segments of nonstationary data, i.e., xxx(t) = AAAhsssh(t) where h is the

model index. By allowing multiple ICA models to focus simultaneously on different parts of

the data, ICAMM relaxes the spatial-stationarity assumptions and allows more total sources to

be learned than the number of channels. ICAMM is thereby capable of modeling nonstationary,

multi-state data and thus is a promising approach to studying dynamic changes in cognition and

brain states. While the few prior attempts to apply ICAMM to EEG data were able to monitor

attention [Jung et al., 2000b], to detect microarousals during sleep [Salazar et al., 2010a], and

to detect mental state changes during a memory test [Safont et al., 2017], the full power of the

ICAMM approach has not yet been demonstrated, including modeling of multiple brain states,

tracking of state transitions in continuous recordings, consistency of the learned models across

subjects, and more precise physiological interpretation of those models.

Here we report an EEG study using an unsupervised ICAMM to investigate dynamics of

cognitive states. For this we chose adaptive mixture ICA (AMICA), proposed by Palmer et al.

[2008], that adaptively learns individual source probability density functions (PDFs) as well as

source scalp projection patterns. Palmer et al. [2008] has also provided an efficiently optimized

algorithm for learning an ICAMM from multichannel data using a parallel implementation (the
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code is available at https://sccn.ucsd.edu/~jason/amica_web.html and also as an open source

plug-in for EEGLAB [Delorme and Makeig, 2004] at https://sccn.ucsd.edu/wiki/EEGLAB_

Extensions_and_plug-ins). In the following sections, we will show: 1) AMICA can learn the

ground truth in the simulated quasi-stationary data – we test the effect of numbers of ICA models

on AMICA performance; 2) AMICA usefully characterizes sleep EEG dynamics, producing

consistent results across subjects that can be applied to classify six sleep stages; 3) AMICA

can quantitatively assess subjects’ continuous changes in attention and drowsiness levels during

simulated driving and thereby can track brain dynamic state changes at single-trial level with

millisecond resolution; and 4) AMICA provides interpretable models allowing computation of

the spatial distribution and frequency content of active sources in each brain state.

7.3 Materials and Methods

7.3.1 Datasets and preprocessing

Dataset I: simulated quasi-stationary data

To systematically validate AMICA, we use the EEG data simulator in the Source Informa-

tion Flow Toolbox (SIFT) [Delorme et al., 2011] to simulate a quasi-stationary dataset in which

underlying sources are alternatingly active and inactive. With a 3-layer boundary-element-method

(BEM) forward model, we obtain three 3-min segments of simulated 16-channel EEG data, each

with a different set of 16 active super-Gaussian distributed sources. More details are included in

Hsu et al. [2015].

Dataset II: CAP sleep database

We used 17 human EEG recordings, each consisting of 6–10 hours of sleep, from the

CAP sleep database [Terzano et al., 2002] on PhysioNet [Goldberger et al., 2000]. Excluding
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subjects whose recordings had less than five channels gave seven EEG datasets from healthy

subjects. We also used EEG recordings from ten patients with nocturnal frontal lobe epilepsy

(NFLE), selected on the basis of data quality, i.e., longer data length, higher number of channels

and more balanced numbers of sleep labels. We included NFLE patient recordings in an attempt

to test the ability of the proposed approach to generalize across subjects and patients.

The EEG data comprise 6–13 bipolar channels (e.g. F3-C3, C3-P3, P3-O1, O1-A1,

without common reference) affixed at scalp sites in the International 10–20 System and recorded

with a sampling rate of 128 Hz using a Galileo System (Esaote Biomedica). After collection,

the EEG signals were band-pass filtered between 0.5 Hz to 25 Hz. The hypnograms had been

annotated by expert neurologists at 30-second intervals using standard Rechtschaffen and Kales

(R&K) criteria into six sleep stages: wake (W), rapid eye movement (REM), and one to four

non-REM sleep stages (N1, N2, N3 and N4). More detailed description of the data and their

hypnograms can be found at https://physionet.org/pn6/capslpdb/.

Dataset III: drowsiness fluctuation in simulated driving

Ten healthy volunteers participated in a 90-min experiment in an immersive VR-based

driving simulator, performing an event-related lane-departure task [Huang et al., 2009]. The sub-

jects experienced visually presented lane-departure events every 8–12 seconds (with randomized

event onset asynchronies) and were instructed to steer the car back to the cruising position quickly

using a steering wheel. The duration between the onset of a lane-departure event to the onset

of a responsive steering action was defined as subject reaction time (RT), which can be used to

index degree of subject alertness / drowsiness [Lin et al., 2010]. The RT data were transformed to

reaction speed (RS = 1/RT) to partially normalize the highly skewed RT distribution. For more

details on the subjects and the experiment, refer to Lin et al. [2010].

For each subject, 30-channel EEG data were recorded with a 500-Hz sampling rate using

a NeuroScan System (Compumedics Ltd., VIC, Australia) with electrode sites according to the
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International 10–20 System. The EEG data were band-pass filtered (1–50 Hz) and downsampled

to 250 Hz. Using the PREP pipeline [Bigdely-Shamlo et al., 2015], poorly recorded channels

in the recordings, such as channels with flat signals arising from poor electrode contacts, and

channels whose signals were poorly correlated with those of neighboring channels were removed.

Two to six channels were so identified and removed for each of the ten subjects. In addition,

artifact subspace reconstruction (ASR) [Mullen et al., 2015], implemented as a plug-in to the

EEGLAB environment [Delorme and Makeig, 2004], was applied using a mild threshold (burst

repair σ = 20) to reduce data contamination by high-amplitude artifacts. These artifact-correction

methods were chosen to facilitate convergence of the ICA models. Detailed description of the

data pre-processing can be found in Hsu and Jung [2017].

7.3.2 Method description

Comprehensive formulation of the ICAMM problem and detailed derivation of the AMICA

algorithm have been presented in Lee et al. [2000] and Palmer et al. [2008] respectively. The

following sections give a brief summary of the multi-model AMICA approach in an attempt to

provide intuition and facilitate readers’ understanding.

Adaptive mixture ICA (AMICA)

Figure 7.1 gives a schematic overview of the architecture of AMICA and its models.

AMICA is, conceptually, a 3-layer mixing network: the top two layers constitute one or more

ICA mixture models and the bottom layer, specific to AMICA, focuses each learned model on

accounting for a subset of the data.

Starting from the top layer, the key assumption of multiple mixture models is that data

XXX = {xxx(t)} (N-channel by T -time samples) are nonstationary, so that different models may be

dominant in characterizing the data at different times, i.e., xxx(t) = xxxh(t) where h is the model

index. Previous studies have provided evidence that EEG activities during different brain states
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(e.g. alert versus drowsy) are nonstationary and can be modeled by a finite set of distinct ICA

models [Hsu and Jung, 2017].

In the top two layers of the AMICA network, a standard ICA model is employed to

model the data xxx as an instantaneous linear mixture AAA (N×N matrix) of statistically independent

components sss, i.e., xxx = AAAsss. The first two layers consist of the ICA mixture model:

xxx(t) = xxxh(t) = AAAhsssh(t)+ ccch, h = 1, . . . ,H (7.1)

where h = h(t) and AAAh is the dominant or active model at time t with source activities sssh(t) and

bias ccch. For simplicity, it is assumed that only one of the H models is active at each time and that

the model index h and the data xxx(t) are temporally independent. Hence the likelihood of data

given the ICA mixture model can be written as:

p
(
XXX
∣∣Θ)= T

∏
t=1

H

∑
h=1

p
(
xxx(t)

∣∣Ch,θh
)
· p(Ch) (7.2)

where Θ = {θ1, . . . ,θH} contains the parameters of ICA models and p(Ch) = γh is the probability

of the h-model being active that satisfies ∑
H
h=1 γh = 1.

Given the assumption of statistical independence between components shi(t) (i= 1, . . . ,N),

the likelihood of the data given the active ICA model WWW h = AAA−1
h is:

p
(
xxx(t)

∣∣Ch,θh
)
= |detWWW h| ·

N

∏
i=1

p
(
shi(t)

)
(7.3)

In the third layer of the AMICA network, the probability density function (PDF) of

each component p
(
shi(t)

)
is approximated by a mixture ( j = 1, . . . ,M) of generalized Gaussian

distributions q(s) [Palmer et al., 2006, 2008]:

p
(
shi(t)

)
=

M

∑
j=1

αhi j ·q
(
shi(t);ρhi j,µhi j,βhi j

)
(7.4)
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where αhi j is the weight for each PDF. The generalized Gaussian distribution parameterized by

shape ρ , scale β and location µ is defined as:

q(s;ρ,β ,µ) =
ρ

2β ·Γ(1/ρ)
exp
(
−
∣∣∣s−µ

β

∣∣∣ρ) (7.5)

It is worth noting that most standard ICA mixture models, in contrast to AMICA, assume pre-

defined PDFs for sub-Gaussian and super-Gaussian sources [Lee et al., 2000]. A previous study

has shown that by adaptively learning the PDFs for each source, AMICA can achieve higher

mutual information reduction while also returning a larger number of biologically interpretable

dipolar sources than other ICA approaches when applied to real 70-channel EEG data [Delorme

et al., 2012].

In the 3-layer AMICA mixing network, the parameters to be estimated are

Θ =

{
WWW h, ccch, γh, αhi j, βhi j, ρhi j, µhi j

}

that correspond to the model index h = 1, . . . ,H, the component index i = 1, . . . ,N and the

PDF index j = 1, . . . ,M. The next section describes an efficient approach to estimating these

parameters.

Parameter estimation and interpretation

The expectation-maximization (EM) algorithm is employed to estimate the parameters Θ̂

that maximize the data likelihood function in Equation 7.2. The algorithm consists of two-step

iterative learning involving alternating E-steps and M-steps. The E-step uses Equation 7.3 and

Equation 7.4 to construct the expectation of the likelihood function in Equation 7.2 using current

estimates of the parameters Θ̂l . The M-step maximizes the likelihood function returned by the

preceding E-step. Instead of using standard or natural gradient approaches [Lee et al., 2000,

Salazar et al., 2010b], AMICA uses the Newton approach as derived by Palmer et al. [2008]
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based on the Hessian (matrix of second-order derivatives) to achieve quadratic, and thus faster,

convergence. For a detailed derivation and learning rules, see Palmer et al. [2008].

As an unsupervised approach with generative models, the Θ parameters learned by

AMICA provide rich information about the underlying data clusters and their temporal dynamics.

As illustrated in Figure 7.1, ICA models WWW h and ccch can characterize distinct data clusters that

represent different quasi-stationary states in the data. In addition, the corresponding source

activations ssshi can be better estimated by αhi j, βhi j, ρhi j, and µhi j instead of assuming a fixed PDF

as in many other ICA models including the original Infomax ICA [Bell and Sejnowski, 1995].

Furthermore, the activation of each ICA model h(t) can be represented as the likelihood of the

data sample xxx(t) given the estimated parameters of the model θh, using Equations 7.2, 7.3, and

7.4:

Lh(t) = p(Ch) · |detWWW h| ·
N

∏
i=1

M

∑
j=1

αhi j ·q
(
shi(t);ρhi j,µhi j,βhi j

)
(7.6)

Therefore the probability of activation of each ICA model at time t can be calculated by normaliz-

ing Lh(t) across all models:

p
(
h(t)

)
= Lh(t)

/
H

∑
h=1

Lh(t) (7.7)

This value, p
(
h(t)

)
, characterizes the temporal dynamics of activations of distinct states modeled

by ICA and is referred to as “ICA model probability” in following sections.

Application of multi-model AMICA

Multi-model AMICA decompositions were applied to all datasets described in Section

7.3.1 with the parameters specified in Table 7.1. For datasets II and III, rejection of data samples

based on their posterior probabilities was applied to alleviate the effects of transient artifacts, such

as data discontinuities, that might disrupt ICA learning. In addition, a sphering transformation of

the EEG data (i.e., inverse matrix square root of the EEG covariance matrix) was applied prior to

AMICA decomposition to facilitate the learning process. An efficient implementation of AMICA

134



Table 7.1: AMICA Parameters

Attributes
Datasets

I II III

Models (H) 2–6 8 2–4
Sources (N) 16 6–13 24–28
PDF components (M) 3 3 3
Rejection steps 0 15 15
Rejection thresholds N/A 3 3
Max learning steps 2,500 2,000 2,000

with parallel computing capability by Palmer et al. [2008] was used in this study. The code for

that implementation is available at https://sccn.ucsd.edu/~jason/amica_web.html and also as an

open source plug-in for EEGLAB [Delorme and Makeig, 2004] at https://sccn.ucsd.edu/wiki/

EEGLAB_Extensions_and_plug-ins.

7.3.3 Validation and quantitative analyses

Decomposition errors of ICA models

To determine whether AMICA could accurately decompose the simulated quasi-stationary

data, three different measures were employed: model errors for unmixing matrices WWW h, the

signal-to-interference ratios (SIR) for source activities sssh, and the symmetric Kullback-Leibler

(KL) divergence [Kullback and Leibler, 1951] for parameters of the source probability densities

Θ = {α,β ,µ,ρ}. The model error quantifies the normalized total cross-talk errors that account

for scale and permutation ambiguities. In the case of perfect reconstruction, the model error

equals zero. The SIR estimates the log-scaled normalized mean-squared errors of the decomposed

time series of the component, compared to the corresponding ground-truth source activities. KL

divergence measures the difference between the estimated and ground-truth source PDFs.
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Classification of sleep stages

To quantitatively assess results of unsupervised segmentation of the sleep EEG data by

AMICA decomposition, we used ICA model probabilities (Equation 7.7) as features and applied a

Gaussian Bayes classifier to 30-second data windows to classify the data into six sleep stages. The

Gaussian Bayes classifier models the features of each class as a multivariate Gaussian distribution,

G(xxx; µµµ,ΣΣΣ), where µµµ is the mean and ΣΣΣ is the covariance matrix estimated from the training

data with the same class. To classify a test data window, the classifier compares the posterior

probabilities of each class given the test data xxx:

Ck = argmax
k

p(Ck|xxx) = argmax
k

G(xxx; µµµk,ΣΣΣk) · p(Ck) (7.8)

where p(Ck) is the prior distribution of class k. In this study, the relative proportion of labels in

each class is used as the prior distribution.

Five-fold cross-validation was performed for each subject data set. To ensure each fold

had enough training data for each class, the data were first pooled according to their labels

and then divided into five folds. The cross-validation accuracy and the confusion matrix were

computed and the results summarized across subjects. The effect of the number of features

used, i.e., model probabilities, on classification accuracy was also tested. It is worth noting

that the current cross-validation approach was applied to the model probabilities of the AMICA

decompositions on the combined training and testing data. Also, a generative classifier like the

Gaussian Bayes classifier was here employed not to produce optimal classification accuracy but

to illustrate the separability of EEG activities into six sleep stages using the feature space learned

by AMICA decomposition.
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Distinguishing alert versus drowsy behavior

A relational analysis was performed for dataset II (Section 7.3.1) to quantitatively evaluate

the relationship between ICA model probabilities and drowsiness level as indexed by decreased

reaction speed to driving challenges introduced into a simple driving simulation. Here, AMICA

model probabilities were first computed for 5-second data windows immediately preceding

onsets of lane-departure events (as might be produced during actual driving by unseen cross-

winds). Pearson correlation coefficients were computed between preceding model probabilities

and reaction speeds across all driving challenge trials. To assess longer-lasting fluctuations in

behavioral drowsiness level over a driving session, a 90-sec smoothing window was applied

[Makeig and Inlow, 1993]. Median reaction speed and model probabilities were computed across

the 5–10 trials in each 90-sec window. The effects of model probability smoothing length is

discussed in Hsu and Jung [2017].

Clustering ICA models across subjects

To examine the consistency of the learned AMICA models across subjects, we established

template models defined by their relative model-dependent sleep-stage probabilities and matched

each subject’s models to the template models using iterative template-matching. Mean model

probabilities were obtained for each combination of subject, model, and sleep stage to generate

a matrix, Pi, of six stages (rows) by eight models (columns) for each subject, i, normalizing

each column to sum to one. To begin, a subject was selected at random and the corresponding

subject matrix Pi was used as the initial template, P(1)
0 . The AMICA models for each subject were

greedily matched with template models by iteratively selecting model pairs with maximal Pearson

correlation above a threshold of 0.9 using matcorr() from EEGLAB [Delorme and Makeig, 2004].

The matched AMICA models (columns of model probabilities across sleep stages) were averaged

over the N subjects to obtain a new template P(2)
0 = 1

N

N
∑
i

P̂i in place of P(1)
0 and subject models

that did not exceed the correlation threshold were ignored when approximating the next template.
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The above template-matching process was iterated until the total absolute difference between

new and old templates was smaller than a predefined threshold, i.e., ∑
i

∑
j
|P(t+1)

0,i j −P(t)
0,i j| ≤ ε for

t-th iteration. This study used ε = 0.1 to ensure that the results were consistent regardless of the

choice of template subject.

Clustering independent components across subjects

Clustering of independent components (ICs) was performed to identify across-subject IC

equivalences within model classes. The independent component (IC) clusters were obtained using

the CORRMAP plug-in [Viola et al., 2009] to EEGLAB using component similarity assessed by

scalp map correlations with IC templates. An IC scalp map is a vector of relative contribution

or projection weights of the IC source to the scalp channels. The IC templates were selected

visually with the constraint that each template IC must be well modeled by a single equivalent

dipole model (i.e., a dipolar source, whose scalp map has small residual variance (10%) from

the projection of the best-fitting dipole model) using the EEGLAB plug-in DIPFIT (version

2.3) [Oostenveld et al., 2011], evidenced by the observation that independent EEG sources are

typically dipolar [Delorme et al., 2012]. The number of ICs contributed by each subject was

limited to two for the centro-occipital cluster and one for the other clusters. The following

correlation thresholds were used: 0.9 for eye-blink and eye-movement clusters; 0.85 for the other

clusters. These parameters were carefully chosen to avoid assignments of near-duplicate ICs to

different clusters and to reduce variability produced by template selection.
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7.4 Results

7.4.1 Dataset I: Validation using simulated data

Automatic data segmentation by ICA model probability

Figure 7.2 shows mean and upper/lower-bound model probabilities of the model clusters,

smoothed using a 1-sec window, across 100 repeated runs each decomposed using 3-, 4-, 5- and

6-model AMICA. All the 3-, 4-, 5- and 6-model AMICA decompositions successfully segregated

data within the three simulated quasi-stationary segments, assigning them distinct ICA models

(those with the highest probabilities, here labeled M1-M3).

Variability in model cluster probabilities across simulations, indicated by the heights of the

shaded regions representing the 90th and 10th percentiles of the probability distributions, increased

as the numbers of models used were larger than the simulated ground truth (3 models). For these

(over-complete) mixture model decompositions, model clusters M4-M6 were more probable than

model clusters M1-M3 only in small portions (3% to 7%) of the data. Under-complete 1-model

and 2-model AMICA decompositions (Figure 7.2) tended to model ground truth in one or two of

the three simulated data segments. Overall, complete and over-complete AMICA decompositions

accurately segmented the nonstationary simulated data in an unsupervised manner.

AMICA decomposition errors

Figure 7.3A shows that 3- and 4-model AMICA decompositions achieved model errors

comparable to the combined results of Infomax ICA decompositions of the single-model data

segments (difference probability, p = 0.11 by unpaired t-test), demonstrating the three ground-

truth mixing matrices could be learned accurately by AMICA without identified model boundaries.

By comparison, the performance of 5-model AMICA was slightly worse and model errors

for 6-model AMICA were significantly higher for 3- and 4-model AMICA decompositions.

Nevertheless, 6-model AMICA still outperformed under-complete 1-model and 2-model AMICA
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M1: 0.337

M2: 0.321

M3: 0.342

M1: 0.333

M2: 0.323

M3: 0.319

M4: 0.026

M1: 0.287

M2: 0.314

M3: 0.308

M4: 0.065

M5: 0.027

(A) 3 Models (B) 4 Models

(C) 5 Models (D) 6 Models
M1: 0.281

M2: 0.285

M3: 0.295

M4: 0.070

M5: 0.043

M6: 0.026

Figure 7.2: Mean changes in AMICA model probabilities clustered across AMICA decom-
positions of 100 repeated runs applied to the simulated quasi-stationary data. (A) AMICA
decompositions using three models, (B) four models, (C) five models, and (D) six models.
Upper and lower edges of the shaded regions represent the 10th and 90th percentiles of the
cluster normed probability distribution. Figure legends give the mean probabilities p(Ch) for
each model cluster.
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decompositions applied to the three data model segments.

Figure 7.3B shows that 3- and 4-model AMICA decompositions gave the highest SIR, 5-

and 6-model decompositions marginally lower and 1- and 2-model AMICA decompositions still

lower SIR. Both 3- and 4-model AMICA decompositions achieved SIR results comparable to

Infomax ICA run on the single-model data segments (p = 0.24 and 0.14 respectively). These re-

sults show that the ground-truth source activities for each model segment were well reconstructed

by complete (or, here, slightly over-complete) AMICA decompositions.

Figure 7.3C shows that 3- to 6-model AMICA decompositions produced the smallest (on

average, near-zero) KL divergence values, suggesting that the source probabilities densities were

also properly approximated. Here, 2-model AMICA performed slightly worse (p < 0.05) and

1-model AMICA much worse.

In summary, 3-model AMICA decomposition could simultaneously and accurately learn

the true mixing matrices, source activities, and probability densities for three independent compo-

nent models used to simulate 3-segment quasi-stationary data. AMICA performance using an

unsupervised learning approach was comparable to Infomax ICA applied to each segment sepa-

rately in a supervised fashion. Further, slightly over-complete (4-model) AMICA decompositions

produced nearly comparable results, and performance only marginally decreased as the number

of AMICA models was further increased.

7.4.2 Dataset II: classify sleep stages

We applied 8-model AMICA to 17 sleep EEG datasets to evaluate AMICA performance

applied to actual EEG data and to assess its capability to distinguish the six conventional sleep

stages from the data themselves without regard to changes in spectra or other time series properties.
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Model probabilities characterize sleep dynamics

To illustrate the temporal dynamics learned by 8-model AMICA from the sleep EEG

data, Figure 7.4 shows the sleep stages annotated by experts and the probabilities of AMICA

models ordered by overall data likelihood in one sleep session. Four distinct patterns of model

probability changes were observed: (1) Models M1 and M2 were relatively active, i.e., had high

model probabilities, during light sleep (N1 and N2) and had low probabilities during deep sleep

(N4). Model M1, however, was more probable in rapid eye movement (REM) sleep than model

M2. (2) In contrast, both models M3 and M5 were active only during deep sleep (N3 and N4).

These first two patterns sufficiently characterized changes from light sleep to deep sleep and back

again (red-shaded regions) over the course of the sleep session. (3) Model M4 was most probable

(gray-shaded regions) during REM sleep and in the wake state. (4) Probabilities of models M6,

M7 and M8 rose only sporadically, mainly in the wake state.

Thus, the probabilities of the eight learned ICA models for this session had notable

relationships to the annotated sleep stages, but ICA model probabilities could not be mapped

one-to-one with sleep stages. Some ICA models appeared to jointly characterize a sleep stage

(e.g. M1 and M2 for N2, and M3 and M5 for N4), while probabilities for other models rose in

different sleep stages (e.g. M1 probability rose briefly during N1, N2 and REM stages).

The dynamics of the model probabilities suggested that the changes in EEG activities

during transitions between sleep stages were continuous as opposed to discrete – unlike as

indicated by the hypnogram (scored by convention in successive 30-second intervals). Transition

times varied across sleep stages. For example (red-shaded regions), major model probability

shifts for models M1, M2, M3 and M5 had slower transitions (5–10 min) from stage N2 to N4

than from N4 to N2 (2–5 min). Some model probability transitions began before changes in the

annotated sleep-stage labels. These results provide compelling evidence that AMICA model

probabilities might be used to study the dynamics of EEG changes during sleep at much finer

(e.g. approaching sample-by-sample) temporal resolution than offered by standard sleep scoring.
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Figure 7.4: The top panel shows the hypnogram, i.e., sleep stages annotated from the EEG
record by a sleep expert, of a sleep session from a single subject. Bottom panels show mean
probabilities, within each 30-sec sleep scoring interval, of ICA models learned by an 8-model
AMICA decomposition applied to the EEG record. Red-shaded regions highlight changes in
model probabilities for relevant models during transitions to and periods of deep sleep (N4).
Gray-shaded regions highlight probability value changes for relevant models during REM sleep.
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Groups of ICA Models

Figure 7.5: Cross-subject mean (plus one standard deviation) model probabilities of eight
AMICA model clusters in six sleep stages. Model clusters were composed of best-matched
models across subjects, as found by iterative template matching.

Relationships between ICA models and sleep stages across subjects

Next, we explored relationships between ICA models and sleep stages to assess if these

relationships could be generalized across subjects using iterative template-matching of models

from different subjects (Section 7.3.3). Figure 7.5 shows that ICA model clusters across subjects

could be built based on relationships between data-driven model probabilities and annotated

sleep stages. Resulting standard deviations of cluster model probability in each sleep stage

were surprisingly small. Furthermore, each AMICA model cluster probability profile across

sleep stages was distinct. For example, model A was relatively active in lighter sleep (N2 and

N3), models B and D in deep sleep (N4), models C, E, and F in REM and stages N1 and N3,

respectively. Models G and H were most probable during the wake state.

To visualize relationships between ICA model probabilities and sleep stages, Figure 7.6

presents 30-sec window-mean model probabilities for model clusters A, B, and C (cf. Figure

7.5) for all 17 subjects. Model probability values in the different (color-marked) sleep stages are
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A
B

C

Figure 7.6: Scatter plot of window-mean model probabilities for AMICA model clusters A, B,
and C (cf. Figure 7.5); each point representing mean model probability within a 30-sec data
segment from sleep recordings of seven healthy subjects and ten patients. Colors represent
expert-designated sleep-stage labels for the same data segments. Note the distinct deep sleep
(N4) pattern and the relative closeness of wake and REM sleep characteristics.

clearly separated in this feature space. The progression from light sleep (N2, green) to deeper

sleep (N3, yellow, to N4, red) is associated with smooth changes in cluster model probabilities.

Model probabilities in the (purple) wake state were mostly low (near the (0,0,0) corner). These

characteristics were consistent across AMICA models from seven healthy subjects and ten patients

with nocturnal frontal lobe epilepsy.

Quantitative analysis: classification accuracy

To quantitatively assess the potential utility of model probabilities for separating sleep

stages, we entered the window-mean model probabilities from the 8-model AMICA decompo-

sition into a Gaussian Bayes classifier that fits a Gaussian distribution of 8-model probability

vectors for each of the six annotated sleep stages (Section 7.3.3), and measured classification

accuracy using 5-fold cross validation for each subject.
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(A) Classification accuracy (B) Confusion matrix

single state

all data

near state change

Figure 7.7: (a) Means and standard deviations of classification accuracy between six sleep
stages across the 17 subjects using cluster model probabilities for different numbers of models
as features. Results were separated into two conditions, depending on whether the data window
was or was not near a sleep state change. (b) Confusion matrix of 6-class classification across
all the data using eight cluster model probability features.

Figure 7.7A shows classification accuracy across all subjects. Accuracy improved when

the number of model clusters was increased up to the use of the first three clusters. For all data

(blue curve), mean accuracy was 74% - 76% when using three or more cluster model probabilities

as features (no significant difference was observed by paired t-test). Classification accuracy was

much lower (to 45% - 49%, yellow curve) for 30-sec data windows near a state change (e.g. when

the sleep-stage label was different from that of the previous or succeeding windows). Accuracy

was higher (78% - 80%, red curve) when the window was not near a state change.

Note that classification accuracy was biased by the unbalanced class sample sizes. Figure

7.7B shows the sleep-stage confusion matrix for the classification using all eight model cluster

probabilities. For the most distinctive sleep stages (REM and N4), the sensitivity (true positive

rates) were 86% and 90%. For sleep entry stage N1 (with fewer class samples), sensitivity was

significantly lower (43%), in line with clinical expectation. In addition, misclassification between

sleep stages shown as nearest neighbors in Figure 7.7C accounted for 87% of the total errors.
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7.4.3 Dataset III: estimating behavioral alertness

Given the results using multi-model AMICA decompositions on sleep stage classification,

described in the previous section, we assessed whether nonstationary AMICA decomposition can

be used to estimate more continuous state transitions, e.g. changes in drowsiness level defined by

changes in behavior in a continuous performance task.

Model probability shifts accompanying changes in behavioral alertness level

Figure 7.8 plots model probability time courses for a 3-model AMICA decomposition of

data from one subject, with the subject’s reaction speed in response to driving challenges. The

probability of model M1 correlated positively with reaction speed (r = 0.594), implying that this

model was dominant during (more alert) periods when the subject responded quickly to driving

challenges. In contrast, the probability of model M2 was strongly negatively correlated with

reaction speed (r =−0.825), rising when subject reaction speed was low (less alert or drowsy

periods). Surprisingly, model M3 was active at the beginning of the experiment and during quick

transitions from slower to faster responding (arrows in Figure 7.8). These single-subject results

provide evidence that model probabilities learned by three-model AMICA may co-vary with

changes in reaction speed (often used, in long experiment sessions, as an index of behavioral

alertness), and that the three models each accounted for EEG activity under a different set of

performance conditions. Below, we will call models whose model probabilities have the most

positive and negative correlations to reaction speed as “fast-response models” and “slow-response

models” respectively. The remaining models may be dubbed “intermediate-response models”.

Relationships of model probabilities to performance changes

In Figure 7.9, we report subject mean correlations between model probabilities and

reaction speed to study inter-subject variability and compare results against a multi-model ICA-

based approach [Hsu and Jung, 2017] in which fast- and slow-response models were learned
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Figure 7.8: The top panel shows reaction speed changes (inverse of reaction times) in response
to lane-departure challenges in one simulated driving session. The three bottom panels show the
5-second smoothed probabilities of the models learned by a 3-model AMICA decomposition of
the whole EEG data session before lane-departure events. Correlation coefficients (r) between
each model probability time course and reaction speed are indicated. Black arrows in the lower
panel mark brief (alert) periods when model M3 was dominate and reaction speed high.
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Figure 7.9: Across-subject mean correlation coefficients between reaction speed and model
probabilities for fast-response versus slow-response models learned by unsupervised 2-to-4
model AMICA and by separate (supervised) decompositions of fast-response and slow-response
periods using separate single-model ICA [Hsu and Jung, 2017]. Standard errors of the mean
(I-bars) and results of two-way ANOVA (* p < 0.05) and post-hoc multiple comparisons with
paired t-test († p < 0.10) are shown.

from 90-sec EEG data segments where reaction speeds were fastest and slowest, respectively. For

all subjects, AMICA decompositions with two to four models always included at least one fast-

response model and one slow-response model, i.e., models whose model probability correlations

to reaction speed were significantly positive and negative, respectively. This is a striking result:

AMICA, an unsupervised learning approach, automatically and consistently identified two linearly

unmixed source models of EEG data acquired when subjects were producing faster and slower

responses, respectively.

We used a two-way repeated measures ANOVA on the correlation coefficients reported

in Figure 7.9 with the factorial design of two (model types: fast- and slow-response) by four

(decomposition methods: ICA and 2-model to 4-model AMICA). The ANOVA with bootstrap

significance testing showed a significant interaction (p < 0.05) between the model types and

the decomposition methods. To identify the source of the significant interaction, we performed
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post-hoc multiple comparisons by paired t-test between the multi-model ICA and other multi-

model AMICA for fast- and slow-response models (3×2 = 6 comparisons) with false discovery

rate correction (FDR; Benjamini and Yekutieli [2001]). The result revealed weak tendency to

significance at p < 0.10 level between the ICA and 3- and 4-model AMICA for slow-response

models (Figure 7.9).

Rapid model switching dynamics during driving challenges

Changes in model probabilities can also characterize moment-by-moment state changes

within single trials. The Figure 7.10 plots, for each latency across trials sorted by driver reaction

speed, the index of the highest probability AMICA model time locked to the driving challenge

onset, the driver’s response onset or response offset. The results for the same subject as in Figure

7.8) are shown above the results for all the trials from the ten drivers to demonstrate that the results

generalize across subjects and across (vertical) smoothing of smaller (top) or larger (bottom)

numbers of trials.

Figure 7.10A shows that in trials with faster responses, before driving challenge onset,

the (blue) fast-response model best fit the data, while before driver challenges in slow-response

trials, the (red) slow-response model best fit the data. Switching between the two models occurs

as driver response onsets increase from 0.9 sec to 1.1 sec (single subject, top) and from 1 sec to

1.2 sec for all drivers (bottom).

The dynamic switching between best-fitting AMICA models documented in Figure 7.10

thus measure brain dynamic changes preceding behavior on a near-millisecond time scale. Plotting

the same trials time locked to driver response onsets (Figure 7.10B) shows that from 0.9 sec to

1.2 sec before response onset (white vertical trace), and again in the 1 sec following response

onset, the third, (green) “intermediate” model became dominant briefly, possibly indicating

brief hypnagogic (“dreamy”) periods moving into and again out of relative alertness. Note

that circa 0.5 sec spent by drivers in the relative (blue) alert state preceding response onsets in
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Figure 7.10: Event-related changes in the dominant AMICA model in 3-model AMICA de-
compositions within data trial epochs (horizontal colored lines) sorted by driver reaction speed.
Model probabilities were computed in non-overlapping 20-msec windows. The same trials in
the same top-to-bottom order shown are time locked either to (A) driving challenge onsets (black
traces), (B) subsequent driver response onsets (white traces), or (C) driver response offsets (gray
traces). Top panels show results for 600+ epochs for one subject (same as in Figure 7.8). AMICA
models associated with fast, slow, and intermediate response speeds, respectively, were found
among each subject’s AMICA models. Bottom panels merge model cluster results for all 5000+
available epochs from all 10 subjects. Results shown are smoothed across trials (vertically)
using a (single subject) 3-trial or (all subjects) 50-trial sliding window. Note the dominance of
the (red) “slow-response” AMICA model (top panels) or model cluster (lower panels) results
preceding and following driving challenge onsets in trials in which drivers responded relatively
slowly. Notice also the transient dominance of the (green) “intermediate” models following
driving-challenge and driver-response onsets in slower-response trials.
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slow-response (upper) trials is close to the minimum time required by the drivers to respond

to driving challenges in fastest-response (lower) trials. All these details are consistent with

the driver challenge (lane deviation) and driver response (car-steering action) constituting a

(briefly) arousing event sequence. Figure 7.10C shows that in (upper) slower-response trials the

slow-response model learned by AMICA dominated for less than 0.5 sec after the offset of the

car-steering action, suggesting that the drivers then relapsed into a more drowsy state, e.g. as

soon as attention could safely be withdrawn from the task for some seconds.

Clustering ICs within AMICA models

So far we have demonstrated that shifting AMICA model probabilities can accompany

changes in EEG dynamics supporting different cognitive and brain states. Another substantial

advantage of the AMICA approach is that it learns generative models, i.e., sets of independent

components and their activities and probability density functions (pdfs), that can be related to neu-

rophysiological locations and functions, thereby enabling biologically plausible interpretations.

Figure 7.11 shows IC clustering results for fast-response and slow-response models across

the ten subjects (clustering details are described in Section 7.3.3). Both model class clustering

solutions included ocular, frontal, central, parietal, and occipital clusters. Slow-response models

included more dipolar sources (i.e., with a small residual variance of dipole fitting, see Section

7.3.3 for details) and source clusters (108 ICs, 15 clusters) compared to fast-response models (72

ICs, 12 clusters). This difference appears most notable in right lateral clusters. found only among

ICs in the slow-response models. By contrast, the slow-response model left central, parietal,

and occipital clusters included 25 ICs, while the corresponding clusters for fast-response models

included only 15 ICs.
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Figure 7.11: Average scalp maps and power spectra of independent component (IC) clusters in
slow-response models versus those from clusters in fast-response models from separate 3-model
AMICA decompositions of data for each subject. The power spectrum of each IC (thin line)
was calculated over 5-second EEG data segments occurring prior to driving challenges in which
the respective model had the highest probability. The number of subjects and ICs contributing
to each cluster are specified and are also indicated by the width of the power spectral traces.
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7.5 Discussion

7.5.1 Unsupervised learning of brain dynamics by modeling source non-

stationarity

This study aims to demonstrate the utility of AMICA as a general, unsupervised approach

to assessing nonstationary dynamics of cortical dynamic states from nonstationary multichannel

EEG signals. Our underlying hypothesis is that the ever-changing formation and dissolution of

locally synchronous (or near-synchronous) cortical effective source activities and the network

interactions they reflect and support give rise to the fluidity of cognition and behavior. Our

results show that these nonstationary dynamics in cortical and cognitive state may be effectively

modeled using an ICA mixture model and, specifically, by multi-model AMICA decomposition.

Here we applied multi-model AMICA decomposition to one simulated and two actual EEG

data sets to evaluate the efficacy of AMICA to estimate abrupt and continuous state changes, to

classify multiple sleep stages, and to reveal moment-to-moment cortical (and likely cognitive

state) dynamics supporting performance in a simulated driving task. In so doing, we tested the

capability of AMICA to estimate continuous state changes, to return consistent model sets across

subjects, and to return models suitable for biological interpretation. We also tested the effects of

the number of ICA models used. The following subsections discuss these topics in more detail.

7.5.2 Classification of multiple brain states

Our results demonstrate the capability of AMICA decomposition, applied to low channel-

count (6- to 13-channel) sleep data, to separate six recognized sleep stages with high classification

accuracy based only on changes in the likelihoods of the models AMICA learned from the data.

Although the relationship between sleep stages and dominant ICA models was not a one-to-one

mapping, the ICA models each captured different source dynamics that jointly characterized
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differences in EEG activities during the six sleep stages. Hence, in the feature space of model

probabilities shown in Figure 7.6, EEG activities from different sleep stages could be clearly

separated. Applying a simple Gaussian Bayes classifier to quantitatively assess state separability,

we found that based on multi-model AMICA decomposition and using only four to eight data

features, we could achieve an average cross-validation accuracy of 75%, significantly higher than

chance (17% for a general six-class problem, 38% taking into account the unbalanced numbers

of class labels). This sensitivity was higher for REM and N4 stages and lower for stage N1, in

alignment with clinical expectations.

Furthermore, classification errors occurred more frequently near sleep stage transitions,

and particularly between more strongly related stages (Figure 7.7AB). This may in part reflect

the relatively coarse grain (30-sec) of the manual sleep staging, and possible lower inter-scorer

consistency in distinguishing strongly related stages. Figure 7.4 shows that during stage changes

in model probabilities and thus in EEG activities were not discreet or regular but were continuous

and irregular. In particular, in REM or between progressive stages N1 to N4, changes in model

probabilities were distributed continuously (Figure 7.6). Thus, the AMICA results suggest that

transitions between sleep stages were more continuous, across both time and AMICA “feature

space”, than as measured by standard sleep stage scoring.

7.5.3 Estimation of rapid state changes

While AMICA assumes and learns discrete ICA models, the relative probabilities of

each model measure the “fitness” or likelihood of each model at each data point or group of

neighboring data points, that can be effective estimators of moment-to-moment cognitive and

behavioral state changes. Applied to the drowsy driving dataset, AMICA automatically and

consistently learned fast-response and slow-response trial models for each subject whose model

probability changes across time were positively and negatively correlated, respectively, with

drowsiness level as indexed by driver speed in reacting behaviorally to occasional lane-deviation
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driving challenges. These strong and opposite correlations signified that higher likelihood for the

fast-response model predicted higher reaction speed, while higher likelihood for the slow-response

model predicted lower reaction speed in response to an immediately upcoming driving challenge.

Further, rapid (sub-second scale) patterns of shifts between most probable models were consistent

with interpretations that appearance of driving challenges induced brief changes from less alert

to more alert EEG dynamics, and that during less alert (slow-response model) periods, EEG

dynamics typically shifted back to less alert model a second or less after the offset of the driver’s

behavioral response. Further, these brief transitions between less alert and more alert state often

involved momentary transitions through a third (“intermediate”) AMICA model. The models

returned by AMICA decompositions exhibited these close relationships to the behavioral data

record despite not using any direct information about the nature or timing of experimental events

and behavioral responses.

Our previous studies have employed other measures to quantify EEG state changes during

simulated driving and sleep, including a nonstationary index [Hsu and Jung, 2017] and relative

likelihoods [McKeown et al., 1998] of separately-trained ICA models. Compared with these

studies, AMICA here learned multiple ICA models that proved able to better characterize the

EEG dynamics and could be generalized to follow both irregular and transient shifts between

more than two brain states. Instead of training multiple ICA models on separate sets of data

segregated by behavior [Hsu and Jung, 2017], AMICA, an unsupervised learning approach, here

automatically learned distinctions between EEG activities occurring in different brain/behavioral

states. More importantly, as shown in Figure 7.9, unsupervised multi-model AMICA had

comparable performance with the supervised ICA approach in estimating drowsiness levels, even

showing weak tendency (p < 0.10) of improved performance when 3- or 4-model AMICA was

used. This weak tendency might become significant when more subjects are included in the

analysis.

By examining switching between dominant models within single trials with sub-second
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temporal resolution, we found a consistent sequence and timing of brain state changes immediately

before and after driver responses to experimental driving challenges. When drivers were drowsy,

i.e., exhibiting EEG best fit by their “slow-response” model, they were slow in detecting lane-

departure events. In many trials, drivers began their behavioral response to these challenges within

about a second (0.9 to 1.2 secs) after their EEG exhibited a very brief transition to “intermediate”

model dynamics, their motor response appearing about half a second after their faster-response

model then became dominant. Following the end of these motor responses, drivers relapsed

into the slow-response model dynamics after only about a second. These results demonstrate

capability of multi-model AMICA decomposition to track cortical dynamic state changes on the

sub-second time scale.

7.5.4 Consistency across subjects

Although AMICA, as an unsupervised learning approach, need not give learned ICA

models that are similar across subjects, applied to actual experiment data AMICA here produced

results that were surprisingly consistent across subjects in three senses:

(1) Consistent relations between ICA models and brain states were clearly observed in

both applications (sleep and driving challenges). In the sleep dataset, Figure 7.5 shows that ICA

models with similar probability distributions over sleep stages were found across all subjects.

In other words, for each subject some ICA models were dominant during specific sleep stages

(e.g. group B model during stage N4). Similarly, Figure 7.9 shows that slow-response and

fast-response models were consistently learned for all subjects in the drowsy driving experiment.

(2) Results included consistent differences in AMICA model probabilities across subjects.

As shown in Figure 7.6, although the model probabilities were here based on subject-specific

ICA models, their values could be directly summarized across all subjects without normalization.

These results provide strong evidence that model probabilities, intrinsically bounded from zero to

one, can be global indices that generalize across subjects.
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(3) Differences between independent component (IC) clusters (here based on IC scalp

maps) for different model classes appeared and are discussed in the next subsection.

7.5.5 Biological interpretation of AMICA models

Besides its unsupervised segmentation of nonstationary data into putative brain dynamic

and function states, another benefit of the AMICA approach is that it learns a generative model

that characterizes a complete set of active, statistically maximally independent components (ICs)

in each state, plus a set of time series giving the probability of each model at each time point

based on a probability density function (PDF) learned for each model IC from the data. During

iterative training, each model becomes adapted to time points at which it is most probable. We

validated this characterization by applying multi-model AMICA decomposition to simulated

quasi-stationary data, showing that multi-model AMICA can accurately learn the ground-truth

source IC scalp projection patterns, activities, and PDFs. A growing amount of evidence suggests

an association between many ICs and localized biological and functional processes in cortex

[Makeig et al., 2002, Onton et al., 2006]. By constructing an individualized subject electrical

forward model from an MR head image, a subset of (brain source) ICs can be further localized

using either single or dual equivalent current dipole or distributed cortical patch models [Acar

and Makeig, 2010, Gwin and Ferris, 2012, Acar et al., 2016].

Applied to the drowsy driving dataset, IC processes learned by AMICA were generally

consistent across subjects. ICs compatible with a compact cortical source area or eye movement

artifact could be clustered into similar fast-response and slow-response model source clusters

based on scalp map correlations. The identified IC clusters, including clusters mainly projecting to

the frontal regions with high theta or alpha power and the occipital and parietal clusters with high

alpha power, were consistent with previous studies applying a single-model ICA decomposition

to these data [Chuang et al., 2014, Hsu and Jung, 2017]. There, differences in the dynamics of

similar ICs were shown to be associated with alert and drowsy states respectively. Interestingly,
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more dipolar sources (see Section 7.3.3 for details) were found by AMICA in the slow-response

models than the fast-response models. This result may be related to the fact that the brain activities,

especially alpha waves, spread through larger cortical areas during drowsiness as reported in

Santamaria and Chiappa [1987] and Lal and Craig [2002]. In our results, stronger alpha activities

appear in frontal and prefrontal (indicated as ocular) fast-response cluster ICs. These clusters

may be driven by anterior cingulate activity [Jones and Harrison, 2001]. AMICA also identified

a larger number of dipolar ICs for both fast- and slow-response models than the ICA-based

approach, Hsu and Jung [2017] (Fig. 3), suggesting that unsupervised multi-model AMICA

might be a more effective approach to learning state-related ICA models than their supervised

multi-model ICA approach in which the models were trained on manually selected data segments

We could not study the cortical origins of the ICs learned from these sleep data as the

CAP sleep database consists of only low-density sleep EEG data recorded using bipolar channels.

The application of AMICA decomposition to high-density sleep EEG data could be of interest to

sleep research exploring changes in effective EEG sources and source network activities in each

sleep stage.

7.5.6 Choosing the model order

One of the most important parameters required to apply AMICA is the number of ICA

models, i.e., H in Equation 7.1. Since the ground-truth model order of the data is typically

unknown, the present work focuses on examining the effects of assumed model order on AMICA

performance. Applied to simulated 3-segment quasi-stationary data, complete 3-model AM-

ICA decomposition and over-complete (4- to 6-model) AMICA decomposition all successfully

segmented the data and accurately learned the ground-truth sources, suggesting that in many

applications choice of model order might not crucially affect the validity of AMICA results in

particular when a complete (ground-truth) number of models, or at most only a few excess models

are learned. Typically, excess models only account for a small portion of data not well modeled
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by the other ICA models, e.g. data points at which many sources are unusually co-activated (in

the presence of adventitious artifact, for example). When applied to the simulated driving data,

AMICA decomposition using two, three, or four models consistently returned “fast-response” and

“slow-response” models accounting for the EEG data in alert and drowsy behavioral conditions,

respectively. A third (“intermediate”) model (M3 in Figure 7.8) accounted for EEG activities not

well fit by the two dominant models, e.g. during brief transitions between the two dominant EEG

states.

The above results provide evidence that choosing a precise number of models is not critical

to the information value of AMICA decomposition (including model probabilities and brain

source characteristics). For example, applying 2-model through 10-model AMICA decomposition

to the sleep data from a single subject, we found that that adding or eliminating one model

typically returned models with almost identical model probability dynamics. As with other

clustering analyses, increasing the model order may produce a new model accounting for lower-

probability data points of one or two existing “parent” models while leaving other existing models

intact.

Several approaches have been proposed to help select the number of nonstationary data

models. For example, one may compare the marginal likelihood for different candidate models

by adding a penalty on model complexity, for example the Akaike information criterion (AIC)

[Akaike, 1974] or Bayesian information criterion (BIC) [Schwarz et al., 1978]. Some adaptive

approaches including variational Bayesian learning [Chan et al., 2002] and online adaptive

learning [Lin et al., 2005] have also been proposed. However, these methods are computationally

expensive and also require heuristic setting of thresholds for splitting or merging source clusters.

7.5.7 Alternative approaches

Although this study focuses on AMICA decomposition, the results might be able to

generalize to other ICAMM approaches that may have other desirable properties. For example,

161



different approximations of source probability density functions (PDFs) can be used to better

match the underlying source activity in the data, such as a generalized exponential model [Roberts

and Penny, 2001], a mixture of Gaussians [Chan et al., 2002], and a nonparametric model [Salazar

et al., 2010b].

Hidden Markov Models (HMM) form another family of generative models with a rigorous

temporal structure for unsupervised brain state monitoring. Previous studies, often applied to

source-space MEG signals, have demonstrated that the HMM-based approaches could characterize

transient brain states in rest and task [Baker et al., 2014, Vidaurre et al., 2016, 2017, Nielsen et al.,

2017]. The generative assumptions between HMMs and AMICA differ, as HMMs generally use

a variation of Gaussian distributions parametrized by the states while AMICA assumes an ICA

mixture model. All such HMM methods seem to be applied in source-space to explicitly model

functional connectivity between sources; AMICA instead operates in sensor-space and learns

collections of sources which are likely to be active simultaneously during some time periods in

the data. Even so, HMM and ICA are not mutually exclusive as evidenced in the proposal for

Hidden Markov ICA [Penny et al., 2000] and sequential ICAMM [Salazar et al., 2010a] where

HMMs govern transitions in multi-model ICA decompositions. AMICA might be generalized in a

similar way and may help in situations when state transitions are likely structured and continuous

over time, such as during sleep.

7.5.8 Limitations and open questions

Given that multi-model AMICA must learn parameters at each of its three layers (Figure

7.1), the issue of identifiability – whether varying sets of model parameters across the three layers

may equally well account for the decomposed data – is legitimate.

Like most unsupervised-learning and data-driven approaches, successful AMICA decom-

position has data and computation requirements. Source-level analyses such as ICA require

relatively high-density EEG data to achieve meaningful source separation. They also implicitly
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assume that the number of data channels is at least as large as the number of substantial effective

sources. AMICA relaxes these assumptions by learning multiple ICA models and allowing source

dependence between the different models. How much this relaxation of the ICA assumptions can

improve AMICA’s performance in applications to low-density EEG data and in identifying and

interpreting dependent sources is still unclear and worth studying. For example, applied to the

sleep dataset, AMICA achieved an average accuracy of 75% in six-class classification using EEG

data with only 6–13 channels, but this accuracy dropped to 68% for subjects with only five EEG

channels available.

Another requirement for successful AMICA decomposition is a reasonable number of data

samples. Learning H ICA models, each with N stable sources, requires approximately k ·H ·N2

samples, where empirically k ≥ 25 [Onton and Makeig, 2006]. For H = 6, N = 16, k = 25, and

a 250-Hz sampling rate, this corresponds to ∼2.5-min of data; hence here we generated 3-minute

stationary segments in the simulated data. Lastly, AMICA decomposition requires significant

computation time to run on a personal computer. For 13-channel sleep EEG data from 9-hour

recordings with a 512-Hz sampling rate, multi-model AMICA decomposition required 13–15

hours on a 2.40-GHz CPU. However, AMICA computation time can be significantly reduced

through parallelization, as featured in the AMICA code made available (https://sccn.ucsd.edu/

~jason/amica_web.html) by its author, Jason Palmer, and interested users might explore use of the

Neuroscience Gateway (www.nsgportal.org) to run AMICA decompositions on larger data sets.

Results of this study support the use of multi-model AMICA decomposition for assessing

brain state changes by validating its performance on sleep stage classification and alert versus

drowsy performance estimation. These results provide evidence to support the application of

multi-model AMICA decomposition as a general unsupervised-learning approach to study the

continuous, endogenous, and nonstationary brain dynamics in either EEG, MEG [Iversen and

Makeig, 2014], or electroencephalographic (ECoG) data [Whitmer et al., 2012]. For example,

AMICA decomposition might be applied to multichannel brain electrical signals to explore

163

https://sccn.ucsd.edu/~jason/amica_web.html
https://sccn.ucsd.edu/~jason/amica_web.html
www.nsgportal.org


brain dynamics during rest, movie watching, or hypnotherapy, to identify the nonstationary,

task-irrelevant brain source activity changes during performance of a complex cognitive task, or

even to study mental strategy or emotional shifts using a brain-computer interface.

7.6 Conclusions

Here we have demonstrated that AMICA decomposition provides a general unsupervised

approach to mining changes in effective source dynamics in nonstationary multichannel EEG

signals. The underlying hypothesis here is that different brain states may involve different active

effective sources (each typically compatible with an emergent area of locally-synchronous cortical

field activity), and that the locations and source-level probability density functions (PDFs) of

these state-specific effective source activities can be well modeled by transitions between ICA

data models.

We showed that, applied to simulated quasi-stationary data, AMICA decomposition could

accurately learn the ground truth sources and source activities, either when directed to return

complete or (mildly) over-complete model sets. Applied to some sleep EEG data, multi-model

AMICA decompositions could be used to meaningfully characterize sleep dynamics, giving

consistent results across subjects and allowing 75% cross-validation accuracy in classifying data

from six sleep stages validated by expert sleep scoring.

Applied to EEG datasets recorded during simulated driving, AMICA automatically identi-

fied two models accounting for EEG activity in slow- and fast-response trials respectively. The

corresponding model probability differences could be used as an effective estimator of reaction

speed in single trials and appeared to track brain dynamic state changes on the sub-second scale.

In addition, AMICA decomposition also learned physiologically interpretable results including

the spatial distribution and temporal activity pattern of the effective brain sources in each ICA

model.
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Thus multi-model AMICA decomposition can be applied to continuous and unlabeled

EEG (or other electrophysiological) data to study, for example, nonstationarities in brain dynamics

during resting states, accompanying mental strategy changes, or through different states of

emotion, fatigue, and arousal.
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Chapter 8

Conclusion

As electroencephalogram (EEG) source analyses, and EEG analyses in general, progresses

towards automated pipelines with minimal manual intervention, the potential impacts of EEG-

based methods grow with them. Not only can the scale at which they are applied expand without

the need for individual expert involvement and intervention, but even methods for applications

that are less important could spread if the “barrier to entry” for using EEG is mitigated sufficiently.

To this end, we have identified the stages of EEG source analysis which have continued

to necessitate manual intervention and either developed tools to automate them or extensively

quantified the capacity of promising methods which were previously largely uncharacterized. We

developed the ICLabel classifier for automatic EEG component classification in Chapter 3. In

Chapter 4 we quantified the efficacy of artifact removal using artifact subspace reconstruction

(ASR) and its effects on subsequent independent component analysis (ICA) decompositions of

the processed EEG data. In Chapter 7 we explored the utility of adaptive mixture ICA (AMICA)

for automatic segmentation of EEG time series and nonstationarity analysis.

As most automatic methods are often, at least initially, met with skepticism in the scientific

community, we do not expect this work to immediately transform the way EEG data are analyzed.

A key element to automation is trust, without which automation becomes mere suggestion. We
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have measured and evaluated the effectiveness of both novel and existing components that allow

for automated EEG source analysis in the hope that these analyses will begin to cultivate the

trust necessary for widespread adoption of automated EEG processing pipelines. To further this

goal, in Chapters 5 and 6 we have combined many of these methods, along with others, in the

real-time EEG source-mapping toolbox (REST) to explicitly show what is happening at each stage

of the EEG processing pipeline. Furthermore, the novel tools we developed, such as the ICLabel

classifier and REST, have publicly-available implementations to ease their adoption. We also do

not claim that any of these methods are the best possible means to accomplish their respective

goals. They have been developed, analyzed, and presented here with the full expectation, hope

even, that they will be superseded by better methods in time. It is for this reason that we made the

ICLabel dataset easily available for download, along with many other pieces of the work covered

in previous chapters.

With all of these advancements, EEG practitioners can more easily develop and apply

new EEG methods and, possibly, utilize them in real-time and mobile applications.
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