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Abstract

In this paper we investigate the cog-
nitive plausibility of an integrated
framework for qualitative prediction
of behaviour. The framework is
based on the KADS ezpertise model-
ing approach and integrates different
approaches to qualitative reasoning.
The framework ts implemented in a
program called GARP. To test the
cognitive plausibility a physics prob-
lem 1nvolving qualitative prediction
of behaviour was constructed. The
behaviour prediction of this problem
generated by GARP was compared to
think-aloud protocols of human sub-
jects performing the same problem
solving task.

Introduction

Developing conceptual frameworks for model-
ing problem solving expertise is considered to
be an important aspect of research on Knowl-
edge Based Systems (KBS) [15; 8; 12]. It is a
generally accepted hypothesis that such frame-
works can usefully support the knowledge ac-
quisition process. However, little research has
been published that investigates this hypoth-
esis. In particular little attention has been
given to test the cognitive validity of these
frameworks. After all they are used to inter-

*The research reported here was partially
funded by the Esprit Basic Research Programme
of the Commission of the European Communi-
ties as project number 3178 (Reflect). The part-
ners in this project are the University of Amster-
dam (Amsterdam, The Netherlands), the Nether-
lands Energy Research Foundation ECN (Petten,
The Netherlands), the National German Research
Centre for Computer Science GMD (St. Au-
gustin West-Germany) and BSR Consulting (Mu-
nich, West-Germany).
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pret verbal data of human problem solving be-
haviour.

In this paper we investigate the cognitive
plausibility of the conceptual framework pro-
posed by the KADS methodology. Within
this framework we focus on the reasoning task
qualitative prediction of behaviour as the spe-
cific object of our research. We compare think-
aloud protocols of human subjects predict-
ing the behaviour of a complex configuration
of balances with an implemented computer
model of the same reasoning task.

The contents of this paper are structured as
follows. The next two sections describe the
KADS conceptual framework and the reason-
ing task qualitative prediction of behaviour.
The paper then moves on to a protocol analy-
sis of this problem solving task carried out by
human subjects and describes to what extent
the framework for qualitative prediction of be-
haviour fits the think-aloud protocol data. Fi-
nally, the discussion summarises and further
discusses the main results.

Modeling problem solving
expertise

KADS proposes a methodology for building
KBS’s [6; 7] and is based on the premise that
knowledge used by people during reasoning
processes can be distinguished according to
several types, corresponding to the different
roles the knowledge plays in the reasoning pro-
cess (see figure 1). First, the domain layer

Strategic Layer Task Layer Interence Layer Domain Layer

L__tL__tL___¢t

Controly Appilay L]

Figure 1: The KADS four layers

describes the domain knowledge in terms of
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domain concepts, relations and complex struc-
tures such as models of processes or devices.
This knowledge is static in nature, that is, it
is not specified what control regime is needed
in order to use the knowledge effectively

The second type of knowledge, the inference
layer, concerns the canonical problem solving
actions (knowledge sources) that are the ba-
sis of reasoning. Knowledge sources are ele-
mentary in the sense that other parts of the
problem solver can not influence their inter-
nal control. They represent the way in which
a domain relation can be used to make infer-
ences. For example: a spectfication and an ab-
straction inference might both use a subsume
relation at the domain layer to make their in-
ference.

The different roles the domain knowledge
plays in the reasoning process is described by
meta-classes. For example, a domain concept
like faulty-itransistor may play the role of a
finding, but may also play the role of a hy-
pothesis. In this case finding and hypothesis
represent domain independent use of domain
concepts for diagnostic reasoning.

The third type of knowledge, the task layer,
describes what goals are involved in a particu-
lar problem solving task and how the available
knowledge sources can be ordered and applied
to satisfy those goal. For example, the prob-
lem solving task monitoring can be carried out
data-driven or model-driven, both representing
different task structures that can be used to do
monitoring.

The fourth type of knowledge concerns
strategic knowledge. At the strategic layer
strategies are described that control the over-
all reasoning process. It should, for instance,
plan a particular task structure, monitor its
execution, and, if needed, diagnose, repair or
even substitute the current task structure with
another task structure, until the desired prob-
lem solving goal is reached.

There is a tradeoff between the task and
the strategic layer. In case of non-standard
problems the problem solving process will use
more strategic reasoning. This in contrast to
more routine problems in which case the prob-
lemn solver is more likely to execute an already
known task structure.

Qualitative prediction of
behaviour

The qualitative reasoning community has de-
livered a number of implemented Al programs
along with theoretical insights of what con-
stitutes qualitative reasoning [2; 13]. Quali-
tative prediction of behaviour is an analysis
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Figure 2: Two of the six balance problems

task during which new properties of a sys-
tem, namely states of qualitatively distinct be-
haviour (=output), are derived from a struc-
tural description of the system (=input). We
have developed a description of this predic-
tion task, in terms of the conceptual frame-
work provided by KADS [5; 3], that unifies the
theoretical insights mentioned above. To test
the validity of our framework we have imple-
mented a program called GARP [4]' that can
simulate qualitative reasoning as described by
the original approaches. GARP is therefore a
qualitative reasoning shell that integrates the
basic approaches to qualitative reasoning.

To investigate the cognitive validity of the
theory underlying GARP, the qualitative rea-
soning task was operationalised with six bal-
ance problems (see for examples figure 2).
The problem was to predict the behaviour of
balances with containers filled with water on
each balance-arm. Through outlets near the
bottom of the containers the water gradually
flowed out of the containers. In each version
of the problem the two containers differed in
shape and in the amount of water they con-
tained.

In the next sections the 4-layer model for
solving these balance problems is described.

Domain and inference layer

The original approaches to qualitative reason-
ing provide specific ontologies for structuring
the knowledge at the domain layer (cf. [3]). At
the inference layer the meta-classes describe
how the domain knowledge is used and the
knowledge sources describe the inferences that
can be made. The framework distinguishes be-
tween the following meta-classes:

e System model description
A description of the system during a pe-
riod of time in which the behaviour of the

!GARP -A Generic Architecture for Reasoning
about Physics- is implemented in SWI-Prolog [14].
Both GARP and SWI-Prolog are distributed with-
out charge for non-commercial purposes. Please
contact the first author for more details.



system does not change (=SMD). The no-
tion of change is rather subtle because the
actual (real-world) system may change
whereas from a qualitative point of view
its behaviour remains constant.

e System elements
Entities (like physical objects) from the
real-world explicitly represented in the
problem solving process.

e Parameters
The properties of system elements.

e Parameter values
The values a parameter can have.

e Quantity spaces
An ordered set of values a specific param-
eter can have.

e Parameter relations
Dependencies between parameters.

¢ Qualitative calculi
Define the semantics of a parameter rela-
tion.

e Mathematical model
A set of relations that holds during a par-
ticular SMD.

e Partial models
Partial models? are used to further spec-
ify an SMD. They represent the general
knowledge of the domain, like for exam-
ple the properties of a liquid contained by
a container of some sort,

e Transformation rules
Represent knowledge about how to find
successive SMD’s. Three types of rules
have been identified: termination, order-
ing and continuily (they are explained in
more detail below).

e Behaviour descriptions
A set of SMD’s ordered in time. It repre-
sents the possible behaviour of some real-
world system.

There is not enough space in this paper to
completely describe the domain knowledge
needed to represent the balance problems.
Some of the most important entities of the
domain knowledge are therefore enumerated
below, together with the meta-class that de-
scribes their role.

e System elements
balance, container, water, balance-arm,
outlet, contain-relation support-relation,
connect-relation.

2In previous work we referred to partial models
as 'system structures’.
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e Parameters
pressure, amount, mass, volume, flow-
rate, height, width.

e Parameter values
zero, minus, plus, absent, present, low,
high, equilibrated

e Parameter relations
pressure — flow-rate, height — pressure,
amount = volume, amount = mass.

e Partial models
water-flow-from-container-to-world,
balance-with-weights, contained-liquid

The partial models in the domain layer spec-
ify several possible viewpoints that subjects
can use in solving the balance problems. In
particular we expect the partial model 'water
flow from container to world’ to differ for sub-
jects with respect to the factors that determine
the speed of the water outflow:

A size of the outlet

B height of the water column
C volume of the water column
D width of the water column

Given the list of meta-classes, the canonical
inferences (knowledge sources) used in qualita-
tive prediction of behaviour can be described.
Figure 3 gives an overview of these inferences.

The purpose of the compound specify in-
ference is to develop a ’complete’ description
of a particular state of behaviour of a sys-
tem (=augmented SMD), which means assign-
ing a qualitative value to each parameter that
is used to describe the system. Two infer-
ences must be carried out in order to arrive
at such a description, assembling a mathe-
matical model and computing the correspond-
ing qualitative values. Assembling a mathe-
matical model (=partially augmented SMD)
is done by finding partial models that apply
to the input system (=partial SMD). Once
the SMD is augmented with a mathematical
model, the computation of qualitative values
can be done. There are two outputs possible,
(1) contradiction, which means there is no set
of values consistent with the current set of re-
lations, (2) solution, which means one, or more
sets of values are consistent with the current
set of relations.

The compound transformation inference is
concerned with identifying successive states of
behaviour. Termination rules specify the con-
ditions under which a particular state of be-
haviour will terminate and are used to select
the possible terminations. Precedence rules
specify the order in which changes take place
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Figure 3: The inference structure for prediction of behaviour

and are used to sort the available terminations.
Finally, transition rules specify the continuity
conditions that need to be satisfied by the new
state of behaviour in order to be a valid suc-
cessor. They are, together with the ordered
terminations, the input for transforming the
current SMD into its successor.

Task and strategic layer

In the prevaling approaches to qualitative rea-
soning the task layer is only minimally filled.
There are in fact only two tasks: 1) finding all
states of behaviour and 2) finding one specific
trace of behaviour. In case of the latter ad-
ditional input parameter values are taken into
account to limit the number of SMD’s that can
be found.

Strategic knowledge is not present in the
original approaches. It is not possible to moni-
tor the inference process and modify or change
the reasoning process automatically® How-
ever, it is likely that the reasoning process will
encounter difficulties, i.e. that the problem
solving goal can not be reached. We expect
two types of difficulties to emerge (cf. [1; 10]):
first, problems with the available knowledge
(what we refer to as ’knowledge conflicts’), and
second, shortage of processing capacity. We
will not discuss processing capacity further in
this paper. For the knowledge conflicts con-
cerning missing, ambiguous, or contradictory
facts in the domain knowledge, we expect the
following repairs:

e Missing knowledge

Practical repairs:
read the question again
- ask for additional information

Repairs by reasoning:

*There is some work going on as an extension
of the constraint centered approach (cf. [11]) to
filter (and thereby reduce) the number of gener-
ated states.
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continue after making an assumption
try extreme values

use analogy

use different/other domain knowledge

Ambiguous knowledge

- try one (randomly or based on heuristic)
try all

- reason backwards from a known state

Contradictory knowledge
try again

- check computations

- use other domain knowledge

Once a repair is selected its plan is tuned to
fit on the specific instance of the impasse. This
means that strategic reasoning may involve a
revision at the task layer.

Protocol analyses of the
conceptual framework

To test the conceptual framework we com-
pared problem solving activities as manifested
by human subjects in think-aloud protocols
with those predicted by the framework. The
problem solving model that was built and im-
plemented in GARP was therefore translated
into a coding template with which the think-
aloud protocols could be analysed. For ev-
ery inference activity in the reasoning pro-
cess that was distinguished in the model, a
category was created and a code assigned.
The subjects were ten psychology sophomores
who had taken high school courses in physics.
Three protocols were coded entirely, resulting
in 673 coded expressions. All ten protocols
were screened on the occurrence of following
three phenomena:

o The model 1s incomplete
There are expressions that can not be
coded.

o The model is too detailed
There are coding categories that are not



used.

e The model is wrong
There are deviations of the expected order
in which expressions appear.

Below the results of this analysis are de-
scribed for each knowledge layer of the model.

The domain layer

In going through the sequence of problems
subjects seemed to have a tendency to ab-
stract from the details of the system. While
solving the first problems specific system ele-
ments, like container and water, were referred
to. In the later problems the behaviour of
the system was described as if only one ob-
Jject was present, the balance, with a mass-loss
on two sides, one losing mass faster than or
with equal speed as the other. In a similar
way many parameters were used while solv-
ing the first problems. For example, height
(or amount etc.) was seen as determining the
pressure, which in turn determines flow-rate
which equals mass-loss. In abstracted form
the height determined the mass-loss directly.
Although each specific model of the balance
problems can be represented in GARP, the ab-
straction process itself can not.

Subjects used different partial models. One
subject used viewpoint A (size of outlet) but
shifted on a later version to D (width of wa-
ter column). One subject used viewpoint B
(height of water column) (although three other
subjects also considered it). Six subjects used
viewpoint C (volume of the water column),
three of whom after showing doubts about
other viewpoints. Only one subject used view-
point D from the outset. The remaining sub-
Jject used an alternative viewpoint: the weight
of the air over the water-surface determines
the water-pressure.

The inference layer

Compound specify made up 37 percent of the
protocols statements, with a ratio of 2:3 be-
tween assemble and compute. Assembling the
mathematical model typically appeared in the
protocols as expressions in which was stated
that a parameter had a value or that a rela-
tion or inequality applied. Computing values
made implicit use of a qualitative calculus. It
appeared in remarks like: ”because the pres-
sure in A is higher the water flows out with
more force”. Below some examples of these
inferences from the protocols are listed:

e Specify
It just matters ...

In a balance it just matters what the
weights are

e Compute
Well, I think first it goes down at the side
of container A

Because at the outset it is heavier off
course

Because here [ A ] is more water

e Specify/Compute
Let me think if it flows here [ A ] faster
than here [ B |

Here [ A ] the pressure is, let me think

Yes, here [ A ] it is higher of course at the
bottom of the container

Does it influence the flow-rate, let me
think

Yes, the force of outflow will be bigger,
undoubtedly

The sequence of assemble followed by com-
pute was regularly violated and as such dif-
fered from what the model predicted. First
for one part of the system, applicable partial
models were found and computable parameter
values were calculated. This was repeated for
the next part of the system. It seemed as if
founded partial models focussed the search for
new ones (cf. [9]).

Compound transform made up 25 percent
of the protocols statements. Selecting termi-
nations was expressed in ways a state of be-
haviour ends: ”then the amount of water in
container A becomes equal to that in B”. The
sorting of terminations was only present in the
protocols when the reasoning process was dis-
rupted, i.e. if ambiguity in a situation was
detected. Below some examples of these infer-
ences from the protocols are listed:

¢ Select (terminations)

A goes down ...

Until B is entirely empty ...
e Sort (terminations)

Yes, they either are empty at the same
time or ...

B is already ...

I can not imagine A being sooner empty,
but why can’t I 7

I just, it’s more a feeling, let me think

A has got greater pressure but ...

No, I wouldn’t know if they’d become
empty at the same moment

The limited occurrence of the sorting infer-
ence can be explained in two ways. First, sort-
ing occurs only if more than one termination is



found. If so, the subjects did not find impos-
sible terminations and terminations that were
aspects of the same change, they just found
possible ones (sometimes comprising different
aspects). Second, impossible terminations and
different aspects were found but the sorting of
terminations in unambiguous cases is an auto-
mated process and therefore not reportable.
The fact that the knowledge used to make
this inference is not domain specific, makes an
automated process plausible. However, addi-
tional research is needed to resolve this issue.

Little evidence was found for the third in-
ference that constitutes the compound trans-
formation (note that in figure 3 this inference,
which follows sort, is also called transforma-
tion). We must however assume that sub jects
make this inference in order to preserve the
continuity between one state and the next:
values and inequalities that do not change in
the next state are propagated. The lack of
expressions confirming this inference can be
explained by regarding it as a default mech-
anism. It provides a good example of how
subjects deal with the frame problem, that is,
unless something explicitly changes, they con-
sider things to be constant over states.

The task and strategic layer

A total of 40 percent of the protocol expres-
sions was coded to involve strategic reasoning,
of which 7 percent was devoted to the detec-
tion of impasses, 33 to the overcoming of these
impasses. This includes 12 percent specifica-
tion and 11 percent transformation tasks that
were executed in, for example, reasoning back-
wards from the derived final state, starting
all over again and re-checking the computa-
tions. The remaining 10 percent covered other
repairs such as making assumptions, compar-
ing competing knowledge, using analogies and
reading the question again. Below follow ex-
amples of these repairs in the protocols:

e Ezriremes
I wonder if in case of a narrow, very nar-
row and very high column ...

If the pressure is higher than in a very
wide container with a very thin layer of
water

Just to imagine if it matters, if it’s volume
that matters or just the height of the col-
umn

e Assumplion
I think it’s volume that matters

So they flow out with equal speeds and
the balance remains equilibrated
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e Analogy
Maybe it’s like, a bit strange maybe:

Taller people have bigger feet, so the pres-
sure is more spread

e Back from end
So, after a while it will ...

Yes, in the end it will come back to equi-
librium, no doubt, but ...

Let me see

The expressions that could not be coded,
were all of one type: they referred to an activ-
ity that related different problems of the se-
quence. Apparently the subjects were able to
see similarities in two versions of the problem.
This also explained the occurrence of the im-
mediate production of an answer without any
apparent specification and transformation in
a few places. When the model, built for one
version of the problem, was applied to another
in the sequence, the complete behaviour de-
scription was applicable so the answer could
be produced immediately. This type of infer-
encing could not be accommodated for by the
GARP model.

Discussion

The model presented in this paper extends
previous descriptions of qualitative prediction
of behaviour by distinguishing between do-
main, inference, task, and strategic knowl-
edge. The conceptual framework implemented
in GARP, which is based on these knowledge
types, appears to be very useful for describ-
ing and interpreting the reasoning processes
involved in this problem solving task. Both
the different viewpoints subjects have on the
domain knowledge as well as their reasoning
process can easily be modeled by the frame-
work. The canonical inferences and the meta-
classes defined in the model, provide strong
means to interpret the steps of the reasoning
process in the protocols. The notion of strate-
gic reasoning explains disruptions and changes
of order in which new states are determined.

However, from the presented experiment it
also becomes clear that the model of the dy-
namics of the qualitative reasoning process of
human subjects needs to be refined. In par-
ticular it is unclear what determines the or-
der of the assemble and the compute inference
during the specification of an SMD (=state of
behaviour).

The modeling framework also does not ac-
count for learning over a number of problem
solving sessions. As the subjects moved from
one problem to another they abstracted from



irrelevant details in the description and the
analysis of the problem. The framework does
not support this abstraction process. It seems
however that this lack of support is part of a
larger problem, namely the lack of structuring
principles at the domain layer. The model-
ing framework provides no normative support
to choose a level of abstraction at which the
knowledge in the domain layer should be mod-
eled.

The notion of a task structure was less useful
in analysing the protocols. Experts perform-
ing a particular problem solving task may de-
velop, through the repeated execution of the
same sequence of inferences, a trace of this
sequence and as such learn a task structure.
That is, an instance of a strategic reasoning
process. Non-experts, like the subjects in the
experiment reported on here, just use general
strategic reasoning.

In conclusion we believe that the model pre-
sented in this paper provides a strong ba-
sis for further research on the way humans
perform qualitative prediction of behaviour.
Such research should in particular focus on the
learning aspects and the knowledge structur-
ing principles that people use to develop their
domain knowledge.
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