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ABSTRACT 

 

UNDERSTATING CLIMATE CHANGE AND THE IMPACT ON BIODIVERSITY 

by  

Otto Alvarez 

Doctor of Philosophy in Environmental Systems  

University of California, Merced, 2015 

Dr. Qinghua Guo, Chair 
 

 

Our understanding of how climate will change in the future is still very limited. There have 

been many studies conducted in trying to predict the future to obtain a rough idea of how 

climate will be. Understanding past climate is critical in trying to obtain an idea of how 

climate will be in the future. However, in order to analyze past climate, more accurate data 

needs to be generated. Climate surfaces, which are used in almost every environmental 

subfield, are critical to have. Most of the data available lack appropriate spatial attributes, 

such as, spatial extent and resolution, temporal resolution, and reduction in uncertainty. 

Therefore, one the objective of this research is to generate a dataset that will provide the 

necessary information to determine how climate has changed and the trends that have been 

experienced. A systematic evaluation was performed using different elevation and remote 

sensing products to improve the accuracy of climate surfaces. The results confirmed that 

remote sensing data significantly outperformed the commonly-used elevation product to 

generate climate surfaces, particularly for precipitation. This leads to determination of the 

optimal spatial resolution based on currently available weather data. Many high spatial 

resolution climate surfaces have been created without adequate understanding of how the 

generation of increasingly fine resolutions influences uncertainty. Findings show that 

regardless of the ecological zone, eco-region, or elevation zone, there were not any 

statistically significant differences among the uncertainties of all spatial resolutions. 

Although this indicates that interpolation of fine scale climate surfaces will generally not 

result in greater or lesser uncertainties, there will often be practical limits that dictate the 

logical limits of spatial resolution. For instance, the accuracy of a weather station location 

is often two or fewer decimal places (about 50% of the data), which makes the derivation 

of surfaces with resolutions < 1km inappropriate. With the appropriate climate surfaces a 

test was done to determine the uncertainty that has influence in ecological niche modeling. 

Ecological niche modeling is a popular tool that provides a probability of distribution for 

a species based on the connection made with the parameters that are fed in; yet, there has 

been a lack of consideration for uncertainty, especially for environmental surfaces. An 

experiment was conducted to determine the impact of uncertainty on species location and 

environmental surfaces. Utilizing the uncertainty information obtained from the climate 
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surfaces and the uncertainty of species location obtained from GBIF, we will be able to 

include uncertainty in the ecological niche models.  The test species were 43 well-known 

distributions of mammals in the United States. By running Monte Carlo simulation and 

sensitivity analyses, the findings were that uncertainty in climate surfaces has a significant 

difference compare to the base than DEM. Uncertainty in the three aspects (topography, 

climate surfaces, and point locality) are critical information to be include and consider 

when generating a species model. Without this information one cannot conclude the 

probability of any single species. 

 

 



1 
 

CHAPTER 1: INTRODUCTION 

 

Historic and localized weather data are used by climatologists to indicate climate patterns 

in the past and to make predictions for the future. Normally, the weather station data are 

sparsely distributed and could be considered as point data. In order to generate wall-to-wall 

gridded climate surfaces, an interpolation method is needed. Interpolation is a spatial 

analysis method using points in geographical (e.g. weather stations) and temporal space to 

predict climate variables in areas where there is no weather observation data (Daly et al. 

2002, New et al. 2002, Hijmans et al. 2005, Mbogga et al. 2009). The products from these 

analyses are known as climate surfaces, and over the last decade they have been 

increasingly used in a range of studies, including ecology, hydrology, fire modeling, and 

water resources (Bonan et al. 2003, Kalnay and Cai 2003, Sheffield et al. 2004, Guo et al. 

2005, Chen et al. 2007, Trabucco et al. 2008, Loarie et al. 2009, Mbogga et al. 2009, 

Thornton et al. 2009). Despite their wide use, there is a need for finer spatial and temporal 

resolution surfaces to make meaningful inferences at regional and monthly scales 

(Heikkinen et al. 2006). Temporal resolution is important for relating ecological responses 

to climate change, especially those associated with population dynamics (birth, death, and 

migration) of species whose lifespan and fecundity period varies from hours to decades 

(Walther et al. 2002). With regards to spatial resolution, recent climate surface 

development has focused on incorporating a high number of weather station data points, 

but has not fully accounted for the effect of spatial distribution on the validity and 

interpretation of their models (Thornton et al. 1997, New et al. 1999, Daly et al. 2000, 

Maurer et al. 2002, New et al. 2002, Hijmans et al. 2005, Allan and Ansell 2006).   

A Digital Elevation Model (DEM) has been the covariate most frequently used in the 

development of climate surfaces. However, there has been little evaluation of additional 

covariates to complement DEM (Diodato 2005, Daly 2006). Due to the advances of remote 

sensing, GIS, and GPS technology, there is a wide range of spatially explicit data available 

as covariates that could be used to improve interpolation accuracy. Although previous 

research has suggested that adding such covariates could improve interpolation results, few 

studies have comprehensively examined the use of other elevation and remote sensing 

derived products for climate data interpolation (Hijmans et al. 2005). Moreover, lessons 

learned from geographic information science (GIScience) reiterate the importance of 

accounting for spatial uncertainty and unequal distribution during interpolation because 

some relationships between variables vary spatially (Fotheringham et al. 1998). In order to 

select the covariates, the product has to meet at least two basic criteria: (1) the data exist 

wall-to-wall in the study area and (2) fine spatial resolutions (e.g. 1km2) for most climate 

products. That is why remote sensing data are perfect to try to include as a covariate into 

creating climatic surfaces. 
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Even with creating the best climate surfaces and utilizing advanced remote sensing 

products, there are still limitations in creating such surfaces. There have been many climate 

products created in the last decade and they are all very unique (Daly et al. 2002, Hijmans 

et al. 2005, Hofstra et al. 2008, Alvarez et al. 2013). Currently, many of the products are 

being produced at a finer resolution without acknowledging or conducting an in depth 

analysis on the consequences of creating such a fine climate surface. This potentially can 

lead to unusable/unstable data, which creates a ripple effect mainly directed toward the 

management agencies and decision makers, which can make decisions or policy based on 

conclusion/finding on the product. Studying the limitation, if any, in creating such a fine 

product needs to be conducted at a global scale since the surfaces are widely used to make 

critical decisions such as in protecting species or their habitat. 

The applications of utilizing climatic products are endless and are currently being used in 

many research fields. One field in which climatic products has been extensively used is in 

ecology, mainly in trying to understand the impact of climate change on a species (Feria 

and Peterson 2002, Guo et al. 2005, Li et al. 2011, Fernández et al. 2012). Niche modelling 

is widely used to determine the potential distribution of a given species. There have been 

many niche modelling algorithms developed or modified to be capable of handling such a 

task. In most of the cases when utilizing niche modelling climate, topography, and point 

locations are given to the model. However, one key problem or issue is that uncertainty is 

not considered in any of given data. This issue is critical since most model outputs are 

being interpreted without acknowledging this uncertainty. Trying to understand the impact 

of uncertainty in all the input variables in niche modelling is as important as trying to 

understand the potential habitat of the species; without fully understanding the impact of 

uncertainty in the input data, one cannot fully model the species realistically.  

Creating a realistic model is always the main goal, however, typically many users of niche 

modelling only consider physical variables since those are available in all the parts of the 

world and because they are easily accessible (Peterson and Nakazawa 2008). However, 

there are other variables that could potentially be more influential or suitable because of 

the species habitat constraint. Biophysical variables are very hard to obtain, since each 

species is unique in terms of what type of biophysical parameters would be suitable. Many 

researchers believe that including those more meaningful variables could potentially 

created a more realistic model, since species do not only depend on physical parameters.  

In summary, there are major uncertainty problems when creating a climatic product that 

have not fully been studied and many assumptions are being made based on these surfaces. 

Therefore, the objective of chapter 2 is to improve the current method utilizing all the 

weather station in the United States while reducing the uncertainty. Chapter 3, focus in 

understanding the limitation of the climate surfaces. Chapter 4 answers the important 

question in understanding the impact on niche modelling utilizing these climate surfaces, 
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and chapter 5, we determined the impact of including more ecological meaningful variables 

in niche modelling.  
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CHAPTER 2: GENERATING HIGH TEMPORAL AND LOW ERROR 

CLIMATE SURFACES FOR THE USA 

 

INTRODUCTION 

 

Climate surfaces are critical data needed to run any sort of models to predict either the 

future, past, or current climate. Many research fields use these surfaces as information to 

feed their model (Bonan et al. 2003, Kalnay and Cai 2003, Guo et al. 2005, Li et al. 2011, 

Fernández et al. 2012). Since weather stations are sparsely distributed, one cannot just 

simply use this information; most study locations are not around any stations (Alvarez et 

al. 2013). That is why climate surfaces are becoming very popular, to create such wall-to-

wall gridded surfaces one needs to first obtain current/past weather station measurements 

(Daly et al. 2002, New et al. 2002, Hijmans et al. 2005, Alvarez et al. 2013). Then, an 

interpolation needs to be applied. Additionally, some interpolation algorithms allow the 

usage of covariates. Covariates are extra information to reduce the error/uncertainty; this 

has been adapted in almost all of the current climate surfaces available. They are widely 

used and accepted, however, the impotence of selecting the correct one is critical for each 

variable. 

There are many climate surfaces available; be that as it may, there is a lack of providing a 

good model with the lowest uncertainty and the error/uncertainty associated with creating 

these products. WordClim (Hijmans et al. 2005)  and PRISM (Daly et al. 2008) are two  

public climate surfaces available which are highly popular products. However, they do lack 

certain aspects such as: WorldClim’s temporal resolution is an average from 1950 to 1999, 

PRISM spatial resolution is 4km (publicly available only), but most importantly, the lack 

of providing certainty information of the data. The uncertainty surfaces are as valuable of 

information as the interpolated data itself; without this critical information one cannot 

provide an accurate representation when utilizing this data. For example, in Ecological 

Niche Modeling (ENM) there have been huge improvements in reducing the error in almost 

all of the areas, except in the most important one, environmental layers. 

In this chapter, we will be utilizing all the weather station available for the United States 

of America and surrounding areas. The climate surfaces will be created by using the best 

covariate and Thin Plate Spline as the interpolation algorithm. The method applied will be 

from Alvarez et al. (2013) which tests different covariates to determine the optimal 

covariate for each variable. For the creation of the uncertainty surfaces, the surface will be 

interpolated using a Thin Plate Spline (TPS) to keep the consistency with the climate 

surfaces. Temporal resolution will be from 1950 to 1999 at monthly scale, which includes 

four variables (total precipitation, maximum temperature, minimum temperature, and mean 

temperature). The spatial resolution will be of 1km x 1km. For each set of variables an 
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uncertainty surface will be provided, using a simple TPS and Co-Kringing interpolation 

algorithm.   

 

POTENTIAL USES 

 

As aforementioned, climate surfaces are being used in many areas/fields to better 

understand the outcome of the effects of climate change. The importance of developing 

climate surfaces while minimizing the error is critical, and the derived product of the 

uncertainty is as critical as the surfaces themselves. One area in which climate surfaces are 

popular is ecological niche modeling, trying to understand the effects of climate change on 

biodiversity. Understanding climate can lead to predicting where heat waves have and/or 

will happen, which is critical information for our society. In the summer of 2003, the 

increase in number of heat waves had a huge impact, such that the average mortality rate 

increased (Robine et al. 2008). Europe had more than 15,000 additional deaths caused by 

these heat waves, which makes it critical to understand the climate change/shift. 

 

METHOD 

 

The weather station information utilized to create the first version of ClimSurf at the United 

States extent are from Food and Agriculture Organization FAOclim2.0 (FAO 2001), the 

Global Historical Climate Network Dataset (GHCN) version 2 (Peterson and Vose 1997), 

and R-HydroNet version 1 (Vörösmarty et al. 1998). The number of weather stations are 

as follows: total precipitation 4 937, maximum temperature 3 053, minimum temperature 

2 100, and mean temperature 3 646. All of these stations might not have been use for all 

the months since some months did not record the variable. The data were manually checked 

station by station. For temperature we graphed each station’s yearly and monthly means 

for all of the years available and determined if there were any outliers by visual inspection. 

For precipitation, we detected outliers with a spatial outlier test, which included the 

precipitation information from the surrounding weather stations (within 250 km2). 

Afterwards, we determined if the stations information was correct by comparing the 

latitude and longitude to its country/city and by comparing the given elevation value to that 

obtained from the USGS DEM layer. Most of the errors that were removed or corrected 

from stations were caused by incorrect units, equipment malfunction, and/or human error. 

Most of the errors were obvious and easily identified and corrected (e.g. where longitude 

and latitude for the station were swapped). These situations were generally apparent from 

the weather station data being markedly different from neighboring stations. Other weather 

stations had values that made sense for a period of time, but then appeared to have a 
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multiplier. This was due to the fact that the units for the weather station were changed. 

Most of the weather stations for our study area also reported elevation, so we were able to 

cross check the recorded elevation with our DEM layer to make sure that the weather 

station was not at the wrong location. 

The selection of covariates and interpolation algorithm are based on the analysis done in 

Alvarez et al., (2013), which analyses multiple covariates, including remote sensing 

product, to determine which one was the best in reducing the uncertainty for each variable. 

Radar, rainfall data will be used as the covariate for precipitation since it had the lowest 

uncertainty for every month. Radar was available at the United States level by the National 

Oceanic and Atmospheric Administration (NOAA) National Weather Services (NOAA 

2012). Since Radar is available at 4km, interpolation was applied to increase the spatial 

resolution to 1km utilizing Digital Elevation Model (DEM) (Farr et al. 2007) as a covariate 

(Alvarez et al. 2013). For maximum, minimum, and mean temperature, DEM was used as 

the covariate as it was found to be the best covariate. The interpolation algorithm, TPS 

(Furrer et al. 2011), was also applied to create the interpolation uncertainty surfaces. To 

generate climate surfaces, we used TPS in the package ‘Fields’ version 6.3 in R version 

2.7.1 (Furrer et al. 2011). TPS aims to derive coherent signals and remove noise from an 

interpolation (Wahba and Wendelberger 1980, Wahba 1990), and was first applied in 

climatology by Hutchinson et al. (Hutchinson and Gessler 1994, Hutchinson 1995). The 

following equation is for TPS for two independent position covariates and extra covariates: 

 

𝑞𝑖 = 𝑓(𝑥𝑖 , 𝑦𝑖) +  ∑ 𝛽𝑗𝜓𝑖𝑗 + 𝜀𝑖(𝑖 = 1, … , 𝑛)𝑝
𝑗=1 ,    (1) 

 

and the smoothing function 𝑓(𝑥𝑖, 𝑦𝑖)  and 𝛽𝑗 are estimated by minimizing 

 

∑ [
𝑞𝑖− 𝑓(𝑥𝑖,𝑦𝑖)−∑ 𝛽𝑗𝜓𝑖𝑗

𝑝
𝑗=1

𝑑𝑖
]𝑛

𝑖=1

2

+ 𝜆𝐽𝑚(𝑓),    (2) 

 

where 𝑓(𝑥𝑖, 𝑦𝑖) is the unknown smooth function, 𝛽𝑖 is a set of unknown parameters, 

𝑥𝑖 , 𝑦𝑖, 𝜓𝑖𝑗 are the independent variables, 𝜀𝑖 is the independent random errors with zero mean 

and variance (𝑑𝑖𝜎2), 𝑑𝑖are the known weights,  𝐽𝑚(𝑓) is a measure of the smoothness of f 

defined in terms of mth order derivates of f, and 𝜆 is the smoothing parameter (Hutchinson 

and Gessler 1994, Hutchinson 1995). 
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To evaluate which covariate produced the lowest uncertainty for each climatic variable, a 

ten-fold cross-validation approach was used (Kohavi 1995, Hijmans et al. 2005). The 

climatic data are first divided randomly into 10 sub-samples and then TPS is run on 9 out 

of 10 sub-samples, retaining one sub-sample to validate the model. We repeated the process 

ten times, guaranteeing that all of the points are used for both training and validation. The 

model accuracy was then determined by the Root Mean Square Error (RMSE) 

 

 
n

xx
RMSE

n

i

r

i

p

i 


 1

2

,     (3) 

 

where
p

ix  and 
r

ix  are the model prediction and observed value for point i, and n is the total 

number of points, respectively. This is calculated monthly, having a total of 10 (runs cross-

validation) by 12 (months) = 120 runs per climatic variable and covariate. After selecting 

the best covariate(s), all the points are then used to create the monthly average from 1950 

to 1999 climate surfaces at a spatial resolution of 1km2. Then, using the same parameters, 

a monthly climate surface was generated for each year, creating 50 (years) x 12 (months) 

= 600 climate surfaces per climatic variable. 

 

DATA FORMAT & UNITS 

 

The climate and uncertainty surfaces are available at https://gis.ucmerced.edu/ClimSurf. 

There are multiple file formats to choose from: ESRI GRID, TIFF, and ASCII with a spatial 

resolution of 1km at monthly time periods for the average from 1950 to 1999 (Figure 1). 

However, upon request, data will be available for the early period (1930 to present), which 

includes both climate and uncertainty surfaces. The units are for total precipitation in 

millimeters and for temperature in Kelvin.  
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SUMMARY/DISCUSSION 

 

It should also be noted that adding multiple covariates could increase rather than decrease 

the uncertainty in most cases, for all four climate variables. This can possibly be due to 

error propagation. Adding more covariates will add more sources of errors, which will 

propagate into the final product. Another possible reason is over-fitting. For the same 

sample size, adding more covariates can increase the risk of over-fitting. If we have more 

observation data, then the problem of over-fitting can be reduced. 

Understanding past/present climate is critical in trying to obtain an idea of how climate 

will be in the future; nonetheless, in order to analyze past/present climate, better data needs 

to be generated. Climate surfaces, which are used in almost every environmental sub field, 

are critical to have. Key information which most of the climate products are not providing 

is the uncertainty information. Uncertainty surfaces are critical information that needs to 

be known before conducting any decision making, modeling, or anything that uses the 

climate surfaces. A set of climate surfaces and the uncertainty obtained from generation of 

those surfaces has been generated at a spatial resolution of 1 km. 

Figure 1: Summary climate layers from 1950 to 1999 for four months. Each set of quadrant represents a 

climate variable. 



9 
 

CHAPTER 3: LIMITS TO SPATIAL RESOLUTION OF 

INTERPOLATED CLIMATE SURFACES 
 

INTRODUCTION 

 

Climatic surfaces are gridded data products that are generated by interpolating weather 

station information (Leemans and Cramer 1991, Daly et al. 2002, New et al. 2002, Hijmans 

et al. 2005, Hancock and Hutchinson 2006, Mbogga et al. 2009, Alvarez et al. 2013). These 

surfaces are used in many areas such as ecology, hydrology, fire modeling, species 

modeling, public health, and energy management (e.g., heat-wave implications)(Bonan et 

al. 2003, Kalnay and Cai 2003, Heikkinen et al. 2006, Chen et al. 2007, Robine et al. 2008, 

You et al. 2008, Loarie et al. 2009, Mandelik et al. 2010, Fernández et al. 2012). For many 

studies, a fine spatial resolution surface is critical for creating a good representative model, 

hence many regional climate surface products have been created with increasingly fine 

spatial resolutions (Daly et al. 2008, Haylock et al. 2008, Flint and Flint 2012). Many 

management agencies and decision makers believe that finer spatial resolution data will 

provide better information on how climate change will affect natural and anthropogenic 

systems (Brooks and Doswell 1993, Christensen et al. 2002, Damschen et al. 2010). 

However, critics believe that the creation of fine spatial resolution climate surfaces 

increases the error to a level at which the surfaces are unreliable (Christensen et al. 2002, 

Dessai et al. 2009). In this study, the error is defined as the difference of the interpolated 

data to the weather station data. 

Among the first climate surfaces were those generated by New et al. (1999) and Leemans 

and Cramer (1991), with spatial resolutions of approximately 55 km, followed by a global 

surface created by New et al. (2002) with a resolution of 18 km. WorldClim, created by 

Hijmans et al. (2005), has a global spatial resolution of 1km; it had a high impact, 

subsequently becoming one of the most widely used and cited global products. In parallel 

with the development of these global surfaces, PRISM regional climate surfaces were 

created for North America by Daly et al. (2000), first with a resolution of 4km, and later 

with one of 800 m (Daly et al. (2008). Since then, many other regional scale climate 

surfaces have been generated; the assumption has been that finer resolution surfaces would 

lead to a better understanding of ecosystems and ecological patterns, resulting in better 

policy and management decisions (Wang et al. 2011, Flint and Flint 2012). 

Despite these developments and the expected benefits of finer resolution surfaces, there 

has been insufficient research evaluating the degree to which increasing the spatial 

resolution leads to greater or lesser error in the surface. Most research has been done at the 

regional scale (Sharples et al. 2005, Flint and Flint 2012, Kearney et al. 2014, Sun et al. 

2014), but good interpretation of regional scale climatic patterns requires an understanding 
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of how error varies across different regions at the global scale. However, we do understand 

that fine resolution of climate surfaces is needed to facilitate scale matching of other data 

(e.g. ecological data). Therefore, our primary goal was to determine whether increasingly 

fine scale interpolated climate surfaces also had increasingly great uncertainties. Relative 

to the spatial distribution of the weather stations we used to derive the climate surfaces, we 

were particularly interested in whether we would be able to identify a globally consistent 

spatial resolution with minimum prediction errors (uncertainties).  

 

METHODS 

 

Study area 

The study was on 39 areas around the world (Figure 2). The areas were initially selected 

based on elevation, which we classified as low, medium, or high. We then selected areas 

for which the density of weather stations was > 40 per 300 km2, which ensured that each 

location had an adequate sample for statistical testing. To ensure that the areas were 

representative of global ecoregions, we selected areas in all seven ecozones in the World 

Wildlife Fund’s terrestrial ecoregion classification (Olson et al. 2001). This approach 

provided us with 35 areas for precipitation, 16 for maximum temperature, 19 for mean 

temperature, and 13 for minimum temperature. 

 

 

Figure 2: Study area consisted of 39 areas around the world, with 35 areas for precipitation, 16 for maximum temperature, 

19 for mean temperature, and 13 for minimum temperature. 
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Weather station data and quality control 

Weather station data were obtained from multiple sources/organizations, including the 

Food and Agriculture Organization FAOclim2.0 (FAO 2001), Electronic 

Hydrometeorological Data Network (R-HydroNet), and the National Climatic Data Center 

(gsod, ghcnv2). In total, there were 6 253 stations distributed among the 39 sites (3 370 for 

precipitation, 1 108 for mean temperature, 907 for maximum temperature, and 868 for 

minimum temperature), with a mean across all variables of ~75 stations per site (Table 1). 

The time period of 1950 to 1999 was selective because most of the popular surfaces and 

since this is the acceptable baseline. For each variable the average was taken for the entire 

period. The dataset was manually checked for any outliers (Alvarez et al., 2013). If multiple 

points are within a pixel, then we took the average of the values and assigned it to the center 

of the pixel to avoid the multiple point problem. 
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Table 1: Statistics (total count (#), average, minimum, maximum, and standard deviation) for each study area based on 

the weather station used. NA means that there is no data for that study area. 

 

The climate surfaces were evaluated using a traditional ten-fold cross-validation (Kohavi 

1995, Hijmans et al. 2005, Alvarez et al. 2013). The approach was as follows: weather 

station data for each variable and area were randomly divided into 10 subsamples and then 

run through the model for nine of the 10 samples. This guarantees that each point will be 

used at least once for training and validation of the model. We repeated this process 10 

times and used the root-mean-square error (RMSE) to calculate the accuracy. 
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where
p

ix
 and 

r

ix
 are the model prediction and observed values for point i, and n is the total 

number of points, respectively. 

The interpolation algorithm we used to create the climate surfaces was Thin Plate Spline 

(TPS). TPS is widely used in creating climate surfaces because it can derive coherent 

signals and remove noise when determining values for each cell (Wahba and Wendelberger 

1980, Wahba 1990, Hutchinson and Gessler 1994, Alvarez et al. 2013). The algorithm we 

used was from the “Fields” package, version 6.8 in R version 3.0.1(Furrer et al. 2011). The 

TPS equation for two independent position covariates and extra covariates is 

 

𝑞𝑖 = 𝑓(𝑥𝑖 , 𝑦𝑖) +  ∑ 𝛽𝑗𝜓𝑖𝑗 + 𝜀𝑖(𝑖 = 1, … , 𝑛).𝑝
𝑗=1     (5) 

 

The smoothing function 𝑓(𝑥𝑖, 𝑦𝑖) and 𝛽𝑗 are estimated by minimizing  

 

∑ [
(𝑞𝑖−𝑓(𝑥𝑖,𝑦𝑖−∑ 𝛽𝑗𝜓𝑖𝑗

𝑝
𝑗=1 )

𝑑𝑖
]𝑛

𝑖=1

2

+ 𝜆𝐽𝑚(𝑓),    (6) 

 

where 𝑓(𝑥𝑖, 𝑦𝑖) is the unknown smooth function, 𝛽𝑖 is a set of unknown parameters, 

𝑥𝑖 , 𝑦𝑖, 𝜓𝑖𝑗 are independent variables, 𝜀𝑖 is the independent random error with zero mean 

and variance (𝑑𝑖𝜎2), 𝑑𝑖 is the known weight, 𝐽𝑚(𝑓) is a measure of the smoothness of f, 

defined in terms of the mth order derivatives of f, and 𝜆 is the smoothing parameter 

(Hutchinson and Gessler 1994, Hutchinson 1995). 

The covariate we used in the TPS (or co-kriging) was a digital elevation model (DEM) 

from the Shuttle Radar Topography Mission (STRM) at a spatial resolution of 90 m 

(Consultative Group on International Agricultural Research Consortium for Spatial 

Information) (Jarvis et al. 2008). The DEM was aggregated using the Raster package in R 

with mean parameters to obtain resolutions of 500m, 800m, and 1km. The aggregating 

needed to be done since the spatial resolution of DEM has to match our target climate 

surfaces. DEMs are used in many climate surfaces such as WorldClim, PRISM, and 

ClimSurf (Hijmans et al. 2005, Daly et al. 2008, Alvarez et al. 2013). 

Tukey’s statistical test, which is a robust single-step comparison procedure for finding 

means that are significantly different from each other, was used to determine whether there 

were significant differences among the RMSEs of the four resolutions (Duncan 1955). 



14 
 

There are three assumptions in Tukey's test: 1) the observations being tested should be 

independent within and among groups; 2) the within-group variances across the groups 

associated with each mean should be equal; and 3) each observation being tested should be 

normally distributed. Tukey’s test is essentially a t-test, but it can reduce the experiment-

wise error rate (type I error) (Duncan 1955). A null hypothesis for Tukey’s test shows that 

all the means being compared are identical to each other. If the probability (P) of obtaining 

a null hypothesis is smaller than the prescribed significance level (α) of 0.05, this null 

hypothesis will be rejected, indicating that there are significant differences among the 

means. Otherwise, the null hypothesis is accepted. The null hypothesis was that the mean 

RMSEs of the four resolutions were similar to each other. The P-value for the test was 

calculated from the studentized range, qs,  

 

𝑞𝑠 =
|𝜇𝑎−𝜇𝑏|

𝑠
 ,                 (7) 

 

where 𝜇𝑎 and 𝜇𝑏 are the means from two different groups being compared, and s is the 

standard deviation of the sample. The assessment was performed in multiple ways. The test 

was performed by region for each month, then all the stations for each month, and then 

repeated in the same manner, but annually, for each variable. 

 

RESULTS 

 

Spatial resolution and inter-regional comparisons 

The RMSE values across all 39 sites for precipitation, mean temperature, and minimum 

temperature were very similar for all spatial resolution classes (Figure 3). However, 

specific RMSE patterns were observed for some sites. For instance, precipitation at site 

NA8 had an error of 22mm at a resolution of 1km; the error then slowly decreased with 

increasing resolution, suggesting that, in some cases, the error is lower for a finer 

resolution. NA8 is located on the east coast of the United States (Pennsylvania, New York, 

and Delaware) and was classified as a low-elevation zone. The error in the NA3 maximum 

temperature at a resolution of 90m was three times greater than those for the other 

resolutions in North America, Europe, and China (Figure 3). The opposite is observed for 

Africa and Australia (AA8 and AA10-12), where the error in the maximum temperature at 

a resolution of 90m was as much as three times less than those of the other resolutions. 

Elevation classification did not affect the RMSE at any resolution, the ‘constant’ pattern 

remains. The Tukey’s test results suggest all the differences between the mean of each 
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resolution group is statistically insignificant (P > 0.99 at a = 0.05); the results were 

consistent for all comparisons. 
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Monthly comparison by regions 

Precipitation 

In North America, the RMSE ranges were about two-fold larger for January, February, 

March, July, November, and December (Appendix A Figure 1) than for the other months. 

In general, the months that were highly clustered, meaning low variations, in North 

America were June, July, August, and October. The median for nearly all the months in 

North America were in the same range. In Europe and China, the RMSE ranges for June, 

July, August, and September were three times greater than those for the other months, but, 

overall, the RMSE was highly variable; there was no clustering for any of the months; the 

magnitude was higher in some months, but the variations were still significant. Again, as 

in North America, the median value for all the months was “consistent”. In South America, 

the RMSE ranges were much greater than those in other regions, as much as four times 

greater for January, May, June, July, and August. There were large variations for most 

months, and the median was not “constant” as in the case of North America. In Africa and 

Australia, the RMSE ranges were in general stable, with the exception of two months. 

Again, almost all the months were clustered together, and for May, June, July, September, 

October, November, and December, we observed high extreme values compared with the 

median. 

 

Mean temperature 

In North America, the RMSE ranges for almost all months were very similar, with the 

exception of January and December (Appendix A Figure 2).The maximum values for 

January and December in North America were almost four times higher than those for the 

other months; however, most of the months were clustered together, with the exception of 

December, and the median values were similar. In Europe and China, the range of RMSEs 

was not large, meaning that there was not much difference, as in the case of North America. 

The variations were almost the same, but the median did change, depending on the month; 

for January to August, the median was twice that for September to December. We were 

unable to draw any conclusions for South America, because of the limited number of study 

areas in that region (Table 1). In Africa and Australia, the pattern was the same for each 

month: the range and median were constant and the variations high 

 

Maximum temperature 

The ranges for North America were very similar, except for January and February, for 

which the values were four times lower than those for the other months (Appendix A Figure 
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3). The months from March to December had very high, almost identical ranges of around 

12. Half of the months, January to June, were clustered together, but variations were seen 

for July to December. The medians for the colder months, i.e., January, February, March, 

April, October, November, and December, were almost identical, around 1 K, and for May 

to September the median was around 2 K. In Europe and China, the range for August to 

December was twice that for January to July. For almost all months, there were large 

variations, but the medians were similar. In Africa and Australia, the RMSE range for 

almost every month was essentially the same, with a differences of a few degrees. The only 

exception was March, which had a lower range, and the maximum value was about 4 K 

lower than the average. All the months had high variations and the median was the same 

for almost all the months, except November and December, for which the median values 

were twice as high. 

 

Minimum temperature 

In North America, the RMSE ranges were constant for all months, but for January, 

February, March, June, July August, September, and December, the variations were high 

(Appendix A Figure 4). The median was also the same across all months, with the 

exception of February, for which the value was half those of the others. In Europe and 

China, the RMSE range for January to March was much lower than the range for April to 

December; also, the variations for the months with lower ranges were almost 2 K smaller. 

The median values and resolutions were different for each month .For Africa and Australia, 

the RMSE ranges were very high, with the exception of September, for which they were 

two-fold smaller. All the months had high variation and the median values were almost the 

same, with the exceptions of September and October. 

 

DISCUSSION 

 

Impact of resolution 

Our analysis indicated that spatial resolution did not have a significant influence on the 

uncertainties in interpolated estimates of precipitation or temperature variables. This 

pattern held regardless of the region or month; there were idiosyncratic differences among 

the RMSE values, but these were not systematic. These findings are important because 

there have been strongly contrasting opinions on whether increasing the spatial resolution 

would provide better quality data for making decisions or whether finer resolutions would 

create unusable data. However, neither of these viewpoints is supported by our study. We 

found that the error when interpolating from finer resolutions does differ from those for 

coarser ones, and this did not vary substantially, irrespective of geographic region, 



21 
 

elevation zone, or ecoregion. The same analysis was conducted using co-kriging as the 

interpolation algorithm to test if our results would be sensitive to the choice of interpolation 

methods. Co-kriging was ran with the same covariable (DEM) based on the “Fields” 

package in R version 3.0.1(Furrer et al. 2011).The results showed little difference from 

TPS for annual, monthly, and regional analysis (see an example in Appendix A Figure 5). 

Based on our results, the similarities of co-kriging and TPS suggest that interpolation 

algorithm does not have much influence, when utilizing the same covariate. 

These findings also have practical implications for how climate surfaces are developed. 

The process of creating increasingly fine resolution surfaces is computationally expensive, 

but instead of using interpolation to develop the surfaces, an alternative approach could 

simply be regridding of the data to the target resolution. However, even if this approach 

proves to be useful, weather station locations have inherent limitations that put constraints 

on the finest scale for which it is logical to develop surfaces. The minimum number of 

decimal places of the longitude and latitude of stations is frequently two digits, which 

results in an uncertainty of approximately 1 km (Wieczorek et al. 2004). For example, 

consider creating 100m climate surfaces with weather station locations with an uncertainty 

of 1km;the location of the station could be anywhere in a 1000m by 1000m region. In our 

dataset, about 55% of the weather station locations had two decimal places precision or 

less. It would therefore make little sense in these instances to attempt to create surfaces 

with resolutions much less than 1 km. 

 

Terrain and other classifications 

Other than weather station density, we had no prior expectations of how geographic 

location would affect our analyses, so we selected our locations based on data availability. 

We found that elevation zone, ecozone, and ecoregion had no effect on the error of the 

spatial resolution (Figure 3), but there were some exceptions to the general patterns, 

suggesting that further investigations would be useful. For example, when considering a 

single study area based only on changes in resolution, virtually every station had minimal 

variations, therefore the interpolated values were almost constant. An exception was 

precipitation in area NA8, which is located on the east coast of North America. It had the 

highest number of weather stations in that region as well as the lowest average, minimum, 

maximum, and standard deviation of all the study areas in North America. Moreover, it 

was classified as low elevation, which implies that elevation variations is minimal. Another 

example was the maximum temperatures in North America, Europe, and China, error was 

greatest at the finest resolution for most study areas in each region. However, in Africa and 

Australia, we observed the opposite pattern, with the error being lowest at the finest 

resolution. A possible explanation for this difference is that there is a high number of 

stations (179) in Africa and Australia while in North America, China, and Europe there are 
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few stations (40-60). This important difference can indicate that if the study area is rich in 

the number of stations, more than 100, than creating a finer climate surface will actually 

be beneficial. Theoretically it makes sense, the more information the algorithm is given the 

better the product and especially if the target surfaces will be produced at a fine spatial 

resolution (< 1km). The problem is that most of the stations are not near each other, 

therefore, this causes the problem of creating a product with a fine resolution (< 1km).  

However, results suggest that for precipitation this does not apply, since most of the study 

areas have high number of stations (100-160) while remaining constant in all resolution 

types, but it might be a variable independent issue.  Again, based on the terrain 

classification, there was no consistent pattern, but these exceptions suggest that other 

factors may influence the error in as yet undetected ways.  

 

Improvements and conclusion 

There are several questions that should be addressed to improve our understanding of how 

error is affected by the creation of increasingly fine climate surfaces. As mentioned above, 

one particularly important one is how precision in the location of the weather stations 

influences the feasibility of generating climate surfaces < 1km in resolution. Another 

consideration is selection of covariates for generating the surfaces. We used DEM as a 

covariate when we generated our climate surfaces so we could make direct comparisons 

among regions, but in previous research we found that DEM was not the best covariate to 

use when generating precipitation surfaces (Alvarez et al. 2013). Lastly, we were not able 

to analyze certain regions since data were not available. For example, in South America 

we lacked maximum and minimum temperature, and in places like in China we lacked 

density of weather stations was less than desired for all variables. DEM was use in this 

study as a covariate since we wanted to keep as many parameters as possible constant in 

our analysis; the use of a more appropriate covariate could affect the global comparison. 

The uncertainty of DEM is not considered in this study. As mentioned previously, DEM 

was used as the covariate for generating the climate surfaces. However, there are 

uncertainties in DEM, which vary significantly from bare earth to vegetated mountainous 

regions (Rodriguez et al. (2006);  Su and Guo (2014). DEM uncertainty is a critical aspect 

to understand since it has a big influence the climate surfaces. Su and Guo (2014) found 

that the USGS DEM was systematically overestimated in vegetated mountain areas when 

compared to the Lidar derived DEM. In future studies, we plan to study the influence of 

DEM uncertainties on modeling climate surfaces. 

In conclusion, we found that generating increasingly fine solution up to 90 meters climate 

surfaces neither increases nor decreases error. The accuracy of the location data is critical 

in determining whether increasing the target resolution will give a better surface. We 
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showed that there were no statistically significant differences among the uncertainties for 

meaningful ecological and geographic classes, so it may be unnecessary to generate finer 

solution climate surfaces, given the current quality of data on weather station locations. 
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CHAPTER 4: ASSESSING THE UNCERTAINTY IN ECOLOGICAL 

NICHE MODELING: LOCALITY, CLIMATE, AND TOPOGRAPHY 

 

INTRODUCTION 

 

Ecological niche models (ENM), has been a key in understanding the impact of climate 

change (Feria and Peterson 2002, Graham et al. 2004, Guo et al. 2005, Rodriguez et al. 

2007, Peterson and Nakazawa 2008, Lenoir et al. 2010, Fernández et al. 2012). ENM builds 

a statistical relationship between the occurrences of the species to environment predictors, 

allowing it to predict future distribution under climate change and topography layers. There 

are many niche modeling algorithms that have been implemented: BioClim, Genetic 

Algorithm for Rule-set Production (GARP), Support Vector Machine (SVM), Presence and 

Background Learning Algorithm (PBL), Maximum Entropy (MaxEnt), and Generalized 

Linear Model (GLM) (Busby 1986, Carpenter et al. 1993, Stockwell and Peters 1999, 

Guisan et al. 2002, Guo et al. 2005, Phillips et al. 2006, Li et al. 2011). ENMs are not 

limited to predicting species distribution; they have also been used to predict other 

scenarios, such as classifying land cover to remote sensing images and determining 

helicopter suitable landing areas (Li and Guo 2010, Li et al. 2011, Doherty et al. 2012). 

Unfortunately, there are many issues related with uncertainties in the data inputted to 

generate the predictions. A major step forward has been achieved by removing the 

bias/uncertainty in training the model by only selecting background points from sampling 

areas (Elith et al. 2006, Phillips et al. 2009). 

To create ENM, certain data need to be given to a model regardless of which algorithm is 

used. First, one needs to give the location of either of the species, present only or both 

present and absence. Second, environmental layers, which are typically climate surfaces 

and topography (i.e. elevation, slope, mean, maximum, minimum temperature and 

precipitation) (Peterson and Nakazawa 2008). Climate surfaces are generated using 

weather station data and applying an interpolation algorithm, likely using Thin Plate Spline 

(TPS) or Kriging (Hijmans et al. 2005, Hong et al. 2005, Hancock and Hutchinson 2006, 

Stahl et al. 2006, Hofstra et al. 2008, Alvarez et al. 2013). Topographic layers/surfaces in 

large spatial scale are generally calculated or derived using airborne photogrammetric 

technique (Honkavaara et al. 2009), radar technique (Farr et al. 2007) or Light detection 

and ranging (Lidar) technique (Guo et al. 2010). 

Although there has been a lot of effort in trying to reduce the uncertainty in creating such 

data (point and surfaces), the error still exists. Locality data depends on the GPS accuracy 

at the time the samples were taken and on how many satellites are connected to obtain those 

coordinates. Also, if the data was geo-referenced, this will have an associated 

error/uncertainty. This area, however, has been already established (Guo et al. 2008) and 
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many ENMs studies utilizing this have been published (Fernandez et al. 2009, Newbold 

2010, Pyke and Ehrlich 2010). With the development of GPS devices and differential GPS 

algorithms, the uncertainty of geo-locations for in-situ measurements has been 

dramatically decreased (Wing et al. 2005, Misra and Enge 2006). However, the positional 

accuracies for measurements taken in forest, which is the most frequent case for ENM, can 

be 100% percent lower than in open sky conditions (Wing et al. 2005). The uncertainty of 

frequently used topography surfaces has also been well defined. For example, the Shuttle 

Radar Topographic Mission (SRTM) digital elevation model (DEM) product, as one of the 

most frequently used near-global scale topographic products, has been carefully evaluated 

either regionally or globally (Bourgine and Baghdadi 2005, Berthier et al. 2006, Rodriguez 

et al. 2006, Weydahl et al. 2007, Su and Guo 2014). The vertical error for SRTM data is 

smaller than 1 meter for non-vegetated low-relief conditions (Rodriguez et al. 2006). 

However, with the increase of vegetation cover and relief of terrain, the vertical error of 

SRTM data can be over ten times higher (Su and Guo 2014). Climate surface 

uncertainty/error on the other hand, has not been a factor in ENM and there are very limited 

studies that have included such a factor.  Climate surfaces is still a work in progress and 

since some of the variables are unpredictable, extra information is need. Climate surfaces 

are generated by utilizing weather station and interpolating, where covariates are usually 

added to the interpolation algorithm to reduce the uncertainty (Hijmans et al. 2005, Daly 

2006, Alvarez et al. 2013).  

There are very limited studies that include all of these (point, topography, and climate) 

uncertainties in trying to predict species niches. This is unfortunate because by 

understanding all of the uncertainties that propagate from the algorithms and the surfaces, 

there is a higher probability that we can build models that can better represent the niche or 

distribution of species. Most efforts are going into understanding the future niche 

uncertainty (Heikkinen et al. 2006, Morin and Thuiller 2009). There was, however, a study 

done by Fernández et al. (2013) which partially included uncertainty on current climate. 

The climate uncertainty was not produced during the time of the surface creation, therefore, 

the uncertainty produced by Fernández et al. (2013) may have some bias or “error” 

associated with it. Therefore, our goal in this study was to use a series of Monte Carlo 

simulations to evaluate the relative influence of uncertainty in species locations, 

contemporary climate, and topography on the predicted distributions for 43 North 

American mammal species. 

 

METHOD 

 

Study area and point localities 
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We extracted point localities of 43 non-volant mammal species from the Global 

Biodiversity Information Facility (GBIF). Not only does the GBIF contain millions of 

location records from a range of taxa on around the world, but it also has uncertainty 

information for each location  (GBIF 2014). The methodology used to develop spatial data 

on climate and topography can vary among countries and regions, resulting in Geographic 

Information System (GIS) layers that vary in resolution, extent, and accuracy. Therefore, 

to ensure consistency we restricted our analysis on species locations to within the 

coterminous 48 states in the United States of America; these species were selected because 

it meets the following criteria: 1) at least 100 unique locations which were 1km apart, 2) 

the uncertainty was recorded for each point and it had to be bigger than 5km, and 3) species 

needed to be well established in the United States. Each species was then classified based 

on their potential habitat niche: board, moderate, and narrow.   

 

Climate surfaces & topography 

For the climate surfaces we used ClimSurf (Alvarez et al. 2013), created using 

observational weather stations from Food and Agriculture Organization (FAO) and the 

Global Historical Climate Network (GHCN) version 2 (Peterson and Vose 1997, FAO 

2001) using TPS, which is highly used in creating climate surfaces (Hutchinson and 

Gessler 1994, Hutchinson 1995, Price et al. 2000, Jeffrey et al. 2001, Hijmans et al. 2005, 

Hong et al. 2005, Hancock and Hutchinson 2006, Hancock and Hutchinson 2006, Tait et 

al. 2006). ClimSurf also provides uncertainty information, which can be used to generate 

layers with uncertainty. The uncertainty information comes from the ten-fold cross-

validation done in Alvarez et al. (2013). 

The SRTM global DEM product was used to represent topographic surface in this study. 

SRTM is a joint mission conducted by NASA (National Aeronautics and Space 

Administration) and NGA, which was flown in February 2000. The C-band sensor on board 

the SRTM, which is used to generate global DEM product, covers approximately 99.97% 

of the Earth land surface from 56°S to 60°N at least once during an 11-day mission (Farr 

et al. 2007).The designed accuracy is 20 m horizontally and 16 m vertically. To minimize 

the influence of vegetation, attempts were made to obtain the final products from data for 

leaf-off periods. The SRTM elevations used in this study are the second version of the 

SRTM data, at a resolution of 3 arc second (often quoted as 90 m resolution), which exhibit 

well-defined water bodies and coastlines, and the absence of spikes and wells (Farr et al. 

2007). 

 

Niche algorithm 
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Maximum Entropy (MaxEnt) was selected as the niche algorithm for this study, which is 

one of the most popular ENM algorithms currently available (Elith et al. 2006). The 

environmental variables used in this study are precipitation, maximum temperature, 

minimum temperature, and mean temperature. To capture the seasonality across our study 

area and limit the number of climate surfaces, we used four out of the twelve months 

(January, April, June, and October) (McPherson and Weltzin 2000). For topography, we 

use the commonly used elevation layers (DEM),  obtained from United States Geological 

Survey (USGS) (Farr et al. 2007), having a spatial resolution of 90 meters, and since all of 

the climate surfaces are at 1 km, the DEM was upscaled to 1 km using mean. 

 

Creating uncertainty layers/points 

To evaluate the influence of the uncertainty from different inputs on the niche modeling 

result, eight different types of models were included in the analysis (Table 2):  

 (M0) No uncertainty (base model) 

 (M1) Uncertainty on climate variables 

 (M2) Uncertainty on climate variables and DEM 

 (M3) Uncertainty on climate variables and point locality 

 (M4) Uncertainty on all (climate variables, DEM, and point locality) 

 (M5) Uncertainty on DEM 

 (M6) Uncertainty on DEM and point locality 

 (M7) Uncertainty on point locality 

Table 2: Description of each model uncertainty parameters. 

Model Number Climate DEM Point 

M0 No No No 

M1 Yes No No 

M2 Yes Yes No 

M3 Yes No Yes 

M4 Yes Yes Yes 

M5 No Yes No 

M6 No Yes Yes 

M7 No No Yes 
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For each model, we hypothesized that the uncertainty brought by the point locality, climate 

surfaces and topographic data are independent and random from each other (Heuvelink et 

al. 1999), and a numeric error propagation model was therefore implemented, 

 

2 2 2

ENM locality ClimSurf topographya b c     
 ,   (8) 

 

where ENM
 is the uncertainty of niche modeling result, locality

, ClimSurf
, and topography

 are 

uncertainties brought by point locality, climate surfaces and topography inputs, 

respectively, and a, b, and c represent the weight of the corresponding input (if the variable 

was included in the model, it was set as 1, otherwise 0). 

The point locality uncertainty was introduced by using an uncertainty field model (Guo et 

al., 2008). To generate uncertainty in the point localities for each species, we created a 

buffer around each locality; the distance was obtained from the uncertainty given by GBIF. 

Then, randomly, 100 different sets of points were generated for each species. This gave us 

100 unique localities for each of 43 species (total of 4,300 set of points). 

To generate both the climate and topography layers that contain uncertainty, we ran a 

Monte Carlo simulation of 100 per surface. Utilizing the standard deviation and mean of 

the error (Table 2), we were able to run an inverse cumulative density function and obtain 

a random value every time each was added to the original (9), 

 

1 0L L 
,      (9) 

 

where L1 is the new layer containing uncertainty, L0 is the original layer without uncertainty 

and   is the random number obtained from the inverse cumulative density function. This 

was done for all of the four different climate variables (total precipitation, maximum, 

minimum, and mean temperature) for all four months (January, April, July, and October) 

and for DEM (Table 2).  
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Table 3: Standard deviation and mean error for each variable and month. 

 Precipitation Temp Mean Temp Min Temp Max DEM 

 STDV MEAN STDV MEAN STDV MEAN STDV MEAN STDV MEAN 

Jan 52.5 -0.045 4.1 0.010 4.8 0.020 3.4 0.006 NA NA 

Apr 36.2 -0.016 4.1 -0.003 3.3 0.004 3.3 -0.002 NA NA 

Jul 54.7 0.045 4.6 0.005 4.9 0.006 4.7 -0.002 NA NA 

Oct 41.2 -0.002 5.4 -0.015 5.5 0.006 5.6 -0.013 NA NA 

Fix NA NA NA NA NA NA NA NA 4.0 0.100 

 

The point localities were divided into three random sets: 60% for training the model, 20% 

for validation, and 20% for testing. Each set of models will be run 100 times for each 

species.  For each of the model output, a conversion will be made from continuous to binary 

utilizing a 5% omission rate as the threshold (Pearson et al. 2004, Li and Guo 2010). This 

is necessary to determine how much each model has changed. The validation points are 

used to extract the model values, which are then sorted from lowest to highest and the 5% 

lowest value will be accepted as the threshold.  

 

Uncertainty analysis 

To test how different input uncertainty influence the niche modeling result, the McNemar’s 

test, a widely used statistical test for paired nominal data, is selected to determine the 

change compared to our base model (M0)(McNemar 1947). By applying a 2×2 contingency 

table with a dichotomous trait, the existence of marginal homogeneity (i.e., the row and 

column marginal frequencies are equal) is tested under chi-square distribution. In this 

study, the null hypothesis is that the different uncertainty models cannot bring significant 

change in ENM modeling results. The test statistic with Yates’s correction for continuity 

is constructed as follows (Yates 1934), 

 

2

2
( 0.5)b c

b c

P P

P P


 



,     (10) 

 

where Pb is the number of presences predicted from M0, but showing as absence in 

uncertainty model; Pc is the number of absences predicted form both M0 but showing as 

presence in uncertainty model. The χ2 should conform to a chi-squared distribution when 

Pb and Pc are sufficiently large. If the possibility of the calculated χ2is smaller than the pre-
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defined significance level (α=0.01), the null hypothesis will be rejected; otherwise, it will 

be accepted. 

Moreover, the Kappa coefficient (k), which can reflect the inter-rater agreement of 

categorical items, was selected to represent the similarity of niche modeling result 

considering uncertainties to the base model (M0). The Kappa coefficient was calculated 

from the following equation, 

 

Pr( ) Pr( )

1 Pr(e)

a e





 ,     (11) 

 

where Pr(a) is the relative observed agreement, and Pr(e) is the hypothetical probability of 

chance of random agreement.  

Besides, we also calculated the proxy of F-measure based on positive-background data 

(Fpb) which is defined as follows: 

 

2*
pb

TP
F

TP FN FP


   ,    (12) 

 

where TP is true-positive, FN is false-negative, and FP is false-positive 

In this study, Kappa was calculated in two different ways. One is where the entire model 

study area (North America) was used, meaning that all the cells were involved in the model. 

The second was based on the test set of points saved in the splitting of the data; those 

points, plus an additional 500 random points per species, were used to calculate Kappa and 

Fpb. 

 

RESULTS 

 

Comparison by all species 

The pattern of the two different ways in which Kappa was calculated did not change the 

outcome of the analysis. Both ways (Figure 4, A and B) suggest M5 (uncertainty on DEM) 
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was closest to the base model (M0). The results suggest based on this study, DEM has the 

least uncertainty effect on ENM distribution. The most different models are the ones that 

consider climate uncertainty; from M1 to M4 across both Kappa’s they are the lowest. The 

lowest is M4 (uncertainty on all), however, the lowest mean is M3 (uncertainty on climate 

and points). The comparisons from Kappa and Fpb (Figure 4 B and C), are almost identical, 

but Fpb’s scale is almost twice as big as Kappa’s. In general, all three sets of comparisons 

are constantly displaying the same general trend. The models are different from the base 

and it is statistically significant different (Table 4). This is across all models, where the P 

value for all models is < .05. After a closer look at Appendix B, Figures 1-8, it becomes 

more evident that the models are different compared to the base (Appendix B Figure 1). A 

model with less uncertainty (like M5) is more close to the base model, and has higher 

predictive accuracy. Accordingly, the base model would have the highest accuracy, as it 

does not consider any uncertainty. From this perspective, a model that considers 

uncertainty will decrease the predictive accuracy, as it does not consider any uncertainty. 
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Comparison by species group 

There are very little differences from separating the analysis into groups (Figure 5). Across 

all three groups (narrow, moderate, and broad), each group and type of test consistently 

show M5 being the most similar to the base model and M3/M4 as the least similar. The 

narrow group (Figure 5, row 1) shows that the Kappa/Fpb values have a bigger range than 

the other groups; for example, M6 for Figure 5 A1 ranges from .4 to .8 while the other 

maximum range is around .2. For the moderate group (Figure 5, row 2), notice that Kappa 

(Figure 5, B2) are all around .7 to 1 and this is the only set that displays a cluster of all the 

models. However, even with that clustering, again, M5 is the closest to the base and M3/M4 

are the most different from the base. For the broad group (Figure 5, row 3), the results are 

identical, since this is also due to the fact that most of the species are classified as broad. 

The variation, however, shows that M5 species are all clustered, while the other models 

have a bigger variation. 
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Comparison by individual species 

Almost every species shows the same pattern as previously seen (Figure 6). Looking at the 

comparison of Kappa/Fpb by species and group we do, however, see that some species are 

somewhat different than the trend. For the narrow species (Figure 6, row 1), M5 to M7 are 

all the highest for each test (Kappa/Fpb), where those models are the ones without climate 

uncertainty. This pattern is clearly seen in panel A1 (Figure 4) where  M1 to M4 are all 

between 0 to .4 while the other models, M5 to M7, are all between .4 to 1. For the moderate 

species (Figure 6, row 2), the trend is the same as mentioned above. The interesting model 

is M5 for panel B2 and C2, as it seems constant across all species and has the highest 

Kappa/Fpb from the rest. For broad species (Figure 6, row 3), the pattern is still consistent 

but with variation; since it is the group with the most species, it is somewhat harder to see. 

Models M5 to M7 still tend to be in the upper range while M1 to M4 are towards the 

bottom. However, for at least one species, 5219681 (Sciurus Carolinensis Gmelin, 

Squireel), that observation is reversed. M5 to M7 are in the bottom range while M1 to M4 

are on the top range (Figure 6, B3 and C3). 
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DISCUSSION 

 

Impact of uncertainty 

The impact of uncertainty in all three sources does have an effect on the outcome of the 

predictions and it is statistically significant (Table 4). Based on the statistical analysis done 

on each species/group, results suggest (Figures 4 – 6) that each model that includes any 

type of climate uncertainty is more different from the ones that do not. It also implies that 

DEM and point uncertainty are closer to each other while being close to the base model. 

Based on these results emphasis should be given in trying to understand how the climate 

surfaces are generated, since it will affect the model output. This knowledge is critical for 

the understanding of the outputs of the models and the error associated with each location. 

It can also state that for this study, the error propagation for all three sources should be 

considered in any type of niche models since each model had a significant difference from 

the base model, as seen in somewhat similar studies (Kriticos and Leriche 2010, Beale and 

Lennon 2012, Fernández et al. 2013). Since the most common approach in niche modeling 

is to only use variables that are related to climate and limited of topography.  One thing to 

consider is that variation for model M5 is the least from the rest of the models, as mentioned 

in the results section. This could be an indicator that DEM uncertainty alone is very similar 

no matter the species/group and closest to M0.  While one might make the assumption that 

since the model only consists of one type of uncertainty, that might be the reason, however, 

models M1 and M7 all have one type of uncertainty (climate or point) and those show that 

the variation is quite large. 

 

Classification comparison 

The analysis was conducted in multiple ways to try to determine if there were any cases in 

which some species might react differently than another. As shown in Figures 4-6, there 

were not many overall differences. Mainly, the differences where either M3 or M4 being 

the most significant compared to the base and the range values of the statistical test. 

However, the range of values would have something to do with the amount of species in 

each group. In addition, one key observation is that M5, across all types of analysis, has 

proven to be the most alike to the base; M5 considers only uncertainty in DEM. These 

findings can suggest that for at least the 43 mammalian slope is an important factor, since 

when running the Monte Carlo simulation the elevation was randomly changed, but the 

slope stayed the same. As it has been widely studied, elevation gradient are well known to 

have restriction on the species potential habitat (Austin 2007, Sexton et al. 2009). Both 

Kappa and Fpb patterns are very similar, with the only differences being the y axis.  One 

possible reason is that, the background dataset only contains a small proportion of presence 
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data, and their influence is small. So the "pseudo" absence (background) data will act like 

real absence data. In this way, Fpb and kappa will perform similarly.  Also as mentioned 

above, models M5 constantly show the least variation from the rest; while this pattern 

generally stands, there are cases where it does not (Figure 5, A2). Models M6 and M7 

variation is also clustered together compared to the models that do have climate 

uncertainty.  

 

Improvements and conclusion 

There are several questions and additional studies that would improve our understating of 

how uncertainty affects ENM.  One aspect which the study did not take into consideration 

was running multiple niche algorithms. As mentioned, there are many well establish 

algorithms in our community. This is another dimension of how a species distribution 

might change. The study was also limited to Mammalians, therefore, additional research 

should be done on other types of species. For example, in Oak Trees and Redwoods, would 

these species model distribution change based on uncertainty, or since these species take 

longer to “move” would it not matter? One other factor which more research should be 

done on, is in the fact that only climate and DEM were used in this study; the use of more 

appropriate variables could affect the outcome. As mention, DEM uncertainty was the 

closest to the base model and this can be attributed on the restriction of the species, 

therefore, other species that do not have these restrictions should be analysis.   

In conclusion, we found that generating the models with different types of uncertainty does 

have a very significant effect on the outcome of each model. Climate uncertainty should 

be considered when modeling a species, since based on the climate product used the results 

might be significantly different, which will lead to false judgment. There is still much 

research to be conducted to fully understand the impact of error in each parameter and the 

effect it has on the outcome.  
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CHAPETER 5: THE IMPACT OF UTILIZING BIOPHYSICAL 

VARIABLES DERIVED FROM LIDAR TO MODEL THE PACIFIC 

FISHER HABITAT IN THE SIERRA NATIONAL FOREST  

INTRODUCTION 

 

Ecological niche modeling (ENM) is a tool which provides a probability of distribution for 

a species based on the parameters that the model is being fed (Feria and Peterson 2002, 

Graham et al. 2004, Guo et al. 2005, Rodriguez et al. 2007, Peterson and Nakazawa 2008, 

Lenoir et al. 2010, Fernández et al. 2012). ENM have also been used to predict other 

scenarios, such as classifying land cover to remote sensing images and determining suitable 

helicopter landing areas (Li and Guo 2010, Li et al. 2011, Doherty et al. 2012). Basically, 

ENM builds a statistical relationship between the occurrences of the species to 

environmental predictors, allowing it to predict future/current potential suitable habitat 

under any type of environment, or such layers. Unfortunately, most models are only given 

climatic variables and some biophysical variables (e.g. elevation, slope, aspect). This is a 

good start; however, some species depend on other biophysical variables because of their 

habitat constraints.  

The Pacific Fisher (MartesPennanti), a medium-size mammal historically distributed from 

the Boreal forests of Canada through the northern United States and into the Sierra Nevada 

Mountains, has recently declined dramatically in range and abundance. Commercial over-

trapping, change in forest structure associated with logging and altered fire regimes, 

increased human access, and habitat loss to urban and recreational development are the 

primary reasons for the decrease in range and abundance of the Fisher (Ruggiero et al. 

1994, Zielinski et al. 2005, Purcell et al. 2009, Zielinski et al. 2010). The West Coast Fisher 

populations have been petitioned for listing under the Federal Endangered Species Act on 

three occasions, but these petitions were denied, partly because of lack of empirical 

information (Purcell et al. 2009). As a result, larger efforts to monitor and assess its habitat 

associations are urgently needed to identify required habitat conditions and to evaluate the 

potential impacts of habitat change on Fisher populations (Zielinski et al. 2010). 

Lidar recently has emerged as an important optical remote sensing technology in the past 

decade. It has become popular due to its ability to generate 3D data with high spatial 

resolution and accuracy. Lidar works by measuring the properties of scattered light to find 

the range, or other information, of a distant object (ESRI 2009). Basically, it finds the range 

of the object by measuring the time delay between the transmission's pulse (signal sent by 

the laser) and the time the signal is received. Lidar has been used extensively in creating 

3D urban models which has been a great tool in capturing many critical features that 

normally are not caught by traditional remote sensing products (Robine et al. 2008, Alvarez 

et al. 2013). Currently, Lidar technology is being used in many environmental fields such 

as: geology, ecology, climate change, geography, geomorphology, and seismology  

(Brooks and Doswell 1993, Wieczorek et al. 2004). However, there is a huge difference 

between urban and forestry structures. Urban areas are usually structured in such a way 

that not much information is needed (point density) to be able to capture objects, whereas 
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the environment (forestry, agriculture, etc.) is much more complicated since nothing is 

structured and thus, requires more information to make a better model. This leads to 3D 

modeling of the environment being much more costly and computationally expensive. 

Lidar has shown promise to derive a variety of forest biophysical parameters, including 

Digital Surface Models (DSM), tree height, diameter at breast height (DBH), basal area, 

canopy density, wood volume, biomass, leaf area index (LAI), fraction of 

photosynthetically active radiation absorbed by the canopy (fPAR), crown diameter, stand 

density, carbon stocks, and etc. (Wieczorek et al. 2004, Wang et al. 2011)  

In general, there is a lack of studies trying to determine the influence of inclusion or 

exclusion of biophysical variables in ENM. In terms of the Pacific Fisher, a species which 

depends mostly on forest structure, it would seem that biophysical variables should have 

higher importance than the normal variables included in ENM. We propose the question: 

would adding or replacing biophysical variables outperform the generic/standard 

approach? The answer to this question is essential to better understand and predict the 

potential suitable habitat of an endangered species like the Pacific Fisher. Multiple 

statistical tests will be run to determine the difference and the significance on comparing 

biophysical, physical, and the combination of both. 

 

METHOD 

 

The study areas are located in the northeast region of Oakhurst, California, named Sugar 

Pine. This area is part of SNAMP project which covers about 36 km2 (Figure 7).  This area 

is topographically complex with elevations ranging from 758 m to 2,652 m. Primary tree 

species in the order of abundance include Calocedrus decurrens (Incense Cedar), Abies 

concolor (White Fir), Pinus ponderosa (Ponderosa Pine), Pinus lambertiana (Sugar Pine), 

Sequoiadendro giganteum (Giant sequoia), Quercus kelloggii (Black Oak), Quercus spp. 

(Live oak), Cornus nuttallii (Mountain Dogwood), and Ainus rhombifolia (White Alder). 

The composition of these primary species shows a general pattern for all plots as a whole, 

and within each single plot, species composition among plots may vary significantly.  
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Figure 7: (Left) Sugar Pine, SNAMP study area, (Top right) Lidar displaying pre and post thinning treatment, (Bottom 

right) Lidar detection of tree segmentation. 

Since Lidar is in meter resolution, a new subset of climate data were generated using the 

methods of ClimSurf (Alvarez et al. 2013). ClimSurf was created using observational 

weather stations from Food and Agriculture Organization (FAO) and the Global Historical 

Climate Network (GHCN) version 2 (Peterson and Vose 1997, FAO 2001)  using, Thin 

Plate Spline (TPS) which is highly used in creating climate surfaces (Hutchinson and 

Gessler 1994, Hutchinson 1995, Price et al. 2000, Jeffrey et al. 2001, Hijmans et al. 2005, 

Hong et al. 2005, Hancock and Hutchinson 2006, Hancock and Hutchinson 2006, Tait et 

al. 2006). Since ClimSurf was generated at 1 km, the clean weather station was obtained 

to generate a new product at 20 meters. The weather station included 552 stations for 

precipitation, 357 stations for maximum temperature, 381 stations for minimum 

temperature, and 415 stations for mean temperature. This data were cleaned manually by 

graphing each station for yearly/monthly and determining if any outliers have been 

detected. Since Precipitation does not follow any pattern, a different procedure was 

applied: the outliers were detected through the use of a spatial process of including all the 

information surrounding the target station. The weather station average from 1950 to 1999 

for all four variables, and a DEM at 20 meter resolution was used as covariate for 

temperature and a combination of Radar was used for precipitation since in Alvarez et al. 

(2013) it was found that it acts as the best covariate. 
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Lidar data are acquired by the National Center of Airborne Laser Mapping (NCALM) at 

the University of Florida. The surveys use an Optech GEMINI Airborne Laser Terrain 

Mapper (ALTM) mounted in a twin-engine Cessna Skymaster (Tail Number N337P). The 

study area was covered in five survey flights: two each on September 13 and 14, and one 

final flight on September 15, 2007. To be able to validate the data, the site was visited 

multiple times by members of the GIS lab at UC Merced and Kelly’s lab at UC Berkeley. 

The ground-truth data were collected to systematically calibrate and validate the Lidar 

derived products, and be correlated with Lidar data to upscale site measurements to the 

landscape level. The sampling design is based on Jensen et al., 2008 and Paletto et al., 

2009. Around 30-40 sample plots are distributed throughout the entire study area with a 

radius of 15 m. In this study, the biophysical variables are: Mean Height, Max Height, 

Height to Live Canopy Base and Diameter at Breast Height, Crown Radius, Canopy Cover, 

and Leaf Area index. They are generated based on the following:  

All vegetation variables are generated by using a regression based approach, by first 

extracting a subset of the raw Lidar data in each plot location. Then the points are 

normalized by subtracting the ground points (DEM), while a height profile is created on 

the normalized points using the following groups: z values for minimum, percentiles (1st, 

5th, 10th, 25th, 50th, 75th, 90th, 95th, 99th), maximum, mean, standard deviations and the 

coefficient of variation. The last step is to apply the best model base on the stepwise 

regression model in which the Lidar-base predictors are fitted against the field 

measurements.  

Canopy Cover (CC) is generated by first analyzing the canopy height model (CHM) which 

is at 1 m resolution.  The value of the canopy cover pixel is calculated as the ratio of CHM 

pixels that have a value above a threshold to the total number of extracted pixels from the 

(Lucas et al. 2006).  

The leaf area index (LAI) variable is created using the Lidar vegetation points, normalized 

by the DEM. An average scan angle is calculated using the extracted Lidar points and the 

following equation: 

 

1
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where 𝑎 is the average scan angle, n is the number of extracted points and 𝑝𝑡𝑛𝑠𝑐𝑎𝑛 𝑎𝑛𝑔𝑙𝑒 

is the scan angle for a single extracted point i. Next the gap fraction (𝐺𝐹) is calculated 

using the following equation: 
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where nground is the number of extracted points that have a z value smaller than 1.5 m 

(equivalent to the height of a hemispherical camera) and n is the total number of extracted 

points. Finally, the LAI value is calculated using the following equation: 

 

k
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)ln()cos( 
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     (15) 

 

where 𝐿𝐴𝐼 is the extinction coefficient and ln is the natural logarithm (Richardson et al. 

2009). The value 0.5 is used for the extinction coefficient k, as suggested in the literature 

(Richardson et al. 2009). The tree segmentation product was thinned by randomly 

removing points at 5 different levels: 10%, 20%, 30%, 40% and 50%. At each level, the 

segmentation product was reduced by the corresponding percentage (i.e. 10% means 10 

percent of the points were removed from the segmentation product). 

Maximum Entropy is one of the most popular niche algorithms currently available (Elith 

et al. 2006) and is the one being used in this study. To capture the seasonality across our 

study area and limit the number of variables, only four months have been selected (January, 

April, June, and October) (McPherson and Weltzin 2000). The Fisher data consist of 6 857 

unique localities, meaning that only one location per 20 meters was kept. The data were 

than divided into three random sets: 60% for training the model, 20% for validation, and 

20% for testing. Since the statistical test being conducted for this study only can handle 

binary outputs, the  5% omission rate as the threshold (Pearson et al. 2004, Li and Guo 

2010) will be applied to each model output. The validation points are used to extract the 

original continuous model values, those values are then sorted from lowest to highest and 

the 5% lowest value will be accepted as the threshold.  

To determine how different each model is from another, two different measurements will 

be applied, where one is the very well-known Kappa (k). Kappa coefficient was calculated 

from the following equation, 

 

Pr( ) Pr( )

1 Pr(e)

a e
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


       (16) 

 

where Pr(a) is the relative observed agreement, and Pr(e) is the hypothetical probability of 

chance of random agreement. The other measurement also calculates the proxy of F-

measure based on positive-background data (Fpb) which is defined as follows: 
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2*
pb
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F

TP FN FP


      
  (17) 

 

where TP is true-positive, FN is false-negative, and FP is false-positive. To determine the 

significance level, McNemar’s test was applied. McNemar is a widely used statistical test 

for paired nominal data, selected to determine the change compared to each set of models 

(McNemar 1947). By applying a 2×2 contingency table with a dichotomous trait, the 

existence of marginal homogeneity is tested under chi-square distribution. 
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where Pb is the number of presences predicted from M1 and absence in M2; Pc is the number 

of absences predicted in M1 but showing as presence  inM2, where M is any model output. 

The χ2 should conform to a chi-squared distribution when Pb and Pc are sufficiently large. 

If the possibility of the calculated χ2is smaller than the pre-defined significance level 

(α=0.01), the null hypothesis will be rejected; otherwise, it will be accepted. 

 

RESULTS 

 

Influence of biophysical variables 

The similarities between using all the variables and using either subset are statistically 

significant (Table 5 and Table 6) no matter how McNemar is analyzed. Comparing all the 

different types of models to each are significantly based on our results of Kappa and 

McNemar (Table 5), in addition,  results suggest that the comparison between the physical 

model and the all-model Kappa is high (~0.9), meaning that they are very similar. In 

comparison with using all the variables versus biophysical model results suggest that they 

are not similar having a Kappa value being very low (~0.36) with a p-value of < .05; these 

patterns also are similar to the comparison of physical to the biophysical model. 

Respectively having a Kappa value of (~0.3) and a p-value of < 0.05.  

 

Table 5: Base model results utilizing the full model output. 

  

Physical Biophysical 

Kappa P Kappa P 

All 0.9261 < .05 0.3684 < .05 

Physical NA NA 0.3189 < .05 
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Table 6: Base model results utilizing the test and background points. 

 

Physical Biophysical 

Kappa P Fpb Kappa P Fpb 

All 0.8729 < .05 1.9739 0.2949 < .05 1.8509 

Physical NA NA NA 0.2317 < .05 1.8351 

 

Comparing the model output visually, the difference suggest not to be noticeable versus 

comparing at the all and physical model (Figure 8). The main difference suggest that the 

physical model has a smooth affect while the all-model has a “patchy”. In comparing the 

two models that contain physical variables to biophysical model, the difference are visually 

noticeable. The biophysical model covers the whole region, but having the “patchy” effect.   

 

 

Figure 8: Base model comparison 

 

Projecting based on forest thinning 

The projection of the Fisher on forest thinning is very interesting; notice that Kappa does 

decrease based on the percentage of thinning (Table 7). At 10% thinning projection, 

utilizing all of the variables, Kappa is ~0.99, while by increasing the thinning projection 

Kappa keeps getting smaller, down to ~0.93 (30% thinning). While the magnitude on the 

all-variable model decreases, it does so at a slow rate. This is different from the biophysical 

model. Here, the projections of 10% Kappa are ~0.93, but differ from the all-model at 20% 

thinning where the biophysical model is ~0.86 and at 30% it is ~0.77. This reduction of 

Kappa is ~25% less than the base 10% projection, meaning that the forest thinning is having 

an effect on the habitat potential niche. Visually, the differences between the all and 

biophysical models for each thinning percentage are well noticeable (Appendix C Figure 

All Physical Biophysical 
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1); however, the differences for the biophysical or all-models based on all of the 

percentages are not different. There are minor “patchy” differences, but they are not 

visually different. 

 

 

 

Table 7: comparing to multiple forest thinning scenarios. 

 

All Biophysical 

Kappa P Fpb Kappa P Fpb 

All 0.9923 < .05 1.9985 NA NA NA 

Biophysical NA NA NA 0.9320 < .05 1.9845 

Base to 10 % comparing 

 

All Biophysical 

Kappa P Fpb Kappa P Fpb 

All 0.9695 < .05 1.9938 NA NA NA 

Biophysical NA NA NA 0.8656 < .05 1.9691 

Base to 20 % comparing 

 

All Biophysical 

Kappa P Fpb Kappa P Fpb 

All 0.9398 < .05 1.9877 NA NA NA 

Biophysical NA NA NA 0.7715 < .05 1.9493 

Base to 30 % comparing 

 

DISCUSSION 

 

Importance of biophysical and physical parameters 

As shown in Figure 8, the differences between using physical and biophysical variables are 

not only visually different, but also statistically different (Tables 5-6). Utilizing biophysical 

variables only, suggest to have more of a detailed and broad effect on the model, in 

comparison to utilizing physical variables. When combining all of the variables, our results 

suggest that the physical variables have a greater influence on the range of potential habitat 

of the species. This observation also holds true when comparing the Kappa values (Table 

6), as previously mentioned, in that the comparison of the all variables model to physical 

variables is high compared to the value of the biophysical model, which is very low, a 

difference of .7. With this, one can state that physical and the all-model are very similar to 

each other, while there is a significant difference with the biophysical model. Once again, 
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the Fpb value follows the same pattern as Kappa, having the comparison of physical to the 

all-model reveal that the only difference is that the magnitude or percentage of difference 

on the value is not big.  

 

Forest thinning projection 

As mentioned in the results, the comparison between using all-variables and just the 

biophysical variables is, indeed, visually and statistically different. The biophysical model 

covers the whole study area, but displays somewhat more detailed and the potential suitable 

habitat for the Fisher. While using all of the variables, the model suggest to be constrained 

by one of the variables, this variable being April’s precipitation, which has about 30% 

influence on the model. More interestingly, the top five influential variables are all 

precipitation variables: April, July, January, and October (in order of importance). The 

second and only different influential variable is maximum temperature, at 20%. No matter 

the percentage of thinning projection, this trend remains intact with some of the bottom top 

five variables swapping in influence on the model. However, while they might be visually 

equal compared to the current model, Kappa seems to decrease with comparison to the 

base. 

 

Future considerations and improvements 

Most ENM only have available a few point locations and the main problem is in trying to 

determine the niches for species without a reasonable sample size (Pearson et al. 2007). 

However, for our study, we found that the model was fed too many points. The total number 

of unique points are ~6 900 and 4 114, wherein use to train the model there may be a 

problem in which the model was given too many points for that small region. As seen in 

Figures 1-2, visually all of the areas that are predicted as suitable for the Fisher appear to 

follow the pattern of the location of the species. One way to determine if the model has 

been over-fitted is to run the model with different amounts of point density. This way it 

can be proven if, or not, the model is being over-fitted with point localities.  

The model took input for the location of the Fisher, where one might make the assumption 

that, for at least the Fisher, a more realistic approach on determining the best suitable 

habitat is to use the location of their nest. The denning structures are considered to be the 

most important habitat components for fishers; they exhibit the greatest selection for natal 

dens and resting sites  (Gruber and Levizzani 2008). Other studies have shown the 

capability in determining resting sites, suggest that these are structures used as protection 

from predators and inclement weather and as a way to regulate body temperature (Ruggiero 

et al. 1994). In addition, studies have found that the areas in which these Fisher resting sites 

were located had higher canopy cover, large trees and snags, and structural complexity. 

Abiotic features such as distance to water, slope position and steepness also have shown to 

be indicative of areas supporting fisher resting structures (Zielinski et al. 2005). Fishers 

use natal dens and maternal dens to reproduce and raise their kits, and suitable dens are 

critical to the Fisher population development. Modeling the Fisher with the denning site 
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might be a better representation of the potential habitat of this very critical endangered 

species. 

Another key factor is to include other such parameters that would help improve the model, 

such as hazard areas, obstacle/road block, and even simple data such as closest water 

supplies. These will potentially have somewhat of an influence on the model (Zhao et al. 

2012). Therefore, more research needs to be conducted not only on the Fisher, but in 

general to determine which parameters have the most influence and impact on ENM and 

on which group of species, if any. Also, the forest thinning method that was applied on the 

Lidar data can be improved and there should be more research dedicated to finding out 

which method realistically can be applied. 

In conclusion, the study shows that utilizing biophysical or physical variables does affect 

the output of the ENM. The differences for all three model types are significant different 

and as well as visually. Our analysis based on projections of forest thinning shows that the 

fisher habitat will change and the change is significant. Our study demonstrate the 

influence of which variables are included in model can and will affect the either model, 

therefore, one must be selective and analyze which set of variables are included.  
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CHAPTER 6: CONCLUSION & FUTURE WORK 

 

The traditional method in which DEM is utilized as a covariate for all the variables has 

been proven to be insufficient, at least for precipitation. Significant work has been done to 

determine what covariates are best suited for each climate variable. I have shown that there 

are better products which will help reduce the uncertainty, however, there might be other 

products that are even better. Radar has been proven to be the best covariate for 

precipitation since precipitation is one of the variables that tends to have the most 

uncertainty. Even with the improvements there are still limitations in utilizing these climate 

surfaces. Generating climate surfaces of a finer spatial resolution is (1) time consuming 

and (2) might produce unusable data. Results suggest that the source dataset utilized in 

creating these climate surfaces have a problem with the number of decimal places it 

contains in its longitude and latitude fields. This is an example of the limitations that need 

to be considered when creating climate surfaces.    

Uncertainty in ecological niche modelling has been a hot topic in the environmental 

community, and we have made significant work in determining which source of uncertainty 

in the input data has the most influence when modeling a species. Results suggest that any 

type of uncertainty in modelling a species is significant and climate uncertainty has the 

most influence compared to the base model. Results suggest that adding more meaningful 

variables does have an impact on the size of the modeled potential habitat. Biophysical and 

physical models are significantly different; therefore, one needs to select variables to be 

included into the model carefully to produce more realistic results. 

Overall, the study was successful in incorporating remote sensing data to reduce 

uncertainty when creating climate surfaces. Even though there are still limitations when 

creating very fine spatial resolution surfaces, it is still important to generate these datasets 

because without these surfaces we will not be able to determine the impact of climate 

change. Creating climate surfaces is important, however, we also need to understand the 

uncertainty when utilizing these in ecological niche modelling, since uncertainty can alter 

the outcome of a species potential habitat. Future research is still needed to find the optimal 

covariate for each variable, which will lead to producing a better climate surface. It is also 

very important to try to increase the temporal resolution (monthly to daily) since this can 

lead to applying it to more direct human applications such as in public health. In the 

summer of 2003, the increase in number of heat waves had a huge impact, such that the 

average mortality rate increased. Europe had more than 15,000 additional deaths caused by 

these heat waves, which makes it critical to understand the climate change/shift at a global 

scale. This topic is one of the biggest contributions that can be made. Another example 

being food security, there’s a question of how and what crops should be grown due to 
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climate change. There are many routes that this dataset/product can make not only to the 

biodiversity community, but also as shown in many research areas.  
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APPENDIX A 

 

 

 Figure 1: Monthly total precipitation RMSE (mm). Each quadrant represents a different continental group, with each 

graph representing a different month. 
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Figure 2:Monthly mean temperature RMSE (K). Each quadrant represents a different continental group, with each 

graph representing a different month. 
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Figure 3:Monthly maximum temperature RMSE (K). Each quadrant represents a different continental group, with 

each graph representing a different month. 
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Figure 4: Monthly minimum temperature RMSE (K). Each quadrant represents a different continental group, with 

each graph representing a different month. 
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APPENDIX B 
 

Figure 1: base models which was converted to binary. 
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Figure 2: All the simulation models, which was converted to binary than sum for uncertainty on 

climate variables. 
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Figure 3: All the simulation models, which was converted to binary than sum for uncertainty on 

climate variables and DEM. 
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Figure 4: All the simulation models which was converted to binary than sum for uncertainty on 

climate variables and point locality.
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Figure 5: All the simulation models which was converted to binary than sum for uncertainty on all 

(climate variables, DEM, and point locality).
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Figure 6: All the simulation models which was converted to binary than sum for uncertainty on 

DEM.
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Figure 7: All the simulation models which was converted to binary than sum for uncertainty on 

DEM and point locality.
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Figure 8: All the simulation models which was converted to binary than sum for uncertainty on 
point locality. 
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Table 1: All 43 species ID, scientific name, category, group, and the number of unique localities. 

Species ID Species Category Group Count 

2436042 Sorex vagrans Baird, 1857 Shrew Broad 172 

2436078 Sorex ornatus Merriam, 1895 Shrew Broad 107 

2437427 Tamias siskiyou (A. H. Howell, 1922) Chipmunk Narrow 168 

2437867 Reithrodontomys raviventris Dixon, 1908 Mouse Narrow 372 

2437874 Reithrodontomys megalotis (Baird, 1858) Mouse Broad 432 

2437967 Peromyscus maniculatus (Wagner, 1845) Mouse Broad 2006 

2437981 Peromyscus eremicus (Baird, 1858) Mouse Broad 257 

2437985 Peromyscus truei (Shufeldt, 1885) Mouse Broad 580 

2438021 Peromyscus crinitus (Merriam, 1891) Mouse Broad 189 

2438028 Peromyscus californicus (Gambel, 1848) Mouse Moderate 511 

2438038 Peromyscus boylii (Baird, 1855) Mouse Broad 682 

2438438 Neotoma lepida Thomas, 1893 Woodrat Broad 251 

2438451 Neotoma bryanti Merriam, 1887 Woodrat Narrow 214 

2438516 Onychomys torridus (Coues, 1874) Woodrat Broad 155 

2438603 Microtus californicus (Peale, 1848) Vole Moderate 1665 

2438609 Microtus montanus (Peale, 1848) Vole Broad 131 

2438621 Microtus longicaudus (Merriam, 1888) Vole Broad 217 

2439141 Clethrionomys californicus (Merriam, 1890) Vole Moderate 422 

2439473 Zapus princeps J. A. Allen, 1893 Mouse Broad 125 

4263215 
Dipodomys panamintinus subsp. mohavensis 
Grinnell, 1918 

Kangaroo 
Rat Narrow 182 

4263341 
Chaetodipus formosus subsp. mohavensis Huey, 
1938 

Pocket 
mouse Broad 185 

4263615 Tamias sonomae subsp. sonomae Grinnell, 1915 Chipmunk Moderate 218 

4263628 Tamias speciosus subsp. frater J. A. Allen, 1890 Chipmunk Broad 182 

4263661 
Tamias amoenus subsp. monoensis Grinnell & 
Storer, 1916 Chipmunk Broad 394 

4265036 Neotoma macrotis Thomas, 1893 Woodrat Broad 336 

4827935 Callospermophilus lateralis Merriam, 1897 (?) Squirrels Broad 296 

5219681 Sciurus carolinensis Gmelin, 1788 Squirrels Broad 210 

5219683 Sciurus niger Linnaeus, 1758 Squirrels Broad 171 

6163341 Sorex ornatus salicornicus von Bloeker, 1932 Shrew Broad 224 

6163386 Sorex trowbridgii humboldtensis Jackson, 1922 Shrew Broad 486 

6163387 Sorex trowbridgii montereyensis Merriam, 1895 Shrew Broad 310 

6163394 Sorex vagrans halicoetes Grinnell, 1913 Shrew Broad 168 

6163501 
Perognathus longimembris longimembris (Coues, 
1875) 

Pocket 
mouse Broad 161 

6164308 Vulpes macrotis mutica Merriam, 1902 Fox Broad 546 

6164672 Lynx rufus californicus Mearns, 1897 Bobcat Broad 100 

7059247 Microtus californicus californicus (Peale, 1848) Vole Moderate 582 
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7194076 Dipodomys merriami subsp. merriami 
Kangaroo 
Rat Broad 270 

7194090 Sorex trowbridgii subsp. trowbridgii Shrew Moderate 155 

7194092 Sorex vagrans subsp. vagrans Shrew Moderate 1786 

7261500 Chaetodipus intermedius subsp. intermedius 
Pocket 
mouse Broad 117 

7261506 Chaetodipus fallax subsp. fallax 
Pocket 
mouse Narrow 125 

7261509 Chaetodipus baileyi subsp. baileyi 
Pocket 
mouse Broad 873 

7261539 Tamias senex subsp. senex Chipmunk Broad 132 
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Figure 1: Model results after projection to a percentage of forest thinning. 
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