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ABSTRACT 

h m o f  

We consider a CDMA system consisting of an image source 
coder; a convolutional channel coder, an interleaveK and a 
direct sequence spreading module. With different alloca- 
tions of bandwidth to source coding, channel coding and 
spreading, the system is analyzed over a frequency selec- 
tive Rayleigh fading channel. The performance of the sys- 
tem is evaluated using the cumulative distribution finction of 
peak signal-to-noise ratio. We show that, among other things, 
given aJixed channel coding rate, allocating more bandwidth 
to source coding allows higher maximum image quality. At 
the same time, the probability of achieving this high quality is 
small. Allocating more bandwidth to spreading decreases the 
number of source information bits transmitted, thus limiting 
the achievable image quality, but the probability of achieving 
this maximum quality is high. 

Channel 
Decding Despreading 
(Vilerbi) 

Source 
Decoding 

I. INTRODUCTION 

Source coding, channel coding and spread spectrum are the 
three main components in a CDMA communication system. 
A number of studies have been done on the joint design of 
source and channel coding algorithms to yield better system 
throughput [I ,  2, 31. There also exists a body of research on 
the tradeoffs between channel coding and CDMA [4, 5, 61. 
In this work, we investigate the interrelationship among all 
three components. 

Bandwidth is the major shared resource between the three 
components. Source coding will free up bandwidth for both 
forward error correction (FEC) and spreading. Allocating 
more bandwidth to source coding will allow more infor- 
mation from the source to be transmitted. For different 
compression methods and rates, the bit stream coming out of 
the source encoder will be more or less sensitive to different 

*Acknowledgement: This research was partially sponsored by the Cen- 
ter for Wireless Communications of UCSD, and by the CoRe program of 
the State of California. 

types of error patterns. FEC and spreading protect the 
transmitted bits from noise and interference. Depending on 
the channel conditions and the characteristics of the source 
coded bit stream, the system will perform better with either 
more FEC or more spreading. 

The paper is organized as follows. In Sections I1 and 111, 
the system model and the channel model are described, 
respectively. Some representative results are given in Section 
IV, and the conclusions are given in Section V. 

11. SYSTEM MODEL 

The system is shown in Figure I. We discuss each component 
in detail below. 

m 

cos(w.r+e. ) 

Figure 1 : System overview. 

1. Source coding: The source images are encoded using 
a lossy compression algorithm called Set Partitioning In 
Hierarchical Trees (SPIHT [7]). The encoded bit stream is 
progressive, i.e., bits which come first can be used to recon- 
struct a low quality version of the source image, and bits 
which come later can be decoded to produce successively 
higher quality versions. The SPMT algorithm has excellent 
compression performance, however, it is very sensitive to 
errors. An error in one bit may lead to complete loss of 
synchronization in the source decoder, rendering decoding 
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impossible of all subsequent bits. There is a small amount where 
of image header information for the coded source bit stream 
(59 bits in most cases). This number is very small compared 
to the bit budget for almost all transmission rates of interest, 
so in all the analyses and simulations, the header is assumed 
to be error-free. 

2. Channel coding: In Figure 2 [9], source information bits 
are grouped into blocks of size N .  A 16-bit CRC is added 
to each packet. Then the packet is convolutionally encoded 
using a Rate-Compatible Punctured Convolutional (RCPC) 
[8] code. The list-based Viterbi algorithm is used to find the 
best candidate in the trellis. Then the CRC detects whether where 
there is an error. If there is an error, the second best candidate 
is found and the CRC checked, and so on. After checking 
the list of paths for a predetermined number of times, if the 
CRC check still declares an error, the source decoder will 
discard that block and all subsequent blocks. The image will &. = ek - w,T~, So = T~ = 0, are independent 
be reconstructed from the previously received blocks. identically distributed (iid) random variables, uniformly 

S k ( t )  = d F a k ( t ) b k ( t ) e j ' k  , 

P is the average transmitted power, assumed to be the same 
for all users, wc is the common carrier frequency and 61, is 
the phase of the ICth  user. Assuming asynchronous operation, 
the delay of user IC relative to the reference user (user 0) is 
Q, IC = 1, .... K - 1. The composite signal at the input to the 
channel is 

sT( t )  = ~ e [ ~ T ( t ) e J ~ c ~ ] ,  

K - 1  

sT(t) = d % a k ( t  - T k ) b k ( t  - T k ) e j @ k  , 
k=O 

: 
! 

SPlHTlmagc uniformly distributed in [0, T). 
Encoder 

... ................., , ........................., 111. CHANNEL MODEL 

Figure 3 shows a finite-length tapped delay line model for 
a frequency selective multipath channel for the lcth user. In 

Figure 2: Source and channel coding block diagram. 

3. Spreading: The channel coded data stream is spread, us- 
ing direct sequence with a long spreading code, by a factor of 
M (the processing gain). Then the signal is transmitted us- 
ing BPSK modulation. Assume there are K simultaneously 
active users in the system. The signature sequences of dif- 
ferent users have a common chip rate of l/Tc = W ,  where 
T, = T I M ,  W is the spread bandwidth and 1/T is the data 
bit rate. Let ak ( t )  denote the signature sequence waveform 

elements, where aj") E (+l, -1). Then 

of the kth user, and let aj  (k) be the corresponding sequence 

03 

4) = "y'Prc(t - jTc) , 
j=-m 

the figure, L is the number of resolvable multipaths in the 

different paths. Note that ci takes the form of crjej'i, in which 

ai is Rayleigh distributed, i.e., p ( a )  = S e S ,  and t9i is 
uniformly distributed. We assume a flat Multipath Intensity 
Profile (MIP), which means the parameter rs2 in the Rayleigh 
density is not a function of i. 

channel, and ci, i = 1, .... L,  are the complex gains of the 

-2 

*---+-l 
st(t) 

IN 

& I  

where PT, = 1 for 0 5 t 5 T, and equals zero otherwise. Addidve noise 

Similarly, the data signal may be written as N W  

00 ryt) =;T;G (t) s',(t - i$+N(t) 

b k ( t )  = bj")Pr(t -jT) . 
j=-m Figure 3: Tapped delay line model of frequency-selective 

channel. Therefore, the transmitted signal for the k-th user is 

sk( t )  = ~ e [ ~ k ( t ) e j " c ~ ] ,  
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nT+(L- 1)T 

Figure 4: RAKE receiver model. 

We use the RAKE receiver shown in Figure 4 to resolve the 
multipath. The received signal is fed into a matched filter for 
despreading before it goes into the RAKE receiver. In the 
RAKE receiver, maximal-ratio combining is used to produce 
the optimal result. Note that &(t)  = c;(t) under perfect 
channel estimation. 

Fading in the wireless channel is correlated in time. The fad- 
ing pattem depends on the mobile speed through the normal- 
ized Doppler value. The maximum Doppler shift is given by 

V 
f D  = f m a z D o p p l e r  = fc;, 

where f c  is the carrier frequency, v is the mobile speed, and 
c is the speed of light. Considering a scenario where f c  is 
900 MHz, and the data rate is 29 K bitskec, we have the re- 
sults presented in Table 1. The Jakes' model [lo, 111 is used 
to generate time-correlated Rayleigh fading parameters cz (t ) 
for each path (for each i) and independent fading between 
different paths. Asynchronized interfering users' and Addi- 
tive White Gaussian Noise (AWGN) are added to the desired 
signal at the output of the channel. 

Scenario Mobile speed f D  (Hz) f D  . T 
pedestrian 4mph 5.36 1.85e-4 

local 30mph 40.2 1.39e-3 
highway 70mph 93.9 3.24e-3 

Table 1 : Normalized Doppler and mobile speed. 

IV. RESULTS 

The choice of a good system depends on the performance 
measure and the channel conditions. For a given system, both 
the fades and the noise in the channel are random processes. 

'Chip synchronization is assumed. 

Therefore, the output from the source decoder will not be 
the same for different trials. We measure the performance of 
the system by looking at the output for many independent 
trials. The cumulative distribution function (CDF) of PSNR 
(Peak Signal-to-Noise Ratio 2, of the decoded image is used 
to evalui?.te the performance [ 121. 

1. Tradeoffs of bandwidth 
For all the curves, we kept the ratio of energy-per-source-bit 
to noise power spectral density, Eb/ No, constant, where 
N0/2  is the two sided noise power spectral density. 

In Figure 5,  the channel coding rate is fixed at 0.72. The num- 
ber of users K = 10, and Eb/ No is 4dB. Parameters which 
are varied are processing gain and source coding rate, 
represented by (processing gain, source coding rate) in 
the plots. For the top-most curve, we see that there is a 
high probability that the output image has a low PSNR. But 
since more bandwidth is allocated to source coding, there is 
a small, but nevertheless non-zero, probability of achieving 
very good PSNR results, (the right end of the curve reaches 
a PSNR greater than 34dl3). In contrast, for the lowest curve, 
there is a high probability of achieving high PSNR. But since 
less bandwidth is allocated to source coding, the best PSNR 
achievable is limited to 32.5dB, lower than the corresponding 
values of the other curves. 

0 9 -  

0 -  26 27 28 29 30 31 32 33 34 35 

PSNR of decoded image 
a 

Figure 5: CDF plots: Tradeoff between source coding rate 
and processing gain. Uncorrelated fading, channel coding 
rate 0.72. 

2Defined as 10 log f ~ ~ , " , ' , ~ ~ e ~ ~ $ ~ ,  where noiseimage = 
received image - original  image  
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We can see that, in Figure 5, there are crossovers between 
the curves. If there were no crossovers, it would be easy to 
say that the lowest curve represents the best system. When 
the curves cross, a given system may be superior for one 
application but not for another. Comparison of the curves 
may then involve looking at the area under the curve, perhaps 
with some weighting (e.g., all PSNRs less than a certain 
amount may be considered equally bad, and all PSNRs 
above a certain amount may be considered equally good). 
The application requirements can sometimes be summarized 
by saying that a given image quality must be present at least 
a specified fraction of the time. Some curves may then be 
inadmissible. These issues are discussed in [ 121. 

09 

PSNR 01 demded image 

Figure 6: CDF plots: Tradeoff between channel coding rate 
and processing gain. Local fading pattern, interleaver 10 by 
10. 

Figure 6 shows the tradeoff between channel coding rate 
and processing gain. The number of users K = 10 and 
E b /  No = 4dB. The parameters varied are processing gain 
and channel coding rate. The source coding rate is fixed, 
therefore the best achievable image quality is the same for 
all curves, and there is no crossover. Note that for decreasing 
channel coding rate r = 0.80,0:46,0.36,0.30, approxi- 
mately IS%, 64%, 92%, 84% of the decoded images have 
PSNR larger than 30dB. It is easy to see that in this scenario, 
the system first improves when more bandwidth is allocated 
to the channel coding (channnel coding rate decreases), and 
then deteriorates when too much bandwidth is allocated to 
channel coding. There are two counterbalancing effects to 
the system when more bandwidth is allocated to channel 
coding instead of spreading. As the channel code rate, r ,  

gets lower, the coding gain increases which benefits the 
system. At the same time, the processing gain decreases and 
this cause both loss of some diversity enhancement and a 
decrease in interference suppression. 

2. Effects of interleaving 
The source coding algorithm, the channel coding algorithm 
and the interleaver might cause significant delays in the 
system, especially for time critical applications such as voice 
and video transmissions. Here we will discuss the effects of 
the interleaver. 

0 9 -  

08- 

0 7 -  

0 26 27 28 29 30 31 32 33 34 35 
PSNR at dechded image 

Figure 7: System performance parameterized by interleaver 
size. Channel coding rate 0.80, packet size 250, pedestrian 
fading pattern 

Generally, a larger interleaver will scatter correlated errors. 
However, this does not always benefit the system, especially 
when the system performance depends more on packet era- 
sure rate than on bit error rate. Figure 7 shows the system 
performance versus interleaver size under different channel 
conditions. The channel coding rate is 0.80. There are K = 6 
active users, the processing gain is 128, and Eb/ No is 4dB. 
We see that a larger interleaver size does not necessarily lead 
to better performance. This is because the interleaver dis- 
perses the errors, and thus more packets are affected. Note 
that even though that dispersion of errors results in fewer 
errors per packet, the number of those bit errors may still 
be large enough to overwhelm the decoder. For the curves 
shown in Fig. 7, the interleaver size has to be about 120 by 
120 before the decoder functions efficiently. 
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V. CONCLUSIONS 

Given a fixed total bandwidth, each coding scenario has a 
different probability distribution of achieving certain PSNR 
values for the decoded image. Allocating more bandwidth 
to source coding allows us to achieve a higher maximum 
image quality, but the probability of achieving this quality 
is smaller. On the other hand, allocating more bandwidth to 
spreading decreases the number of source information bits 
transmitted and thus limits the best achievable image quality, 
but the probability of achieving this quality is higher. 

For a given bandwidth, there are optimal allocations of 
bandwidth to source coding, channel coding and spreading, 
depending on the result one wants to achieve. Tradeoffs 
among the parameters allow us to tune the system perfor- 
mance to a particular set of requirements. 
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