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The microbiome is inherently dynamic, driven by interactions among microbes, with the host, and

with the environment. At any point in life, human microbiome can be dramatically altered, either transiently

or long term, by diseases, medical interventions or even daily routines. Since the human microbiome is

highly dynamic and personalized, longitudinal microbiome studies that sample human-associated microbial

communities repeatedly over time provide valuable information for researchers to observe both inter- and

intra-individual variability, or to measure changes in response to an intervention in real time. Despite

this increasing need in longitudinal data analysis, statistical methods for analyzing sparse longitudinal

microbiome data and longitudinal multi-omics data still lag behind. In this dissertation, we describe our
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efforts in developing two novel statistical methods, Bayesian functional principal components analysis

(SFPCA) for sparse longitudinal data analysis, and multivariate sparse functional principal components

analysis (mSFPCA) for longitudinal microbiome multi-omics data analysis.

Beyond longitudinal data analysis, we are also interested in utilizing statistical techniques for

addressing the “reproducibility crisis” in microbiome research, especially in the indispensable task of

feature selection. Instead of developing “the best” feature selection method, we focus on discovering a

reproducible criterion called Stability for evaluating feature selection methods in order to yield reproducible

results in microbiome analysis.

To set an appropriate motivation and context for our work, Chapter 1 reviews the importance of

longitudinal studies in human microbiome research, and presents the crucial need of developing novel

statistical methods to meet the new challenges in longitudinal microbiome data analysis, and of producing

reproducible results in microbiome feature selection. Chapter 2 introduces Bayesian SFPCA, a flexible

Bayesian approach to SFPCA that enables efficient model selection and graphical model diagnostics

for valid longitudinal microbiome applications. Chapter 3 presents mSFPCA, an extension of Bayesian

SFPCA from modeling a univariate temporal outcome to simultaneously characterizing multiple temporal

measurements, and inferring their temporal associations based on mutual information estimation. Chapter

4 proposes to use reproducibility criterion such as Stability instead of popular model prediction metric

such as mean squared error (MSE) to quantify the reproducibility of identified microbial features.
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Chapter 1

Introduction

For centuries, a strong causal link has been drawn between bacteria and illness. But just over the

past two decades, scientist have begun to shift that paradigm with mounting evidence that the dynamic

community of trillions of microbes live in harmony with our human body, and they are crucial to our

survival, influencing almost every aspect of our health from birth to death. We have only recently started

to appreciate that the human body is home to at least 38 trillion microbial cells, outnumbering the 30

trillion human cells (Sender et al., 2016). Collectively, the microbial associates that reside in and on the

human body constitute our microbiota, and the genes they encode are known as our microbiome. This

complex community contains taxa from across the tree of life including bacteria, eukaryotes, viruses,

and archaea, that interact with one another and with the host, greatly impacting the human health and

physiology (Clemente et al., 2012). Only a small minority of these can be cultured, however, with the

recent development of next generation sequencing techniques, scientists can now examine the “uncultured

majority” of microbes by direct DNA sequencing, which greatly expanded the repertoire of known microbes

both in our bodies and in the environment (Shendure and Ji, 2008; Whitman et al., 1998). The human

microbiome contains about 150 times more genes than the human genome (Qin et al., 2010). In contrast to

the mostly stationary human genome, the human microbiome is highly variable. It displays substantial

intra- and inter- individual variation at different body sites (Huttenhower et al., 2012), and during different

stages of human life (Dominguez-Bello et al., 2019).
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The microbiota play a major role in human health from infancy to old age. At birth, infants are

exposed to the maternal birth canal microbial population that influences the development of their gut

microbiome. Infants born vaginally acquire their own mother’s vaginal bacteria, while infants delivered

through C-section harbor a characteristic of skin microbiota (Dominguez-Bello et al., 2010). Compared to

vaginally delivered infants, the lack of the natural first inoculum in C-section babies might account for their

increased susceptibility to certain pathogens, such as atopic diseases, allergies and asthma (Dominguez-

Bello et al., 2011). Within a few hours of birth, breast milk is an early source of bacteria and nutrition

introduced to the infant gut. In primarily breastfed infants, bacteria from mother’s milk and areolar skin

are most prominent in their infants’ guts in the first month of life, accounting for nearly 40% of the gut

bacteria (Pannaraj et al., 2017). In contrast, mother to infant microbe transmission was compromised

in infants who were not primarily breastfed. This impact is not limited to the early childhood; breast

milk bacteria seed the gut first influence and select for bacteria that follow, leaving a footprint that can

be detected even in adulthood (Ding and Schloss, 2014). The infant microbial composition begins to

converge toward an adult-like microbiota by the end of the first year (Palmer et al., 2007) and fully

resembles the adult microbiota by 2.5 years of age (Koenig et al., 2011; Yatsunenko et al., 2012). Once

the microbiota have reached maturity, they remain mostly stable until old age. However, the composition

can be altered due to external perturbations such as antibiotic use, diet, and excessive hygiene. Repetitive

use of antibiotics in humans is linked with an increase in antibiotic-resistant pathogens (Sommer et al.,

2009). Although the particular bacterial taxa affected vary among individuals, some taxa do not recover

even months after treatment, and in general, there is a long term decrease in bacterial diversity (Dethlefsen

and Relman, 2011). Changing diet can alter the gut microbiota within days. For example, increased

abundance of known butyrate producing bacteria in African Americans consuming a rural African diet

caused butyrate production to increase 2.5 times and reduced synthesis of secondary bile acid (O’Keefe

et al., 2015). The hygiene hypothesis postulates that excessive sanitation results in the lack of exposure to

pathogenic and nonpathogenic microbial products in Western countries that might be a contributing factor

to the inappropriate immune response to allergens (Clemente et al., 2012).

Given the rapid response of the microbiota to external perturbations throughout the human life, it

will be of great value to model these dynamic changes and associate them with important biological and/or
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clinical outcomes. Moreover, incorporating additional omics data into such analyses will be extremely

helpful to understand the functional links between microbial communities and diseases. Last but not least,

quantifying the reproducibility of identified bacterial taxa in microbial analyses will be crucial to ensure

validity and future generalizability. In this dissertation, we presented three novel methods to address these

critical needs.

1.1 Overview of Chapter Contents

In Chapter 2, we develop Bayesian Sparse Functional Principal Components Analysis (SFPCA),

which is able to model the highly non-linear temporal trajectories, even when the longitudinal data are

sparse with measurements for individuals occurring at possibly differing time points. Our Bayesian

approach allows users to use the efficient leave-one-out cross-validation (LOO) with Pareto-smoothed

importance sampling (PSIS) for model selection, and to utilise the estimated shape parameter from

PSIS-LOO and also visual posterior predictive checks for graphical model diagnostics. This Bayesian

implementation thus enables careful application of SFPCA to a variety of longitudinal microbiome data

applications.

In Chapter 3, we extend Bayesian SFPCA from modeling a univariate temporal outcome to

simultaneously characterizing multiple temporal measurements. Moreover, we utilized the correlations

among the functional principal component (FPC) scores to estimate the inter-block and conditional inter-

block relationship given other variables in order to infer the temporal associations between different

measurements. This method could meet the growing need of simultaneously modeling multiple temporal

outcomes and inferring their temporal associations in longitudinal microbiome multi-omics data.

In Chapter 4, we propose to use Stability index to quantify the reproducibility of identified

microbial features. We showed that in both extensive simulations and real data applications, reproducibility

criterion Stability is preferred over popular model prediction metric mean squared error (MSE). We

thus suggest microbiome researchers use a reproducibility criterion such as Stability instead of a model

prediction performance metric such as MSE for feature selection in microbiome data analysis.
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Chapter 2

BayesTime: Bayesian Functional Principal

Components for Sparse Longitudinal Data

2.1 Abstract

Modeling non-linear temporal trajectories is of fundamental interest in many application areas,

such as in longitudinal microbiome analysis. Many existing methods focus on estimating mean trajectories,

but it is also often of value to assess temporal patterns of individual subjects. Sparse principal components

analysis (SFPCA) serves as a useful tool for assessing individual variation in non-linear trajectories;

however its application to real data often requires careful model selection criteria and diagnostic tools.

Here, we propose a Bayesian approach to SFPCA, which allows users to use the efficient leave-one-out

cross-validation (LOO) with Pareto-smoothed importance sampling (PSIS) for model selection, and to

utilize the estimated shape parameter from PSIS-LOO and also the posterior predictive checks for graphical

model diagnostics. This Bayesian implementation thus enables careful application of SFPCA to a wide

range of longitudinal data applications.
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2.2 Introduction

Longitudinal data, i.e., multiple observations collected on the same subject over time, are ubiq-

uitous in biomedical research. In addition to using longitudinal data to estimate mean trajectories, it is

often of great interest to characterize individual subject variation. Both the mean trajectory and individual

subject deviations from the mean trajectory may be highly non-linear and hard to characterize using typical

modeling approaches for longitudinal data such as linear mixed-effects models. Additionally, longitudinal

data are often collected at irregular timing and frequency across subjects (they are “sparse"), and methods

for estimating trajectories need to be able to handle this common scenario.

For example, a question of fundamental interest in microbiome research is how the microbiome

evolves in individual subjects as a response to subject-level perturbations, such as disease, diet and lifestyle

(Kostic et al., 2015; Halfvarson et al., 2017; Smarr et al., 2017; Weingarden et al., 2015; David et al., 2014;

Turnbaugh et al., 2009; Fierer et al., 2008). Accurate continuous monitoring of a subject’s microbiome

may substantially improve prevention and treatment of some disorders. However, high-density temporal

sampling is not currently feasible for microbiome studies; in practice, microbiome samples are collected

infrequently and irregularly across time and subjects. Moreover, next generation sequencing techniques

used to obtain estimates of microbial measurements are noisy, thus further hindering inference regarding

the temporal evolution of a given subject’s microbial status. Finally, the microbiome exhibits highly

nonlinear dynamics over time, which introduces an additional complication to traditional longitudinal

analysis methods. While several analytical methods have been developed to model microbiome temporal

dynamics addressing these challenges (Ridenhour et al., 2017; Gibson and Gerber, 2018; Silverman et al.,

2018; Shenhav et al., 2019; Silverman et al., 2019), by and large the focus has been on mean trajectories,

substantially ignoring potentially important information about variation in trajectories across subjects.

Since microbiome progression is highly idiosyncratic, it would be of great interest to capture relevant

individual deviation from the mean trajectories, perhaps resulting in personalized predictions and clustering

of subjects based on progression patterns.

Sparse functional principal components analysis (SFPCA) serves as a useful tool to estimate

smooth mean trajectories while at the same time estimating smooth principal modes of variation of
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subject-level trajectories around the mean trajectory. SFPCA can be framed as an extension of linear

random-effects models, where time effects are treated as random and non-linearity is achieved by choice

of the functional basis (James et al., 2000; Kidziński and Hastie, 2018). The covariance structure of

the trajectories is modeled as a low-rank matrix to produce efficient estimates of individual trajectories.

Various fitting approaches, such as the EM algorithm, kernel smoothing and Newton-Raphson algorithm,

have been proposed to estimate parameters of the SFPCA model (James et al., 2000; Yao et al., 2005;

Peng and Paul, 2009). These approaches then use model selection techniques, such as cross-validation,

Akaike information criterion (AIC) and leave-one-curve-out cross-validation, to select the dimension of

basis and the number of principal components. However, due to their reliance on assumptions such as

normally-distributed component scores and residuals, these models need to be carefully examined when

applied to real data (Kidziński and Hastie, 2018).

We implemented the SFPCA model in a Bayesian framework to provide a flexible modeling

approach that incorporates effective model selection and graphical diagnostic methods. Our BayesTime

R package implementing the Bayesian SFPCA model allows users to use leave-one-out cross-validation

(LOO) with Pareto-smoothed importance sampling (PSIS) for model selection (Vehtari et al., 2017), and to

utilise the estimated shape parameter from PSIS-LOO and graphical posterior predictive checks for model

diagnostics (Gelman et al., 1996; Gabry et al., 2019). This Bayesian implementation thus offers a flexible

and comprehensive solution to real-date SFPCA applications, such as longitudinal microbiome data.

The Bayesian framework of SFPCA with PSIS-LOO is described in Section 2, and is implemented

in the BayesTime package in R (Section 3). Section 4 presents Monte Carlo simulations evaluating the

Baysian SFPCA model performance and further illustrates its use on a real longitudinal microbiome dataset,

showing how individual microbiome trends can be visualized and explored with BayesTime. Future work

is discussed in Section 5.
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2.3 Methods

2.3.1 Sparse Functional Principal Components Analysis

The classical assumption of functional data analysis is that each trajectory is sampled over a

dense grid of time points common to all individuals (Ramsay and Silverman, 2007). However, in practice,

trajectories are often measured at an irregular and sparse set of time points that can differ widely across

individuals. To address this scenario, James et al. (2000) proposed sparse functional principal components

analysis (SFPCA) using a reduced rank mixed-effects framework. Let Yi(t) be the measurement at time

t for the ith individual, µ(t) the overall mean function, f j the jth principal component function and

f = [( f1, f2, . . . , fk)]
T , where k is the number of principal components. Then the James et al. (2000)

SFPCA model is given by

Yi(t) = µ(t)+
k

∑
j=1

f j(t)αi j + εi(t), i = 1, ...,N (2.1)

subject to the orthogonality constraint
∫

f j fl = δ jl , the Kronecker δ . The vector α i = (αi1, . . . ,αik)
T is

the component weights for the ith individual and εi(t) is a normally-distributed residual, independent

across subjects and across times within subject. The functions µ and f are approximated using cubic

splines to allow for a smooth but flexible fit. Let b(t) be a cubic spline basis with dimension q > k. The

spline basis is orthonormalized so that
∫

b jbl = δ jl . Let Θ and θ µ be, respectively, a q× k matrix and a

q-dimensional vector of real-valued coefficients. For each individual i, denote their measurement times

by t = (ti1, ti2, . . . , tini)
T , and let Y i = (Yi(ti1), . . . ,Yi(tini))

T be the corresponding real-valued observations.

Then Bi = (b(ti1), . . . ,b(tini))
T is the ni×q spline basis matrix for the ith individual. The reduced rank

model can then be written as

Yi = Biθ µ +BiΘα i + εi, i = 1, ...,N, (2.2)

Θ
T

Θ = I, α i ∼ N(0,D), εi ∼ N(0,σ2
ε Ini),

where the covariance matrix D is restricted to be diagonal and Ini is the ni×ni identity matrix.
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2.3.2 Bayesian SFPCA

We developed the SFPCA model in a Bayesian framework to allow for flexible prior specification

and implementation of model selection and assessment methods. We implemented this Bayesian model

using Hamilton Markov Chain Monte Carlo (MCMC) sampling algorithm in Stan (Carpenter et al., 2017).

The real-valued observations Yi(t) are first standardized to have mean zero and standard deviation one. The

prior distributions for parameters in Eq. (2.2) were chosen as follows:

θ µ ∼ Nq(0, Iq)

α i ∼ Nk(0, Ik)

Θ j ∼ Nq(0, Iq), j = 1, . . . ,k

εi ∼ Nvi(0,σ
2
ε Ivi)

σε ∼Cauchy(0,1),

where Θ j is the jth column of the loading matrix Θ, and vi is the total number of visits for the ith subject.

The Bayesian implementation also enables use of leave-one-out cross-validation with Pareto-smoothed

important sampling (PSIS-LOO) (Vehtari et al., 2017) to perform model selection on the number of

principal components k and the number of basis functions q. Moreover, model fit can be assessed via

diagnostics plots from PSIS-LOO as well as the graphical posterior predictive checks obtained from

simulating posterior predictive data (Gelman et al., 1996; Gabry et al., 2019).

One difficulty in implementing the Bayesian SFPCA model is that the principal component

loadings Θ are not uniquely specified. For a given k× k rotation matrix P, if Θ∗ = ΘP and Θ obeys the

constraints in Eq.(3.2), then Θ∗T Θ∗ = PT ΘT ΘP = I, and hence Θ is unidentifiable without additional

restrictions. Instead of directly enforcing orthonormality when sampling from the conditional posteriors in

the Bayesian model fitting, we sampled the parameters with no constraint on Θ and then performed a post

hoc rotation for each iteration of the MCMC algorithm to meet the orthonormality constraint. Since the

symmetric matrix ΘT Θ is identifiable and non-negative definite, we applied an eigenvalue decomposition

ΘT Θ =V SV T , where V is the q×q matrix of orthonormal eigenvectors, and S is the diagonal matrix of
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eigenvalues, with the q positive eigenvalues ordered from largest to smallest. Let Θ∗ =Vk denote the q× k

matrix consisting of the first k eigenvectors of V , which satisfies Θ∗T Θ∗ = I. Finally, we rotated the FPC

scores α i to obtain α∗i = Θ∗T Θα i, so that Θ∗α∗i = Θα i.

2.3.3 Model Selection with PSIS-LOO

Leave-one-out cross-validation(LOO) with Pareto smoothed importance sampling (PSIS) is a

stable model selection procedure which has been shown to be more robust in the presence of influential

observations than other widely used criteria such as AIC (Akaike information criterion), DIC (deviance

information criterion) and WAIC (widely applicable information criterion) (Vehtari et al., 2017). In

Bayesian leave-one-out cross-validation, the estimate of the out-of-sample predictive fit (expected log

pointwise predictive density) is defined as

el ppdloo =
n

∑
i=1

log p(yi|y−i), (2.3)

where p(yi|y−i) =
∫

p(yi|θ)p(θ |y−i)dθ is the leave-one-out predictive density given the data without

the ith data point. Typically, LOO-CV requires re-fitting the model n times; however, a computational

shortcut exists to enable only one model evaluation. As noted by Gelfand et al. (1992), if the n points are

conditionally independent in the data model, we can then evaluate p(yi|y−i) with draw θ s from the full

posterior p(θ |y) using importance ratios, defined as

rs
i =

1
p(yi|θ s)

∝
p(θ s|y−i)

p(θ s|y)
. (2.4)

However, the posterior p(θ |y) is likely to have a smaller variance and thinner tails than the leave-one-out

distribution p(θ |y−i), and thus a direct use of the formula above induces instability, because the importance

ratios can have high or infinite variance.

Vehtari et al. (2015) improve the LOO estimate using Pareto smoothed importance sampling

(PSIS), which applies a smoothing procedure to the importance weights. As the distribution of the

importance weights used in LOO may have a long right tail, the empirical Bayes estimate of Zhang and

Stephens (2009) can be used to fit a generalized Pareto distribution to the tail (e.g. 20% largest importance

9



rations), and this is done separately for each held-out data point i. So for each i, the result is a vector of

weights w̃i
s = F−1

(
z− 1

2
M

)
,z = 1, . . . ,M, where M is the number of simulation draws used to fit the Pareto

distribution (in this case, M = 0.2S), and F−1 is the inverse-CDF of the generalized Pareto distribution.

Then each vector of weights is truncated at S3/4w̄i, denoted as ws
i . These results can then be combined to

compute the PSIS estimate of the LOO expected log pointwise predictive density:

̂el ppdpsis−loo =
n

∑
i=1

log
∑

S
s=1 ws

i p(yi|θ s)

∑
S
s=1 ws

i
. (2.5)

2.3.4 Model Diagnostics

PSIS-LOO is not only efficient, it can also provide useful diagnostics for model checking. The

estimated shape parameter k̂ of the fitted Pareto distribution can be used to assess the reliability of the

estimate; this diagnostic approach can be used routinely with PSIS-LOO for any model with a factorizable

likelihood. If k < 1
2 , the variance of the raw importance ratios is finite, the central limit theorem holds, and

the estimate converges quickly. If k ∈ [1
2 ,1], the variance of the raw importance ratios is infinite but the

mean exists, the generalized central limit theorem for stable distributions holds, and the convergence of the

estimate is slower. If k > 1, the variance and the mean of the raw ratios distribution do not exist. Vehtari

et al. (2017) suggested that if the estimated tail shape parameter k̂ exceeds 0.5, the user should be warned,

although in practice they have observed good performance of values of k̂ up to 0.7. Hence, this threshold

of 0.7 could be used in practice for model diagnostics. If the ith LOO predictive distribution has a large k̂

value when holding out data point i to evaluate predictive density, it suggests that data point i is a highly

influential observation that deserves further examination.

Moreover, since we are implementing a Bayesian SFPCA model, we can also compare the observed

data to simulated data from the posterior predictive distribution (Gabry et al., 2019). The idea behind

posterior predictive checks is simple: if a model is a good fit, then it should be able to generate data

that resemble the observed data. The data used for posterior predictive checks are simulated from the

posterior predictive distribution p(ỹ|y) =
∫

p(ỹ|θ)p(θ |y)dθ , where y is the current observed data, ỹ is the

new data to be predicted, and θ are model parameters. By comparing the observed and replicated data in

the posterior predictive checks, we may find a need to extend or modify the model.
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2.4 Implementation

The Bayesian SFPCA method has been implemented in R in the BayesTime package at

github.com/biocore/bayestime. The user can choose a range of the number of principal components and the

dimension of cubic spline basis (i.e. the number of internal knots + 4) by the PC_range and nknot_range

argument in stan_fit function, with which the knots are placed by the quantile of the time range in the

default setting. The following model comparisons are performed with the optimal_model function, which

compare models based on their ̂el ppdpsis−loo and standard errors. Moreover, model diagnostics on the

chosen model can be visualized using plot_k_diagnostic and plot_posterior_diagnostic fuctions.

library(BayesTime)

# use PSIS -LOO for model selection

sfpca_stan_results <- stan_fit(sfpca_data = dat, Nsamples = 1000, Nchain = 3, Ncores

=3, PC_range = c(1,2,3), nknot_range = c(1,2))

optimal_model_idx <- optimal(model_list = sfpca_stan_results)

optimal_model <- sfpca_stan_results[[optimal_model_idx]]

# model diagnostics with Pareto shape parameter k

plot_k_diagnostic(dat, optimal_model)

# model diagnostics with posterior predictive checking

plot_posterior_diagnostic(dat, optimal_model)

2.5 Examples

Using the BayesTime package, we evaluated the performance of the Bayesian SFPCA model in

Monte Carlo simulation studies and applied it to a longitudinal microbiome dataset to demonstrate its

utility in a practical example. Data and code for simulations and real data application are available at

https://github.com/knightlab-analyses/BayesTime-analyses.

2.5.1 Simulation Studies

Due to potential sequencing errors and sample collection procedures, missing data and dropouts

are the norm rather than the exception in longitudinal microbiome studies. Moreover, despite large-scale
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cross-sectional microbiome studies such as the Human Microbiome Project (Turnbaugh et al., 2007; Methé

et al., 2012) and American Gut Project (McDonald et al., 2018), studies characterizing human-associated

microbial communities over time often have relatively small sample sizes (Dethlefsen and Relman, 2011;

Flores et al., 2014; Caporaso et al., 2011). Hence, it is important to assess the performance of Bayesian

SFPCA in simulations with various sample sizes and with different levels of sparsity. In our simulations, we

varied the total number of subjects at 100, 50, 25, 10, and the proportion of missing values at 0%, 20%, 50%

and 80% (i.e., the percentage of randomly deleted observations to create increasingly sparse functional

datasets) over observations at 10 time points. To better mimic the reality, we simulated longitudinal

trajectories based on an SFPCA model using parameters initially estimated from the real microbiome data

in the following way:

1. applying SFPCA to a real longitudinal microbiome dataset (Dominguez-Bello et al., 2016);

2. selecting the optimal number of PCs k and dimension of basis q using PSIS-LOO;

3. extracting the estimated values for population mean curve (θµ), FPC loadings (Θ), diagonal covari-

ance matrix of FPC scores (D), and error variance (σ2).

Then we simulate the data by varying the number of subjects, the number of time points and

proportion of missing data as follows:

1. choosing the total number of subjects (N) and of time points (NT ) in order to place possible time

points between [0,1];

2. specifying the average number (µT ) of time points across all subjects in order to vary the proportion

of missing data (approximated as 1−µT/NT ) by simulating the observed number of time points for

each individual with ni ∼ Poisson(µT ) and then randomly placing the observed time points in the

possible time locations (chosen in the previous step);

3. generating the cubic spline basis matrix b(t) for each subject (orthonormality obtained through

Gram-Schmidt orthonormalization);

4. simulating for each subject FPC scores αi ∼ N(0,D) and noise εi ∼ N(0,σ2I);
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5. obtaining the temporal trajectory for each individual with Yi(t) = Biθµ +BiΘαi + εi, where Bi =

(b(ti1), . . . ,b(tini))
T

6. repeating steps 1 – 5 100 times for each simulation scenario with different number of subjects and

proportion of missing data, thus generating 1600 simulated datasets in total.

Before describing the simulation results, we want to use the scenario of 100 subjects with 80%

missing data to demonstrate how to perform model selection with PSIS-LOO and how to use its estimated

shape parameter k̂ to assess the reliability of the model. Models are compared based on their values of

̂el ppdpsis−loo: the larger the value, the better the model is. Among nine models tested (with the number of

PCs and the number of internal knots ranging from 1 to 3), the model with two PC’s and one internal knot

had the highest ̂el ppdpsis−loo. The second best model (with three PC’s and one internal knot) is lower in

̂el ppdpsis−loo by 1.86, and the standard error of the difference between the two models is 2.21, indicating

that the second model provides a similarly good fit. But since the first model is more parsimonious and all

of its estimated shape parameters k̂ are smaller than 0.7 (Figure 2.1A), we chose this as our best model.

We also generated graphical displays comparing observed data to simulated data from the posterior

predictive distribution. In Figure 2.1B, the dark line is the distribution of the observed outcomes y and each

of the lighter lines is the kernel density estimate of one of the replicates of y from the posterior predictive

distribution. This figure shows that there is very little discrepancy between real and simulated data from

the model, confirming the model validity for this application.

To evaluate the performance of Bayesian SFPCA, we investigated how well it recovered the mean

trajectory and two PC functions. With 100 subjects, even as the proportion of missing data increased from

0% to 80%, the estimated overall mean curves and PC curves accurately recovered the ground truth in both

scenarios (Figure 2.2). For the scenarios with 50 or 25 subjects with 80% missing data, the estimated mean

curves were still close to the ground truth, except for a slight deviation at the two ends due to the large

proportion of missing data there (Figure 2.3A, B). The PC curves were estimated well for both cases on two

PCs, despite slight underestimation toward the end on both PCs (Figure 2.3C, D). As for the challenging

scenarios of 10 samples with 50% or 80% missing data, the estimated mean curves in both scenarios and

the PC curves for the scenario with 50% missingness were still robust (Figure 2.4A, B, C). However, for the
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Figure 2.1: Graphical model checking with PSIS-LOO diagnostic plot and
posterior predictive checks for Bayesian SFPCA simulated scenario of 100

subjects with 80% missing data.

case with 80% missing data, the estimated PC 1 curve did not capture the decreasing trend as accurately as

before and displayed an artificial curvature towards the end; the estimated PC 2 curve also exhibited some

deviations from the ground truth (Figure 2.4D). A closer look at the simulated trajectories (Figure 2.4B)

indicated that few trajectories exhibited the decreasing trend at the beginning in both PCs due to the loss

of data, hence the deviated estimation was caused by the limitation of the underlying data. Note that the

visual comparisons above were demonstrated using one representative case from each simulation scenario.

Results over all 100 simulated datasets for each scenario were summarized in table 2.1 and 2.2, showing

that in the estimations of both mean (θµ ) and FPC spline coefficients (Θ), mean squared errors increase as

sample size decreases at each given missing proportion, although the variabilities are still within the 95%

credible intervals. Moreover, errors for the mean and FPC estimations remain similar despite increasing

missing proportion at fixed sample size. In summary, the performance of Bayesian SFPCA is robust to

limited sample size and a high proportion of missing data.
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Figure 2.2: Results of Bayesian SFPCA on simulated data with 100 total
samples of 0% vs. 80% missing data.

Table 2.1: Average mean squared errors with 95% CIs for estimating mean
spline coefficients.

N = 100 N = 50 N = 25 N = 20

NA = 0% 0.008 (0, 0.029) 0.015 (0, 0.066) 0.031 (0, 0.173) 0.044 (0.002, 0.188)
NA = 20% 0.008 (0, 0.034) 0.01 (0, 0.052) 0.021 (0.001, 0.088) 0.04 (0.001, 0.138)
NA = 50% 0.008 (0, 0.034) 0.011 (0, 0.053) 0.021 (0.001, 0.082) 0.041 (0.001, 0.154)
NA = 80% 0.007 (0, 0.025) 0.013 (0.001, 0.08) 0.026 (0.001, 0.105) 0.069 (0.009, 0.223)
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Figure 2.3: Results of Bayesian SFPCA on simulated data with 50 vs. 25 total
samples of 80% missing data.

Table 2.2: Average mean squared errors with 95% CIs for estimating FPC
spline coefficients.

N = 100 N = 50 N = 25 N = 20

NA = 0% 0.002 (0.001, 0.01) 0.011 (0.001, 0.116) 0.02 (0.001, 0.143) 0.049 (0.003, 0.21)
NA = 20% 0.002 (0.001, 0.005) 0.005 (0.001, 0.03) 0.018 (0.001, 0.157) 0.05 (0.003, 0.208)
NA = 50% 0.002 (0.001, 0.005) 0.005 (0.001, 0.026) 0.02 (0.001, 0.162) 0.054 (0.003, 0.203)
NA = 80% 0.004 (0.001, 0.016) 0.01 (0.001, 0.079) 0.027 (0.002, 0.208) 0.081 (0.017, 0.246)
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Figure 2.4: Results of Bayesian SFPCA on simulated data with 10 total
samples of 50% vs. 80% missing data.
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2.5.2 Impact of Skin Care Products on Microbiome Dynamics

In this example, researchers want to know how the skin microbiome would be altered when the

hygiene routine is modified, and whether this alteration is similar across different body sites (Bouslimani

et al., 2019). Twelve healthy subjects participated in this 9-week study, and samples were collected from

each individual on four skin body sites (face, armpits, front forearms and toes). For the baseline (week 0),

subjects performed their normal routine of using their personal skin care products. During the first three

weeks (w1-w3), all volunteers used only the same head-to-toe shampoo and no other product was applied.

In the following 3 weeks (w4-w6), four selected commercial products were applied daily by all volunteers

on the specific body site: sunscreen for the face, deodorant antiperspirant for the armpits, moisturizer for

the front forearm, and soothing foot powder for the toes, and continued use of the same shampoo. For the

last three weeks (w7-w9), all volunteers went back to their normal routine using their personal products.

Due to its specific study design, the perturbations of the skin microbiome are expected to occur around the

intervention time points. The outcome of interest in this example is the longitudinal pattern of Shannon

microbial diversity of the microbiome, defined as Shannon =−∑
S
i=1 piln(pi), where S is the total number

of species, and pi is the relative proportion of species i relative to the entire population.

The best SFPCA model was selected by PSIS-LOO to have four PCs and three internal knots for

the cubic spline basis. The estimated difference of expected leave-one-out prediction errors between the

models with three and four PCs was smaller than the standard error, hence they could both be considered

as adequate models. We chose the model with the highest value of ̂el ppdpsis−loo, which has four principal

components and three internal knots. The model diagnostics using graphical posterior predictive checks

showed that the simulated data from the posterior predictive distribution was able to cover the distribution

of observed outcomes well (Figure 2.5A). Moreover, the estimated shape parameters from PSIS-LOO were

all under the threshold of 0.7, except for one subject with a marginal value at 0.71 and another with an

extreme value at 1.15 (Figure 2.5B). To examine these two potential outliers, we compared their observed

trajectories with the predicted curves. Figure 2.5C, D showed that the observed trajectories (black) were

closely followed by the predicted curves (red) and fell within the 95% credible intervals (blue). All these

suggested that our selected SFPCA model was able to fit this dataset well.
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As seen in Figure 2.6A, the population mean curve reveals an overall trend of an initial decrease

in microbial diversity during the first 3 weeks due to the cessation of using personal skin care products,

an increase in the middle 3 weeks because of the introduction of four additional products, and a decrease

toward the end due to the resumption of normal routines. Figure 2.6B shows the first four estimated PCs,

with the first two PCs explaining over 90% of the variance. The first principal component captures variation

in changes in microbial diversity around week 2.5 and week 5. The second component captures additional

variation in changes around week 8. In Figure 2.6C-D, by adding a PC with ±1 standard deviation of PC

scores to the population mean curve, we illustrate how the first and second PCs impact the trajectories. The

first PC represents an overall vertical shift of the mean microbial diversity, and explains about 80% of the

variance. An individual with a high score on this component has on average higher microbial diversity than

one with a lower score, and vice versa. The second PC curve explains 12% of the variance, and captures

variation during the middle three weeks. Since a trajectory of each individual is represented as a weighted

sum of these principal modes of variation, we can use each individual’s PC scores to gain insight about

microbial perturbations in different body sites (Figure 2.6E-F). The scores of the first PC unveil the order

of microbial diversity from highest to lowest in the four body sites, where arm has the highest diversity

over time, while armpit the lowest. The signs of mean scores (positive or negative) indicate that arm and

face share one similar temporal pattern, corresponding to the orange curve in Figure 2.6C, while foot and

armpit share another temporal pattern, corresponding to the blue curve in Figure 2.6C. A similar temporal

clustering of face and arm, versus foot and armpit was observed in scores of the second PC as well.

2.6 Discussion

We have introduced a Bayesian approach to SFPCA, providing users an efficient Bayesian model

selection technique like PSIS-LOO and reliable model diagnostics methods such as examining the estimated

shape parameters from PSIS-LOO and utilizing the graphical posterior predictive checks. Moreover, our

Bayesian modeling approach is flexible in incorporating alternative prior distributions, for example, a

t-distribution to capture heavy tails in the distribution of principal component scores αi, which are easily

implemented in Stan. The examples in Section 4 demonstrate the potential of this Bayesian approach to
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Figure 2.5: Graphical model diagnostics with posterior predictive checks and
PSIS-LOO diagnostic plot for Bayesian SFPCA application to skin microbiome

dataset.
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Figure 2.6: Results of Bayesian SFPCA on skincare impact microbiome
dataset.
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select the optimal model and uncover meaningful biological insights after careful model implementation

and diagnostics. The first limitation of our current Bayesian SFPCA method is that it can only model one

temporal measurement for different subjects over time, while microbiome data are typically comprised

of thousands of microbes. This drawback would restrict the microbiome applications of this method to

mainly analyses of alpha diversity, changes or differences in beta diversity, or measurement of a specific

microbe. But given the flexibility in Bayesian modeling, it is feasible to extend the current model to

multiple outcome measures simultaneously. The second limitation of our method is that the Bayesian

implementation of SFPCA is less computationally efficient than frequentist approaches. However, with the

goal of building more valid and reliable models in real data applications, our flexible modeling options,

model selection and diagnostics with PSIS-LOO grants advantages over other available SFPCA approaches.

Moreover, since the SFPCA model is implemented in Stan, a programming language with a very active

user base, the BayesTime R package will be able to be updated with more efficient MCMC sampling

algorithms and also incorporate other groundbreaking model selection and diagnostic techniques whenever

they become available. Hence, we believe that the Bayesian approach to SFPCA will enable broader

applications to a wider range of longitudinal data analysis going forward.
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Chapter 3

Bayesian Multivariate Sparse Functional

Principal Components Analysis with

Applications to Longitudinal Microbiome

Multi-Omics Data

3.1 Abstract

Microbiome researchers often need to model the temporal dynamics of multiple complex, nonlinear

outcome trajectories simultaneously. This motivates our development of multivariate Sparse Functional

Principal Components Analysis (mSFPCA), which extends existing FPCA models to simultaneously

characterize multiple temporal trajectories and their inter-relationships. As with existing FPCA methods,

the mSFPCA algorithm characterizes each trajectory as a smooth mean plus a weighted combination of

the major (smooth) modes of variation about the mean, where the weights are given by the component

scores for each subject. Unlike existing FPCA methods, the mSFPCA algorithm allows for estimation

of multiple trajectories, such that the component scores, which are constrained to be independent within

a particular outcome for identifiability, may be arbitrarily correlated with component scores for other
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outcomes. A Cholesky decomposition is used to estimate the component score covariance matrix efficiently

and guarantee positive semi-definiteness given these constraints, and mutual information to assess the

strength of marginal and conditional temporal associations across outcomes. Importantly, we implement

mSFPCA as a Bayesian algorithm using R and stan, which enables the usage of PSIS-LOO for model

selection and graphical posterior predictive checks to assess the validity of mSFPCA models. While we

focus on application of mSFPCA to microbiome data in this paper, the mSFPCA model is of general utility

and can be used in a wide range of real data applications.

3.2 Introduction

Numerous diseases, including inflammatory bowel disease (IBD), heritable immune-mediated

diseases such as asthma, neurological conditions including autism, and genetically driven diseases such

as cancer, have been linked to dysregulation of human microbiota (Holleran et al., 2018; Lloyd-Price

et al., 2019; Frati et al., 2019; Sharon et al., 2019; Ballen et al., 2016). However, the complex influence of

microbiota on human health is not yet functionally understood. Ultimately, to understand the link between

the human microbiome and disease it is necessary to determine which microbe genes are being expressed as

well as the timing of their expression (Sberro et al., 2019). Thus, in addition to obtaining microbiome data

using 16S ribosomal RNA gene sequencing or whole genome shotgun sequencing (Kuczynski et al., 2010;

Ranjan et al., 2016; Gill et al., 2006), an increasing number of studies are also collecting transcriptomics

data in order to understand microbial gene expression, proteomics data to study expressed proteins, and

metabolomics data to define the functional status of host-microbial relationships (iHMP Consortium,

2014; Lloyd-Price et al., 2019; Bouslimani et al., 2019). This complex combination of data types, called

microbiome multi-omics, is essential for understanding the links between microbial communities and

disease and may enable translation of microbiome research into effective treatments.

An increasing number of microbiome multi-omics studies are longitudinal, aimed at simultaneously

characterizing microbiome and host temporal changes in order to provide a more comprehensive picture

of the dynamic changes during healthy and diseased states (iHMP Consortium, 2014; Lloyd-Price et al.,

2019; Vatanen et al., 2018; Stewart et al., 2018). Despite these breakthroughs in microbiome study
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designs and data collections, few statistical methods are available to analyze these complex longitudinal

omics data. Recently, several new methods based on network analysis were developed for multi-omics

integration of microbiome data in cross-sectional studies (Jiang et al., 2019; Morton et al., 2019), however,

analytical methods for longitudinal microbiome multi-omics data are still in their infancy. The challenges

include irregular timing and frequency across subjects, unmatched time points between different data types,

non-linear temporal patterns, missing data, and high individual variability (Bodein et al., 2019).

The field of functional data analysis sheds some light on modeling such challenging and complex

type of longitudinal data. The statistical framework of functional data analysis (FDA) is a term introduced

by Ramsay and Silverman (Ramsay and Silverman, 1997), where the basic unit of information is the entire

function, such as a curve or image. Functional principal component analysis (FPCA) has been widely

used and serves as a fundamental tool for developing advanced methods for functional data analysis. The

fundamental aims of this method include capturing the principal directions of variation and dimension

reduction. FPCA summarizes the subject-specific features as the coordinates (called principal component

scores) of subject curves in the basis spanned by the principal components (Di et al., 2009). Recent works

include approaches of the smoothed FPCA based on a roughness penalty (Rice and Silverman, 1991), the

FPC methods for sparsely sampled functional data (James et al., 2000; Yao et al., 2005; Peng and Paul,

2009; Di et al., 2014; Kidziński and Hastie, 2018), and asymptotic properties of the classical FPCA (Hall

and Hosseini-Nasab, 2006; Li et al., 2010). Despite this burgeoning interest in FPCA research, most work

has been focused on univariate functional data. Chiou et al. (2014) proposed a multivariate FPCA method

to simultaneously model multiple temporal measurements and infer the component dependencies through

the pairwise cross-covariance functions. However, this method is limited to the classical functional data,

where the curves are observed longitudinally over densely sampled time points.

To meet the need for modeling irregularly and sparsely sampled, non-linear multivariate micro-

biome multi-omics trajectories, we developed multivariate sparse functional principal components analysis

(mSFPCA). The major novelty of our approach is that it focuses on a set of functions which are not

necessarily independent. Smoothing is accomplished through a few PC functions via the one-dimensional

reduced rank mixed-effect model proposed by James et al. (2000), and then modeling the association of

curves by jointly modeling the PC scores, whose covariance matrix is efficiently estimated by Cholesky
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decomposition. Our proposed method allows for simultaneously characterizing multiple temporal measure-

ments, such as microbiome, metabolome, inflammatory markers, and self-report measures, and to infer the

temporal associations among these measures both marginally and conditionally, based on estimation of

marginal and partial mutual information. Our model is employed in a Bayesian formulation and we use

Hamilton Markov chain Monte Carlo (MCMC) methods in stan to sample from the posterior distribution of

the model parameters. Our Bayesian implementation enables the usage of PSIS-LOO for model selection

and graphical posterior predictive checks to assess the validity of mSFPCA models. While we focus on

application of mSFPCA to microbiome data in this paper, the mSFPCA model is of general utility and can

be used in a wide range of real data applications.

The remainder of the paper is organized as follows. Section 2 reviews the sparse functional

principal component analysis (SFPCA), and introduces multivariate SFPCA, our statistical framework for

longitudinal microbiome multi-omics data. Section 3 describes extensive simulation studies to evaluate

performance of mSFPCA in realistic settings. Section 4 describes the application of our methodology

to a challenging longitudinal microbiome multi-omics data on type 2 diabetes. Section 5 presents our

conclusion. To ensure reproducibility of our results accompanying software, simulations and analysis

results are posted at https://github.com/knightlab-analyses/mfpca-analyses.

3.3 Methodology

3.3.1 Sparse functional principal components analysis

The classical assumption of functional data analysis is that each trajectory is sampled over a

dense grid of time points common to all individuals (Ramsay and Silverman, 2007). However, in practice,

trajectories are often measured at an irregular and sparse set of time points that can differ widely across

individuals. To address this issue, James et al. (2000) proposed sparse functional principal components

analysis (SFPCA) using a reduced rank mixed-effects framework. Let Yi(t) be the measurement at time

t for the ith individual, µ(t) the overall mean function, f j the jth principal component function and

f = [( f1, f2, . . . , fk)]
T , where k is the number of principal components. Then the James et al. (2000)
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SFPCA model is given by

Yi(t) = µ(t)+
k

∑
j=1

f j(t)αi j + εi(t), i = 1, ...,N (3.1)

subject to the orthogonality constraint
∫

f j fl = δ jl , the Kronecker δ . The vector αi = (αi1, . . . ,αik)
T is

the component weights for the ith individual and εi(t) is a normally-distributed residual, independent

across subjects and across times within subject. The functions µ and f are approximated using cubic

splines to allow for a smooth but flexible fit. Let b(t) be a cubic spline basis with dimension q > k. The

spline basis is orthonormalized so that
∫

b jbl = δ jl . Let Θ and θµ be, respectively, a q× k matrix and a

q-dimensional vector of real-valued coefficients. For each individual i, denote their measurement times

by t = (ti1, ti2, . . . , tini)
T , and let Yi = (Yi(ti1), . . . ,Yi(tini))

T be the corresponding real-valued observations.

Then Bi = (b(ti1), . . . ,b(tini))
T is the ni×q spline basis matrix for the ith individual. The reduced rank

model can then be written as

Yi = Biθµ +BiΘαi + εi, i = 1, ...,N, (3.2)

Θ
T

Θ = I, αi ∼ N(0,D), εi ∼ N(0,σ2
ε Ini),

where the covariance matrix D is restricted to be diagonal and Ini is the ni×ni identity matrix. Various

fitting approaches, such as the EM algorithm, kernel smoothing and Newton-Raphson algorithm, have been

proposed to estimate parameters of the SFPCA model (James et al., 2000; Yao et al., 2005; Peng and Paul,

2009). These approaches then use model selection techniques, such as cross-validation, Akaike information

criterion (AIC) and leave-one-curve-out cross-validation, to select the dimension of basis and the number

of principal components. However, due to their reliance on assumptions such as normally-distributed

component scores and residuals, these models need to be carefully examined when applied to real data

(Kidziński and Hastie, 2018).
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3.3.2 Bayesian SFPCA

Jiang et al. (2020) proposed a SFPCA model in a Bayesian framework to allow for flexible

prior specification and implementation of model selection and assessment methods. This Bayesian

implementation used Hamilton MCMC sampling algorithm in Stan (Carpenter et al., 2017). The real-

valued observations Yi(t) are first standardized to have mean zero and standard deviation one. The prior

distributions for parameters in Eq. (3.2) were chosen as follows:

θµ ∼ Nq(0, Iq)

αi ∼ Nk(0, Ik)

Θ j ∼ Nq(0, Iq), j = 1, . . . ,k

εi ∼ Nvi(0,σ
2
ε Ivi)

σε ∼Cauchy(0,1),

where Θ j is the jth column of the loading matrix Θ, and vi is the total number of visits for the ith

subject. This Bayesian implementation enables use of leave-one-out cross-validation with Pareto-smoothed

important sampling (PSIS-LOO) (Vehtari et al., 2017) to perform model selection on the number of principal

components k and the number of basis functions q. Moreover, model fit can be assessed via diagnostics

plots from PSIS-LOO as well as the graphical posterior predictive checks obtained from simulating

posterior predictive data (Gelman et al., 1996; Gabry et al., 2019). This Bayesian implementation thus

offers a flexible and comprehensive solution to real-date SFPCA applications.

3.3.3 Multivariate SFPCA

To model the P- dimensional multivariate response, we extend Bayesian SFPCA to simultaneously

model multiple temporal measurements, and infer both their marginal and conditional temporal associations.

For the pth temporal measurement, let Kp be the number of PCs, Qp be the corresponding number of basis

functions, Vip be the total number of visits for ith subject in the pth temporal measurement, Bip be the
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transpose of the cubic spline basis, and Θp be the corresponding FPC loadings. Then the total number

of principal components across p measurements are K = ∑
P
p=1 Kp, the total number of basis functions

are Q = ∑
P
p=1 Qp, and the total number of visits for subject i is Vi = ∑

P
p=1Vip. The SFPCA model can be

extended to be multivariate Sparse Functional PCA (mSFPCA) as

Yi = Biθµ +BiΘαi + εi, i = 1, ...,N, (3.3)

where Yi is a P- dimensional observed response, residuals ε i ∼ NVi(0,σ
2
ε IVi), spline basis Bi is a

Vi×Q matrix with

Bi =



Bi1 0T · · · 0T

0 Bi2 · · · 0T

...
...

. . .
...

0 0 · · · BiP


,

Θ is the Q×K matrix of FPC loadings, subject to the orthonormality constraint Θ
T

Θ = I, defined

as

Θ =



Θ1 0T · · · 0T

0 Θ2 · · · 0T

...
...

. . .
...

0 0 · · · ΘP


,

αi is the K- dimensional FPC scores with αi ∼ N(0,Σα) and Σα is restricted to the form



D1 CT
21 · · · CT

P1

C21 D2 · · · CT
P2

...
...

. . .
...

CP1 CP2 · · · DP


,
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where Dp is the within-measurement diagonal covariance matrix for the pth measurement, and

Clm is the between-measurement covariance matrix for the lth and mth measurements.

Σα can also be written as Σα = SαRαSα , where Sα is the diagonal matrix of standard deviations

for PC scores, and Rα is the correlation matrix with the restricted form as



I1 RT
21 · · · RT

P1

R21 I2 · · · RT
P2

...
...

. . .
...

RP1 RP2 · · · IP


,

where Ip is the identity matrix corresponding to the pth measurement.

Similar to Bayesian SFPCA, we used Hamilton Markov Chain Monte Carlo (MCMC) sampling

algorithm in Stan to estimate parameters, PSIS-LOO for model selection, and diagnostics plots from

PSIS-LOO and graphical posterior predictive checks for model diagnostics. The prior distributions for θµ ,

Θ and εi are set as follows

θµ ∼ NQ(0, IQ)

Θkp ∼ NQp(0, IQp),

εi ∼ NVi(0,σ
2
ε IVi)

σε ∼Cauchy(0,1),

where Θkp is the kth column of the FPC loadings in the pth block.

Orthonormality constraint

One difficulty in implementing the Bayesian mSFPCA model is that the principal component

loadings Θ are not uniquely specified. For a given K×K rotation matrix P, if Θ
∗ = ΘP and Θ obeys

the constraints in Eq.(3.3), then Θ
∗T

Θ
∗ = PT Θ

T
ΘP = I, and hence Θ is unidentifiable without additional

restrictions. Instead of directly enforcing orthonormality when sampling from the conditional posteriors

in the Bayesian model fitting, we sampled the parameters with no constraint on Θ and then performed
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a post hoc rotation for each iteration of the MCMC algorithm to meet the orthonormality constraint.

Since the symmetric matrix ΘΣαΘ
T is identifiable and non-negative definite, we applied an eigenvalue

decomposition ΘΣαΘ
T =V SV T , where V is the Q×Q matrix of orthonormal eigenvectors, and S is the

diagonal matrix of eigenvalues, with the Q positive eigenvalues ordered from largest to smallest. Let

Θ∗ =Vk denote the Q×K matrix consisting of the first K eigenvectors of V , which satisfies Θ
∗T

Θ
∗ = I.

Finally, we rotated Σα and FPC scores α i, to obtain Σ∗α = Θ
T∗

ΘΣαΘ
T

Θ
∗, and α∗i = Θ

∗T
Θα i, so that

Θ
∗
Σ∗αΘ

T∗ = ΘΣαΘ
T , and Θ

∗
α∗i = Θα i.

Modeling covariance

Since the covariance matrix of FPC scores Σα has the constraint of positive semi-definiteness

and it is restricted to the form of diagonal within-measurement covariance and any arbitrary form of

between-measurement covariance structure, it is a challenge to model this covariance matrix effectively.

Barnard et al. (2000) proposed a separation strategy for modeling Σ = SRS by assuming independent priors

for the standard deviations S and the correlation matrix R. To account for the dependent structure about

correlations among different subsets of variables, Liechty et al. (2004) proposed the common correlation

model for R, which assumes a common normal prior for all correlations with the additional restriction that

the correlation matrix is positive definite. However, the awkward manner in which ri j, the i jth element in

the correlation matrix R, is embedded in the full conditional posterior density, leading to use a Metropolis-

Hastings algorithm to update one coefficient ri j at a time (Liechty et al., 2004). This consecutive updating

procedure for correlation estimation is inefficient, and could lead to heavy computational cost when the

correlation matrix is large or when the correlation has to be estimated separately from other parameters in

mSFPCA model when implemented in Stan (Carpenter et al., 2017). For example, in a simulated data with

3 temporal measurements from 100 subjects over 10 time points, it would take 40 hours for a mSFPCA

model using existing covariance estimation method to estimate all the parameters when implemented in

Stan. However, the computational time can be reduced over 130 times (to only 18 minutes) by using our

proposed method due to the avoidance of additional Metropolis-Hastings algorithm.

To pursue an efficient numerical solution to the covariance estimation, we took advantage of the

Cholesky decomposition (Nash, 1990) and imposed the diagonal constraint on the within-measurement
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covariance matrices. Since the covariance matrix of FPC scores Σα has full rank (highly unlikely that PC

scores are correlated 100% across outcomes), it has a unique Cholesky decomposition in the form of

Σα = LLT ,

where L is a real lower triangular matrix with positive diagonal entries (Gentle, 2012) . Given a lower

triangular matrix L divided into P blocks, we have

L =



L1,1 0 · · · 0

L2,1 L2,2 · · · 0

...
...

. . .
...

LP,1 LP,2 · · · LP,P


,

then LLT =



L1,1LT
1,1 ∗ · · · ∗

L2,1LT
1,1 L2,1LT

2,1 +L2,2LT
2,2 · · · ∗

...
...

. . .
...

LP,1LT
1,1 LP,1LT

2,1 +LP,2LT
2,2 · · · LP,1LT

P,1 + ...+LP,PLT
P,P


,

where ∗ denotes the transpose of the corresponding sub-diagonal block. To ensure that LLT is positive

definite with diagonal within-block covariance matrices, the lower triangular Cholesky factor L needs to

meet the following two conditions:

1. Within-block covariance matrices ∑
M
m=1 LM,mLT

M,m,M = 1, ...,P, are diagonal.

2. The diagonal entries of LM,M,M = 1, ...,P are positive.

We will focus on defining the diagonal blocks LM,M to achieve these, and leave the off-diagonal blocks

LM,m,m = 1, ...,M−1 to be arbitrary, unconstrained (i.e. the unconstrained parameter elements from the

Hamiltonian MCMC sampling).
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Let DM,M = 1, ...,P be the Mth within-block covariance matrix, then

DM =
M

∑
m=1

LM,mLT
M,m

= LM,MLT
M,M +

M−1

∑
m=1

LM,mLT
M,m,

LM,MLT
M,M = DM−

M−1

∑
m=1

LM,mLT
M,m = A.

(3.4)

Since all the off-diagonal elements of DM are known to be zero and the off-diagonal blocks LM,m,m =

1, ...,M−1 are defined earlier with unconstrained estimates, we have thus defined all the off-diagonals of

this matrix A, leaving only the diagonals. Because LM,M needs to have positive diagonal entries, LM,MLT
M,M

must be positive definite, thus LM,M is the Cholesky factor of A. To derive LM,M , we can proceed with the

Cholesky–Banachiewicz and Cholesky–Crout algorithm on A, where entries for the lower triangular factor

L are

L j, j =

√√√√A j, j−
j−1

∑
k=1

L j,kLT
j,k

Li, j =
1

L j, j
(Ai, j−

j−1

∑
k=1

Li,kLT
j,k) for i > j

(3.5)

For the diagonal entries L j, j, instead of using Eq.3.5, we substitute it with an exponential term exp(0.5∗

O+2) to ensure it is positive, where O is the corresponding unconstrained parameter estimates. Here 0.5

was chosen to mimic the square root in the original formula, and 2 was added to bound initial values of

diagonal entries away from zero, given the default initial values are drawn uniformly from the interval

(−2,2) in Stan. Finally, we update the off-diagonal entries Li, j using the existing formula Eq.3.5.

In short, in our Bayesian implementation, we set the off-diagonal entries in within-measurement

covariance matrices to be zero, estimate the rest of parameters without constraint using Cholesky algorithm

and uninformative prior uni f orm(−∞,+∞), and then substitute the diagonal entries of our exponential

term. In this way, we are able to estimate covariance matrix efficiently and guarantee it to be positive

semi-definite with our desired constrained form. Once we obtained the covariance matrix, we can then

decompose it into correlation matrix Rα and standard deviations in order to estimate temporal associations.

33



Estimating inter-block association

Apart from simultaneously modeling multivariate longitudinal measurements, we want to estimate

the association among measurements of interest via the correlations among the FPC scores, where the

correlation matrix Rα obtained earlier will play a crucial role. We propose a new measure of inter-block

association by calculating the mutual information of FPC scores from different measurements. Intuitively,

mutual information measures the shared information between measurements: how much information is

communicated, on average, in one measurement about the other.

We define the inter-block association between measurements p1 and p2 as the mutual information

of FPC scores α ip1 and α ip2 , 1≤ p1, p2 ≤ P , with

MI(α ip1 ,α ip2) = H(α ip1)+H(α ip2)−H(α ip1 ,α ip2),

where H(X) is the entropy of X and H(X) =−E[log( fX(X))] with fX(X) being the probability

density function of X(Cover, 1999).

If K-dimensional random variable X follows multivariate normal distribution with covariance

matrix Σ, then according to Ahmed and Gokhale (1989)

H(X) =
k
2
+

k
2

log(2π)+
1
2
|Σ|.

Since the K-dimensional FPC scores α i ∼ N(0,Σα), and any subvector of α i is of the same

structure with the correlation matrix being a submatrix of Rα , then according to Arellano-Valle et al.

(2013), the mutual information of α ip1 and α ip2 could be simplified as

MI(α ip1 ,α ip2) =−
1
2

log|Rα{p1,p2}|, (3.6)
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where

Rα{p1,p2} =

∣∣∣∣∣∣∣∣
Ip1 Rp1 p2

RT
p1 p2

Ip2

∣∣∣∣∣∣∣∣ .
Moreover, we can estimate the conditional inter-block association between any two measurements

of interest given the other measurements in the model by calculating the partial mutual information of FPC

scores. The conditional inter-block association between measurements p1 and p2 is defined as the partial

mutual information of α ip1 and α ip2 , 1≤ p1, p2 ≤ P, with

MI(α ip1 ,α ip2 |α i{1,...,P\p1,p2}) = H(α ip1 ,α i{1,...,P\p1,p2})+H(α ip2 ,α i{1,...,P\p1,p2})

−H(α i{1,...,P\p1,p2})−H(α ip1 ,α ip2 ,α i{1,...,P\p1,p2})

= H(α i{1,...,P\p2})+H(α i{1,...,P\p1})−H(α i{1,...,P\p1,p2})−H(αi)

=
1
2

log|Rα{1,...,P\p2}|+
1
2

log|Rα{1,...,P\p1}|

− 1
2

log|Rα{1,...,P\p1,p2}|−
1
2

log|Rα |,

(3.7)

where Rα{1,...,P\p2}, Rα{1,...,P\p1}, and Rα{1,...,P\p1,p2} are defined in the similar way as Rα{p1,p2} in

Eq.(3.6).

Inter-block association obtained from this way ranges from 0 to infinity. By analogy with the way

Person’s contingency coefficient was obtained, we can apply a simple transformation proposed by Joe

(1989) to obtain a normalized version of the mutual information as

MI∗(α ip1 ,α ip2) :=
√

1− exp[−2MI(α ip1 ,α ip2)]. (3.8)

In this way, the inter-block and conditional associations now take its value in [0,1]. The interpre-

tation is that the closer MI∗(α ip1 ,α ip2) or MI∗(α ip1 ,α ip2 |α i{1,...,P\p1,p2}) is to 1, the higher the temporal

association between measurements is.
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3.4 Simulation studies

To evaluate the performance of mSFPCA in modeling multiple temporal measurements, especially

in its covariance estimation and temporal association inference, we simulated sparse longitudinal trajectories

with three temporal measurements under four different covariance structures. To better mimic the reality,

our data was simulated based on an mSFPCA model using parameters initially estimated from a real

longitudinal microbiome multi-omics data (Kostic et al., 2015) in the following way:

1. Applying mSFPCA to model three temporal measurements in the real multi-omics dataset.

2. Selecting the optimal number of PCs and dimension of basis using PSIS-LOO: the chosen model has

the number of PCs as 2, 2, 1, and the number of basis as 6, 5, 5 for each measurement respectively.

3. Extracting the estimated values for population mean curve (θ µ), FPC loadings (Θ), and residual

variance σε .

Then under four distinct covariance structures on FPC scores (Σα ), we simulate the trajectories

for 100 subjects with an average of 20% missing data over observations at 10 time points. Observations

were randomly deleted to create increasingly sparse functional datasets. In the 1st covariance structure, all

PCs are independent; in the 2nd covariance structure, only 1 strong correlation of 0.75 exists across all

PCs; in the 3rd covariance structure, 1 strong and 1 medium correlation exists, at values of 0.75 and 0.5

respectively; in the 4th covariance structure, 1 strong, 1 medium and 1 weak correlations exists at strength

of 0.75, 0.5 and 0.25. In short, there are increasing dependence structures among PCs as the covariance

structure moves from the first to the last. Based on these pre-specified covariance structures and initially

estimated parameters, we simulate the sparse longitudinal trajectories as follows:

1. Choosing the total number of subjects to be 100, and the number of time points to be 10 in order to

place possible time points between [0,1].

2. Simulating the observed number of time points for each individual with ni ∼ Poisson(8), where 8

represents the average number of time points across all subjects, and then randomly placing the

observed time points in the possible time locations (chosen in the previous step).
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3. Generating the cubic spline basis matrix Bi for each subject (orthonormality obtained through

Gram-Schmidt orthonormalization).

4. Simulating for each subject FPC scores αi ∼ N(0,Σα) and noise ε i ∼ N(0,σ2
ε I).

5. Obtaining the temporal trajectory for each individual with Yi = Biθµ +BiΘαi + εi.

6. Repeating step 1– 5 1000 times for each covariance structure, thus generating 4000 simulated

datasets in total.

To evaluate the mSFPCA model performance in simulated data, we want to examine three main

results: 1. how well mSFPCA can capture the temporal patterns embodied in the overall mean curve and

FPC curves for each temporal measurement; 2. the accuracy of covariance estimation; 3. the inference on

temporal associations based on mutual information estimation.

Figure 3.1 shows that the estimated overall mean curves and PC curves accurately recovered the

ground truth for all three outcome variables under covariance structure I. This accurate capturing of major

temporal patterns was seen in other three covariance structures as well (Figure 3.6, 3.7, 3.8). Figure 3.2

summarizes the performance of covariance estimation across all 4 scenarios in terms of the coverage

probabilities of 95% credible intervals on estimated covariance parameters. The coverage probabilities

are lowest in the 1st covariance structure (independent, Figure 3.2A), improved when more dependence

structures are introduced (Figure 3.2B-D), and reach highest with the 4th covariance structure (having most

correlations across PCs, Figure 3.2D). Despite these subtle differences in the coverage probabilities for

each covariance parameter, the average coverage probability across all estimated parameters, represented

by the dashed line, is around 95% within each covariance structure. This indicates that our mSFPCA

model is able to estimate the covariance matrix properly, and its performance is affected by the structure

of covariance matrix itself: the more sparse the covariance is, the more challenging the estimation. But

even with the most sparse scenario (Figure 3.2 A), our mSFPCA model is still able to achieve about 95%

average coverage probability.

Regarding the inference on temporal associations, Table 3.1 shows the mutual information esti-

mates in each simulation scenario, which estimates the temporal association between each pair of temporal

37



0.0 0.2 0.4 0.6 0.8 1.0

−
15

−
5

0
5

10

time

re
sp

on
se

Outcome for Variable 1
A

0.0 0.2 0.4 0.6 0.8 1.0

−
15

−
5

0
5

10

time

re
sp

on
se

Outcome for Variable 2

True mean
Estimated

B

0.0 0.2 0.4 0.6 0.8 1.0

−
15

−
5

0
5

10

time

re
sp

on
se

Outcome for Variable 3
C

0.0 0.2 0.4 0.6 0.8 1.0

−
4

−
2

0
2

4

time

F
P

C
 c

ur
ve

PFCs for Variable 1D

0.0 0.2 0.4 0.6 0.8 1.0

−
4

−
2

0
2

4

time

F
P

C
 c

ur
ve

PFCs for Variable 2

True PC
Estimated

E

0.0 0.2 0.4 0.6 0.8 1.0

−
4

−
2

0
2

4

time

F
P

C
 c

ur
ve

PFCs for Variable 3F

Figure 3.1: Estimated mean and FPC curves from mSFPCA on simulated data
with covariance structure I.

measurements. MIi j denotes the normalized mutual information between ith and jth temporal measure-

ments. Except for the slightly lower coverage probability with 0.92 for MI12 in the 3rd scenario, or 0.94

for MI23 in the 4th scenario, all the coverage probabilities are close to 95%. Table 3.2 shows the condi-

tional mutual information estimates in each simulation scenario, which estimates the temporal association

between each pair of temporal measurements given the other measurement in the model. CMIi j denotes

the normalized conditional mutual information between ith and jth temporal measurements. All coverage

probabilities are close to 95% on the estimation of conditional mutual information.

In short, our simulation results have demonstrated the good performance of mSFPCA in modeling

sparse longitudinal data with multiple temporal measurements and providing valid inference on temporal

associations.
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Figure 3.2: Coverage probability of 95% credible interval on estimated
covariance parameters in four simulation scenarios.
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Table 3.1: Mutual information estimates for each simulation scenario

95% credible interval
Simulation scenario Parameter Truth Median Cov.prob. 2.5% 97.5%

Covariance I MI12 0 0.26 0* 0.11 0.42
MI13 0 0.17 0* 0.04 0.34
MI23 0 0.18 0* 0.04 0.35

Covariance II MI12 0 0.26 0* 0.11 0.42
MI13 0 0.17 0* 0.04 0.34
MI23 0.75 0.75 0.96 0.65 0.83

Covariance III MI12 0.5 0.54 0.92 0.39 0.66
MI13 0 0.17 0* 0.04 0.34
MI23 0.75 0.75 0.96 0.65 0.83

Covariance IV MI12 0.5 0.54 0.94 0.38 0.66
MI13 0.25 0.29 0.94 0.12 0.46
MI23 0.75 0.75 0.93 0.66 0.83

Table 3.2: Conditional mutual information estimates for each simulation
scenario

95% credible interval
Simulation scenario Parameter Truth Median Cov.prob. 2.5% 97.5%

Covariance I CMI12 0 0.26 0* 0.11 0.42
CMI13 0 0.17 0* 0.04 0.34
CMI23 0 0.18 0* 0.04 0.35

Covariance II CMI12 0 0.26 0* 0.12 0.42
CMI13 0 0.17 0* 0.04 0.34
CMI23 0.75 0.75 0.95 0.65 0.83

Covariance III CMI12 0.76 0.77 0.94 0.68 0.84
CMI13 0.66 0.66 0.95 0.53 0.76
CMI23 0.87 0.87 0.96 0.81 0.91

Covariance IV CMI12 0.81 0.82 0.95 0.74 0.88
CMI13 0.76 0.76 0.95 0.66 0.83
CMI23 0.89 0.90 0.95 0.85 0.93
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3.5 Real data application

For the real data application, we want to model multiple temporal measurements simultaneously

in a large and challenging dataset, with a special interest in utilizing conditional mutual information to

infer temporal association. This dataset comes from the type 2 diabetes (T2D) longitudinal studies in the

Integrative Human Microbiome Project (iHMP Consortium, 2014). In this example, an over 3 years’ study

has been conducted in approximately 100 individuals at high risk for T2D, in order to better understand

the biological changes that occur during the onset and progression of T2D. Multiple sample types were

collected from the study participants every 2-3 months during their healthy periods, with more frequent

sampling during periods of respiratory illness and other environmental stressors. These data include

multi-omics assays such as stool microbiome data using 16S rRNA sequencing, host protein expression

profiles in fecal samples using LC-MS/MS, and cytokine profiles that quantify the levels of 50 diverse

inflammatory proteins and insulin peptides in host serum, as well as standard clinical tests results like

hemoglobin A1c (HbA1c), insulin and glucose. Moreover, behavior changes of patients, such as emotional

and psychological stress, were documented using the Perceived Stress Scale instrument. Our outcomes

of interest are the longitudinal pattern of Shannon diversities in bacteria, proteins and cytokines, and of

clinical test results on HbA1c. Shannon diversity is defined as Shannon =−∑
S
i=1 piln(pi), where S is the

total number of species, and pi is the relative proportion of species i relative to the entire population. We

are particularly interested in utilizing mutual information to investigate which omics data have strongest

association with HbA1c, and whether additional omics data improve the temporal association based on

conditional mutual information.

The estimated mean curves in Figure 3.3 show different temporal trends in each outcome, where

Shannon bacterial diversity decreases slowly over time, protein diversity increases steadily over time,

cytokine diversity increases over the first 300 days, decreases between day 300 and 900, and then increases,

and HbA1c decreases during the first 2 years, and increases slightly afterwards. As indicated by the

observed trajectories for each individual (black curves), there are great subject-level variations in each

outcome. This additional temporal information is captured by the FPC curves in Figure 3.4. Figure 3.4A

shows the first two PCs in Shannon bacterial diversity, of which PC 1 explains 79% and captures variation
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around day 750, while PC 2 explains 21% of the variation and emphasizes variation around day 300 and

1100. Figure 3.4B shows the first four PCs in Shannon protein diversity, of which the first two PCs explain

over 90% of the variance. The first PC captures variation around day 750, and the second PC emphasizes

variation around day 450 and 1200. Figure 3.4C shows the first four PCs in Shannon cytokine diversity,

of which PC 1 explains 83% and exhibits an almost flat curve over time, while PC 2 explains 13% of the

variation and emphasizes variation around day 300 and 800. Figure 3.4D shows the first four PCs in HbA1c:

PC1 exhibits a slight increasing curve over time, accounting for 70% variation, and PC 2 captures variation

around day 300 and 800, explaining for an additional 21% variation. In short, although principal patterns

in each measurement vary, changing time points are pretty consistent, suggesting coherent responses to

changes in patients’ mental or physical conditions.

Among omics’ temporal associations with standard clinical test result HbA1c, Table 3.3 suggests

that Shannon protein diversity has the highest association with HbA1c, at an estimated mutual information

of 0.91 with 95% credible interval (0.786, 0.971). Cytokine diversity is the second highest, with MI at

0.849 (0.668, 0.954), and bacteria diversity has the lowest association at 0.71 (0.441, 0.854). However,

when information about other omics measurements are provided, all the pairwise temporal associations

increase to over 0.95, as indicated by the conditional MI results. Regarding temporal associations among

omics measurement, Shannon protein and bacteria diversities have highest temporal association, with

mutual information at 0.982 (0.875, 0.999); Shannon protein and cytokine diversities also have high

association at 0.966 (0.886, 0.998); the association between Shannon bacteria and cytokine is medium at

0.798 (0.454, 0.977). Similar to earlier results, when information about other measurements are available,

all conditional information increase to 0.99. In short, host protein expression profiles data has highest

temporal association with patients’ diabetes status (i.e. HbA1c), but this information can still be further

improved with additional omics data.

We need model diagnostics to conclude on the validity of our mSFPCA application. The optimal

model selected by PSIS-LOO has 2 PCs for Shannon bacterial diversity, and 4 PCs for the other measure-

ments, and the number of internal knot is chosen to be one for all outcomes. PSIS-LOO diagnostics in

Figure 3.5A show that the selected mSFPCA model fit the majority of the data well, except for 4 outliers

with Pareto shape k values higher than the warning threshold 0.7. Graphical posterior predictive checks in
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Table 3.3: Mutual information estimates for type 2 diabetes multi-omics dataset application

temporal associations with HbA1c MI(95%CI) CMI(95%CI)

HbA1c—protein 0.910 (0.786, 0.971) 0.994 (0.968, 0.999)
HbA1c—cytokine 0.849 (0.668, 0.954) 0.986 (0.951, 0.999)
HbA1c—bacteria 0.710 (0.441, 0.854) 0.957 (0.820, 0.999)

temporal associations among omics MI(95%CI) CMI(95%CI)

protein—bacteria 0.982 (0.875, 0.999) 0.999 (0.996, 0.999)
protein—cytokine 0.966 (0.886, 0.998) 0.999 (0.997, 0.999)
bacteria—cytokine 0.798 (0.454, 0.977) 0.995 (0.958, 0.999)

Figure 3.5B suggests good model fit as the simulated data from the posterior predictive distribution was

able to cover the distribution of observed outcomes well. Figure 3.5C-F highlight the observed trajectories

of the 4 outliers detected by PSIS-LOO diagnostic plot. The red subject has highest curve in Shannon

cytokine diversity and low value in HbA1c. A closer look at his/her metadata shows that this subject went

through stages of healthy, infection and back to healthy. The green subject shows high oscillation pattern in

Shannon protein diversity, as he/she oscillated between stages of healthy, inflammation, and infection. The

blue subject exhibits high oscillation pattern in Shannon protein diversity, because he/she went through a

complicated interweaving stages of healthy, inflammation, infection, post-travel and allergy. The purple

subject, who has the highest Pareto shape k value in Figure 3.5A, experienced drastic change in HbA1c, as

he/she went through stages of infection, stress and back to healthy. In short, our mSFPCA model generally

fits this dataset well, and our diagnostic tools were able to highlight biologically meaningful outliers for

further examination.

3.6 Discussion

We have introduced multivariate sparse functional PCA, an extension to the sparse functional

principal components analysis, in modeling multiple temporal measurements simultaneously, and inferring

the temporal associations among interested measurements based on estimation of mutual information.

Our greatest methodological novelty lies in covariance matrix estimation, where we utilized Cholesky
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Figure 3.3: Estimated mean curves from mSFPCA application on Type 2
diabetes multi-omics dataset.
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Figure 3.4: Estimated FPC curves from mSFPCA application on Type 2
diabetes multi-omics dataset.
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Figure 3.5: Graphical model diagnostics and examination of outliers for
mSFPCA application on Type 2 diabetes multi-omics dataset.
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decomposition to estimate covariance matrix efficiently and guarantee it to be positive semi-definite

under the constrained form of covariance structure, i.e. diagonal within-measurement covariance and any

arbitrary form of between-measurement covariance structure. Moreover, we utilized the concept of mutual

information to define the marginal and conditional temporal associations, which provides a meaningful and

interpretable measure to quantify temporal associations. Last but not least, our Bayesian implementation

in Stan enables the usage of PSIS-LOO for efficient model selection, and visual model diagnostic methods,

such as examining the estimated shape parameters from PSIS-LOO and utilizing the graphical posterior

predictive checks, to evaluate the validity of mSFPCA models and highlight potential outliers.

In both our real-data based simulations and application to longitudinal microbiome multi-omics

datasets, we have demonstrated that mSFPCA is able to accurately uncover the underlying principal

modes of variation over time, including both the average population pattern and subject-level variations,

and estimate the temporal associations properly. These enabled us to detect biologically meaningful

signals in a large and challenging longitudinal cohort with irregular sampling, missing data, and four

temporal measurements. Moreover, the model diagnostics plots from real data application show that our

mSFPCA method can provide reliable model fitting to real microbiome multi-omics dataset. All these

results highlight the great value of our method in modeling longitudinal data with multiple temporal

measurements. Despite our applications to microbiome data in this paper, our mSFPCA method is in

fact a general framework, and can be applied to a wide range of data, beyond the scope of longitudinal

microbiome data.

One limitation of our method is that we assume the principal component scores and residuals to be

normally distributed as in the original SFPCA model. This normality assumption would restrict our method

from applying to highly skewed data. However, improper application of our method to such data could be

detected by our model diagnostics tools, especially the graphical posterior predictive checks. Moreover,

users could also modify our mSFPCA model by incorporating alternative prior distributions, for example,

a t-distribution to capture heavy tails in the distribution of principal component scores, which can be easily

implemented in Stan. Last but not least, since the mSFPCA model is implemented in Stan, a programming

language with a very active user base, this method will be able to be updated with more efficient MCMC

sampling algorithms and also incorporate other groundbreaking model selection and diagnostic techniques
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whenever they become available. Hence, we believe that our mFPCA method will become a useful and

up-to-date tool for researchers in various fields to analyze longitudinal data with multiple measurements in

order to detect meaningful signals.
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Figure 3.6: Estimated mean and FPC curves from mSMFPCA on simulated
data with covariance structure II.
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Figure 3.7: Estimated mean and FPC curves from mSMFPCA on simulated
data with covariance structure III.
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Figure 3.8: Estimated mean and FPC curves from mSMFPCA on simulated
data with covariance structure IV.
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Chapter 4

Utilizing Stability Criteria in Choosing

Feature Selection Methods Yields

Reproducible Results in Microbiome Data

4.1 Abstract

Feature selection is indispensable in microbiome data analysis, but it can be particularly challenging

as microbiome data sets are high-dimensional, underdetermined, sparse and compositional. Great efforts

have recently been made on developing new methods for feature selection that handle the above data

characteristics, but almost all methods were evaluated based on performance of model predictions. However,

little attention has been paid to address a fundamental question: how appropriate are those evaluation

criteria? Most feature selection methods often control the model fit, but the ability to identify meaningful

subsets of features cannot be evaluated simply based on the prediction accuracy. If tiny changes to the

training data would lead to large changes in the chosen feature subset, then many of the biological features

that an algorithm has found are likely to be a data artifact rather than real biological signal. This crucial

need of identifying relevant and reproducible features motivated the reproducibility evaluation criterion

such as Stability, which quantifies how robust a method is to perturbations in the data. In our paper, we
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compare the performance of popular model prediction metric MSE and proposed reproducibility criterion

Stability in evaluating four widely used feature selection methods in both simulations and experimental

microbiome applications. We conclude that Stability is a preferred feature selection criterion over MSE

because it better quantifies the reproducibility of the feature selection method.

4.2 Introduction

Feature selection is indispensable for predicting clinical or biological outcomes from microbiome

data as researchers are often interested in identifying the most relevant microbial features associated

with a given outcome. This task can be particularly challenging in microbiome analyses, as the datasets

are typically high-dimensional, underdetermined (the number of features far exceeds the number of

samples), sparse (a large number of zeros are present), and compositional (the relative abundance of

taxa in a sample sum to one). Current methodological research has been focusing on developing and

identifying the best methods for feature selection that handle the above characteristics of microbiome data,

however, methods are typically evaluated based on overall performance of model prediction, such as Mean

Squared Error (MSE), R-squared or Area Under the Curve (AUC). While prediction accuracy is important,

another possibly more biologically relevant criterion for choosing an optimal feature selection method

is reproducibility, i.e. how reproducible are all discovered features in unseen (independent) samples?

If a feature selection method is identifying true signals in a microbiome dataset, then we would expect

those discovered features to be found in other similar datasets using the same method, indicating high

reproducibility of the method. If a feature selection method yields a good model fit yet poor reproducibility,

then its discovered features will mislead related biological interpretation. The notion of reproducibility

for evaluating feature selection method seems intuitive and sensible, yet in reality we neither have access

to multiple similar datasets to estimate reproducibility, nor have a well-defined mathematical formula to

define reproducibility. The many available resampling techniques (Efron and Tibshirani, 1994) enable us

to utilize well-studied methods, for example bootstrapping, to create replicates of real microbiome datasets

for estimating reproducibility. Moreover, given the burgeoning research in reproducibility estimation in the

field of computer science (Kalousis et al., 2005, 2007; Nogueira, 2018), we can borrow their concept of
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Stability to approximate the reproducibility of feature selection methods in microbiome data analysis.

In this paper, we investigate the performance of a popular model prediction metric MSE and the

proposed feature selection criterion Stability in evaluating four widely used feature selection methods in

microbiome analysis (lasso, elastic net, random forests and compositional lasso) (Tibshirani, 1996; Zou and

Hastie, 2005; Breiman, 2001; Lin et al., 2014). We evaluate both extensive simulations and experimental

microbiome applications, with a focus of feature selection analysis in the context of continuous outcomes.

We find that Stability is a superior feature selection criterion to MSE as it is more reliable in discovering

true and biologically meaningful signals. We thus suggest microbiome researchers use a reproducibility

criterion such as Stability instead of a model prediction performance metric such as MSE for feature

selection in microbiome data analysis.

4.3 Methods

4.3.1 Estimation of stability

The Stability of a feature selection method was defined as the robustness of the feature preferences

it produces to differences in training sets drawn from the same generating distribution (Kalousis et al.,

2005). If the subsets of chosen features are nearly static with respect to data changes, then this feature

selection method is a stable procedure. Conversely, if small changes to the data result in significantly

different feature subsets, then this method is considered unstable, and we should not trust the output as

reflective of the true underlying structure influencing the outcome being predicted. In biomedical fields,

this is a proxy for reproducible research, in the latter case indicating that the biological features the method

has found are likely to be a data artifact, not a real clinical signal worth pursuing with further resources (Lee

et al., 2013). Goh and Wong (2016) recommend augmenting statistical feature selection methods with

concurrent analysis on stability and reproducibility to improve the quality of selected features prior to

experimental validation (Sze and Schloss, 2016; Duvallet et al., 2017).

While the intuition behind the concept of stability is simple, there is to date no single agreed-upon

measure for precisely quantifying stability. Up to now, there have been at least 16 different measures

proposed to quantify the stability of feature selection algorithms in the field of computer science (Nogueira
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et al., 2017). Given the variety of stability measures published, it is sensible to ask: which stability measure

is most valid in the context of microbiome research? A multiplicity of methods for stability assessment may

lead to publication bias in that researchers may be drawn toward the metric that extracts their hypothesized

features or that reports their feature selection algorithm as more stable (Boulesteix and Slawski, 2009).

Under the perspective that a useful measure should obey certain properties that are desirable in the domain

of application, and provide capabilities that other measures do not, Nogueira and Brown aggregated and

generalized the requirements of the literature into a set of five properties (Nogueira et al., 2017). The

first property requires the stability estimator to be fully defined for any collection of feature subsets, thus

allowing a feature selection algorithm to return a varying number of features. The second property requires

the stability estimator to be a strictly decreasing function of the average variance of the selection of each

feature. The third property requires the stability estimator to be bounded by constants not dependent on the

overall number of features or the number of features selected. The fourth property states that a stability

estimator should achieve its maximum if and only if all chosen feature sets are identical. The fifth property

requires that under the null model of feature selection, where we independently draw feature subsets at

random, the expected value of a stability estimator should be constant. These five properties are desirable

in any reasonable feature selection scenario, and are critical for useful comparison and interpretation

of stability values. Among all the existing measures, only Nogueira’s stability measure (defined below)

satisfies all five properties, thus we adopted this measure in the current work.

We assume a data set of n samples {xi,yi}n
i=1 where each xi is a p-dimensional feature vector and

yi is the associated biological outcome. The task of feature selection is to identify a feature subset, of size

k < p, that conveys the maximum information about the outcome y. An ideal approach to measure stability

is to first take M data sets drawn randomly from the same underlying population, to apply feature selection

to each data set, and then to measure the variability in the M feature sets obtained. The collection of the M

feature sets can be represented as a binary matrix Z of size M× p, where a row represents a feature set

(for a particular data set) and a column represents the selection of a given feature over the M data sets as
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follows

Z =


Z1,1 · · · Z1,p

...
. . .

...

ZM,1 · · · ZM,p


Let Z. f denote the f th column of the binary matrix Z, indicating the selection of the f th feature

among the M data sets. Then Z. f ∼ Bernoulli(p f ), where p̂ f =
1
M ∑

M
i=1 Zi, f as the observed selection

probability of the f th feature. Nogueira defined the stability estimator as

Φ̂(Z) = 1−
1
p ∑

p
f=1 σ2

f

E[ 1
p ∑

p
f=1 σ2

f |H0]
= 1−

1
p ∑

p
f=1 σ2

f

k̄
p(1−

k̄
p)

(4.1)

where σ2
f = M

M−1 p̂ f (1− p̂ f ) is the unbiased sample variance of the selection of the f th feature, H0

denotes the null model of feature selection (i.e. feature subsets are drawn independently at random), and

k̄ = 1
M ∑

M
i=1 ∑

p
f=1 Zi, f is the average number of selected features over the M data sets.

In practice, we usually only have one data sample (not M), so a typical approach to measure

stability is to first take M bootstrap samples of the provided data set, and apply the procedure described in

the previous paragraph. Other data sampling techniques can be used as well, but due to the well understood

properties and familiarity of bootstrap to the community, we adopt the bootstrap approach.

4.3.2 Four selected feature selection methods

Lasso, elastic net, compositional lasso and random forests were chosen as benchmarked feature

selection methods in this paper due to their wide application in microbiome community (Knights et al.,

2011). Lasso is a penalized least squares method imposing an L1-penalty on the regression coefficients (Tib-

shirani, 1996). Owing to the nature of the L1-penalty, lasso does both continuous shrinkage and automatic

variable selection simultaneously. One limitation of lasso is that if there is a group of variables among

which the pairwise correlations are very high, then lasso tends to select one variable from the group and

ignore the others. Elastic net is a generalization of lasso, imposing a convex combination of the L1 and

L2 penalties, thus allowing elastic net to select groups of correlated variables when predictors are highly

correlated (Zou and Hastie, 2005). Compositional lasso is an extension of lasso to compositional data
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analysis (Lin et al., 2014), and it is one of the most highly cited compositional feature selection methods in

microbiome analysis (Kurtz et al., 2015; Li, 2015; Shi et al., 2016; Silverman et al., 2017). Compositional

lasso, or the sparse linear log-contrast model, considers variable selection via L1 regularization. The

log-contrast regression model expresses the continuous outcome of interest as a linear combination of the

log-transformed compositions subject to a zero-sum constraint on the regression vector, which leads to the

intuitive interpretation of the response as a linear combination of log-ratios of the original composition.

Suppose an n× p matrix X consists of n samples of the composition of a mixture with p components, and

suppose Y is a response variable depending on X . The nature of composition makes each row of X lie in a

(p−1)-dimensional positive simplex Sp−1 = {(x1, . . . ,xp) : x j > 0, j = 1, . . . , p and ∑
p
j=1 x j = 1}. This

compositional lasso model is then expressed as

y = Zβ + ε,
p

∑
j=1

β j = 0 (4.2)

where Z = (z1, . . . ,zp) = (logxi j) is the n× p design matrix, and β = (β1, . . . ,βp)
T is the p-vector of

regression coefficients. Applying the L1 regularization approach to this model is then

β̂ = argmin(
1
2n
||y− zβ ||22 +λ ||β ||1), subject to

p

∑
j=1

β j = 0 (4.3)

where β = (β1, . . . ,βp)
T ,λ > 0 is a regularization parameter, and ||.||2 and ||.||1 denote the L2 and L1

norms, respectively.

Random forests is regarded as one of the most effective machine learning techniques for feature

selection in microbiome analysis (Belk et al., 2018; Liu et al., 2017; Namkung, 2020; Santo et al., 2019;

Statnikov et al., 2013). Random forests is a combination of tree predictors such that each tree depends on

the values of a random vector sampled independently and with the same distribution for all trees in the

forest (Breiman, 2001). Since random forests do not select features but only assign importance scores

to features, we choose features from random forests using Altmann’s permutation test (Altmann et al.,

2010), where the response variable is randomly permuted S times to construct new random forests and new

importance scores computed. The S importance scores are then used to compute the p-value for the feature,
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which is derived by computing the fraction of the S importance scores that are greater than the original

importance score.

4.3.3 Simulation settings

We compared the performance of the popular model prediction metric MSE and the proposed

criterion Stability in evaluating four widely used feature selection methods for different data scenarios. We

simulated features with Independent, Toeplitz and Block correlation structures for datasets with the number

of samples and features in all possible combinations of (50,100,500,1000), resulting in the ratio of p

(number of features) over n (number of samples) ranging from 0.05 to 20. Our simulated compositional

microbiome data are an extension of the simulation settings from Lin et al. (2014) as follows:

1. Generate an n× p data matrix W = (wi j) from a multivariate normal distribution Np(θ ,Σ). To reflect

the fact the components of a composition in metagenomic data often differ by orders of magnitude,

let θ = (θ j) with θ j = log(0.5p) for j = 1, . . . ,5 and θ j = 0 otherwise. To describe different types of

correlations among the components, we generated three general correlation structures: Independent

design where covariates are independent from each other, Toeplitz design where Σ = (ρ |i− j|) with

ρ = 0.1,0.3,0.5,0.7,0.9, and Block design with 5 blocks, where the intra-block correlations are 0.1,

0.3, 0.5, 0.7, 0.9, and the inter-block correlation is 0.09.

2. Obtain the covariate matrix X = (xi j) by the transformation xi j =
exp(wi j)

∑
p
k=1 exp(wik)

, and the n× p log-ratio

matrix z = log(X), which follows a logistic normal distribution (Aitchison, 1982).

3. Generate the responses y according to the model y= Zβ ∗+ε , ∑
p
j=1 β ∗j = 0, where ε ∼N(0,0.52), and

β ∗ = (1,−0.8,0.6,0,0,−1.5,−0.5,1.2,0, . . . ,0)T , indicating that only 6 features are real signals.

4. Repeat steps 1-3 for 100 times to obtain 100 simulated datasets for each simulation setting, and

apply the desired feature selection algorithm with 10-fold cross-validation on the 100 simulated

datasets. Specifically, each simulated dataset is separated into training and test sets in the ratio of

8 : 2, 10-fold cross-validation is applied to the training set (80% of the data) for parameter tuning

and variable selection, and then model prediction (i.e. MSE) is evaluated on the test set (20% of the
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data). Hence, stability is measured according to Nogueira’s definition based on the 100 subsets of

selected features. Average MSE is calculated as the mean of the MSEs across the 100 simulated

datasets, and the average false positive or false negative rate denotes the mean of the false positive or

false negative rates across the 100 simulated datasets.

In summary, a total of 176 simulation scenarios were generated, with 16 for Independent design,

80 for Toeplitz or Block design, and 100 replicated datasets were simulated for each simulation setting,

resulting in 17,600 simulated datasets in total.

4.4 Simulation results

Given that the true numbers of false positive and false negative features are known in simulations,

we can utilize their relationships with MSE and Stability to compare the reliability of MSE and Stability in

evaluating feature selection methods. In theory, we would expect to see a positive correlation between MSE

and false positive rate or false negative rate, while a negative correlation between Stability and false positive

or false negative rates. This is because when the real signals are harder to select (i.e. increasing false

positive or false negative rates), a feature selection method would perform worse (i.e. increasing MSE or

decreasing Stability). The first column in Figure 4.1 shows the relationship between MSE and false positive

rate in three correlation designs, and the second column in Figure 4.1 shows the relationship between

Stability and false positive rate. In contrast to the random pattern in MSE vs. false positive rate (Figure 4.1

A-C-E), where drastic increase in false positive rate could lead to little change in MSE (e.g. random forests),

or big drop in MSE corresponds to little change in false positive rate (e.g. elastic net), we see a clear

negative correlation pattern between Stability and false positive rate (Figure 4.1 B-D-F). Regarding false

negative rate, we also observe a random pattern in MSE and a meaningful negative correlation relationship

in Stability (Figure 4.4). These results suggest that Stability is a more reliable evaluation criterion than

MSE due to its closer reflection of the ground truth in the simulations (i.e. false positive & false negative

rates), and this is true irrespective of feature selection method used, features-to-sample size ratio (p/n) or

correlation structure among the features.

Using the more reliable criterion Stability, we now investigate the best feature selection method
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Figure 4.1: Comparing the relationship between MSE and False Positive Rate
vs. Stability and False Positive Rate in three correlation structures.
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in different simulation scenarios. Based on Stability, compositional lasso has the highest stability in

“easier” correlation settings (Toeplitz 0.1 – 0.7 in Figure 4.5, represented by Toeplitz 0.5 in Figure 4.2

A due to their similar results; Block 0.9-0.3 in Figure 4.6, represented by Block 0.5 in Figure 4.2 C) for

all combinations of n (number of samples) and p (number of features). Across all “easier” correlation

scenarios, compositional lasso has an average stability of 0.76 with its minimum at 0.21 and its maximum

close to 1 (0.97), while the 2nd best method Lasso has an average stability of only 0.44 with the range

from 0.09 to 0.89, and the average stabilities of random forests and Elastic Net hit as low as 0.24 and 0.17

respectively. In “extreme” correlation settings (Toeplitz 0.9 in Figure 4.2 B or Block 0.1 in Figure 4.2 D),

compositional lasso no longer maintains the highest stability across all scenarios, but it still has the highest

average stability of 0.42 in Toeplitz 0.9 (surpassing the 2nd best Lasso by 0.09), and the second highest

average stability in Block 0.1 (only 0.03 lower than the winner Lasso). Regarding specific scenarios in

“extreme” correlation settings, compositional lasso, lasso or random forests can be the best in different

combinations of p and n. For example, in both Toeplitz 0.9 and Block 0.1, with small p (when p = 50 or

100), random forests has highest stability (≥ 0.8) when n is largest (n = 1000), but Lasso or compositional

lasso surpasses random forest when n is smaller than 1000, although all methods have poor stability

(≤ 0.4) when n≤ 100. This indicates that best feature selection method based on Stability depends on the

correlation structure among features, the number of samples and the number of features in each particular

dataset; thus there is no single omnibus best, i.e., most stable, feature selection method.

How will results differ if we use MSE as the evaluation criterion? Using the extreme correlation

settings (Toeplitz 0.9 and Block 0.1) as examples, random forests has lowest MSEs for all combinations of

p and n (Figure 4.3 A-B). However, Figure 4.3 C-D unveils that random forests has highest false negative

rates in all scenarios of Toeplitz 0.9 and Block 0.1, and its false negative rates can reach as high as the

maximum 1, indicating that random forests fails to pick up any real signal despite its low prediction error.

Moreover, Figure 4.3 E-F show that random forests can have highest false positive rates when p is as large

as 500 or 1000. All these highlight the danger of choosing inappropriate feature selection method based on

MSE, where the merit of high predictive power masks high errors in false positives and false negatives.

On the other hand, the method with lowest false positive rates (compositional lasso) (Figure 4.3 E-F) was

rather found to have the worst performance by MSE (Figure 4.3 A-B), suggesting another pitfall of missing
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Figure 4.2: Method comparisons based on Stability in representative
correlation structures.
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Table 4.1: Hypothesis testing using Bootstrap to compare compositional lasso
(CL) with random forests (RF) based on Stability or MSE using two simulation

scenarios.

Example (N = 100 & P = 1000) Estimated mean difference (CL –
RF) in Stability index with 95%
CI

Estimated mean difference (CL
– RF) in MSE with 95% CI

Toeplitz 0.5 0.22 (0.19, 0.28)* 0.23 (-0.62, 1.36)

Block 0.5 0.23 (0.17, 0.29)* 0.44 (-0.27, 1.57)

the optimal method when using MSE as the evaluation criterion.

The use of point estimates alone to compare feature selection methods, without incorporating

variability in these estimates, could be misleading. Hence, as a next step, we evaluate reliability of MSE

and Stability across methods using a hypothesis testing framework. This is demonstrated with the cases

of n = 100 & p = 1000 for Toeplitz 0.5 and Block 0.5, where compositional lasso is found to be the

best feature selection method based on Stability, while random forests is the best based on MSE. We

use bootstrap to construct 95% confidence intervals to compare compositional lasso vs. random forests

based on Stability or MSE. For each simulated data (100 in total for Toeplitz 0.5 or Block 0.5), we

generate 100 bootstrapped datasets and apply feature selection methods to each bootstrapped dataset. Then

for each simulated data, Stability is calculated based on the 100 subsets of selected features from the

bootstrapped replicates, and the variance of Stability is measured as its variability across the 100 simulated

data. Since MSE can be obtained for each simulated data without bootstrapping, we use the variability of

MSE across the 100 simulated data as its variance. Based on the 95% CI for the difference in Stability

between compositional lasso and random forest methods (Table 4.1), we see that compositional lasso is

better than random forest in terms of Stability index, and not statistically inferior to random forests in

terms of MSE despite its inferior raw value. This suggests that Stability has higher precision (i.e. lower

variance). Conversely, MSE has higher variance, which results in wider confidence intervals and its failure

to differentiate methods.
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Figure 4.3: Method comparisons based on MSE in extreme correlation
structures.
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4.5 Experimental microbiome data applications

To compare the reliability of MSE and Stability in choosing feature selection methods in micro-

biome data applications, two experimental microbiome datasets were chosen to cover common sample

types (human gut and environmental soil samples) and the scenarios of p≈ n and p >> n (where p is the

number of features and n is the number of samples). The human gut dataset represents a cross-sectional

study of 98 healthy volunteers to investigate the connections between long-term dietary patterns and gut

microbiome composition (Wu et al., 2011), and we are interested in identifying a subset of important

features associated with BMI, which is a widely-used gauge of human body fat and associated with the

risk of diseases. The soil dataset contains 88 samples collected from a wide array of ecosystem types in

North and South America (Lauber et al., 2009), and we are interested in discovering microbial features

associated with the pH gradient, as pH was reported to be a strong driver behind fluctuations in the soil

microbial communities (Morton et al., 2017). Prior to our feature selection analysis, the same filtering

procedures were applied to the microbiome count data from these two datasets, where only the microbes

with a taxonomy assignment at least to genus level or lower were retained for interpretation, and microbes

present in fewer than 1% of the total samples were removed. Moreover, the count data were transformed

into compositional data after replacing any zeroes by the maximum rounding error 0.5 (Lin et al., 2014).

Comparisons of feature selection methods in these two microbiome datasets are shown in Table 4.2,

which are consistent with simulation results, where the best method chosen by MSE or Stability in each

dataset can be drastically different. Based on MSE, random forests is the best in the BMI Gut dataset,

while being the worst based on Stability. Similarly, in the pH Soil dataset, random forests is the second

best method according to MSE, yet the worst in terms of Stability. If we use Stability as the evaluation

criterion, then Elastic Net is the best in the BMI Gut and compositional lasso is the best in the pH Soil, yet

both methods would be the worst if MSE was used as the evaluation criterion. One important note is that

the Stability values in these two experimental microbiome datasets are low: none of the feature selection

method exceeds a stability of 0.4, indicating the challenging task of feature selection in real microbiome

applications. However, this possibility of low Stability values was already reflected in our simulated

scenarios of “extreme” correlation scenarios. Another important note, which might be counter-intuitive, is
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Table 4.2: Method comparisons based on Stability Index and MSE in
experimental microbiome datasets.

Dataset n∗ p (p/n) MSE
(lower is better)

Stability
(higher is better)

BMI Gut 98 * 87 (0.9) Random forests (4.99)
Compositional lasso (21.59)
Lasso (24.07)
Elastic Net (25.33)

Elastic Net (0.23)
Compositional lasso (0.22)
Lasso (0.14)
Random forests (0.02)

pH Soil 89 * 2183 (24.5) Elastic Net (0.23)
Random forests (0.26)
Lasso (0.34)
Compositional lasso (0.46)

Compositional lasso (0.39)
Lasso (0.31)
Elastic Net (0.16)
Random forests (0.04)

that the dataset with a high p/n ratio (pH Soil) has higher stabilities than the dataset with p/n ratio close

to 1 (i.e. similar p & n values) (BMI Gut). This might be explained by the clearer microbial signals in

environmental samples than in human gut samples, but it also highlights the impact of the dataset itself,

whose characteristics cannot be easily summarized with the numbers of p and n, on feature selection

results. Correlation structures between features as considered in our simulations could play an important

role, and there may be many other unmeasured factors involved as well.

Apart from the comparisons based on point estimates, we can further compare MSE and Stability

with hypothesis testing using nested bootstrap (Wainer and Cawley, 2018). The outer bootstrap generates

100 bootstrapped replicates of the experimental microbiome datasets, and the inner bootstrap generates

100 bootstrapped dataset for each bootstrapped replicate from the outer bootstrap. Feature selections

are performed on each inner bootstrapped dataset with 10-fold cross-validation after a 80:20 split of

training and test sets. The variance of Stability is calculated based on the Stability values across the outer

bootstrap replicates, and the variance of MSE is calculated across both inner and outer bootstrap replicates,

since MSE is available for each bootstrap replicate while Stability has to be estimated based on feature

selection results across multiple bootstrap replicates. Using the datasets of BMI Gut and pH Soil, Table 4.3

confirms with simulation results that raw value difference in MSE does not indicate statistical difference,

yet difference in Stability does help to differentiate methods due to its higher precision. A comparison

between the observed difference in Table 4.2 and the estimated mean difference from bootstrap in Table 4.3

further confirms this discovery. Compared to the estimated mean differences between compositional
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lasso and random forests based on stability (0.27 in the BMI Gut and 0.36 in the pH Soil), the observed

differences (0.2 in the BMI Gut and 0.35 in the pH Soil) differ by 26% in the BMI Gut and 3% in the

pH Soil. However, this difference is much more drastic based on MSE. Compared to the estimated mean

differences between compositional lasso and random forests based on MSE (16.6 in the BMI Gut and

0.2 in the pH Soil), the observed differences (11.8 in the BMI Gut and 0.08 in the pH Soil) have huge

differences of 41% and 160% in each dataset respectively. Hence, Stability is consistently shown to be

more appropriate than MSE in experimental data applications as in simulations.

Table 4.3: Hypothesis testing using Bootstrap to compare compositional lasso
(CL) with random forests (RF) based on Stability or MSE using two

experimental microbiome datasets.

Dataset Estimated mean difference (CL –
RF) in Stability index with 95%
CI

Estimated mean difference (CL
– RF) in MSE with 95% CI

BMI Gut 0.27 (0.17, 0.34)* 11.8 (-2.1, 41.2)

pH Soil 0.36 (0.28, 0.44)* 0.08 (-0.28, 0.95)

4.6 Discussion

Reproducibility is imperative for any scientific discovery, but there is a growing alarm about

irreproducible research results. According to a survery by Nature Publishing Group of 1,576 researchers in

2016, more than 70% of researchers have tried and failed to reproduce another scientist’s experiments, and

more than half have failed to reproduce their own experiments (Baker, 2016). This “reproducibility crisis”

in science affects microbiome research as much as any other areas, and microbiome researchers have

long struggled to make their research reproducible (Schloss, 2018). Great efforts have been made towards

setting protocols and standards for microbiome data collection and processing (Thompson et al., 2017), but

more could be achieved using statistical techniques for reproducible data analysis. Microbiome research

findings rely on statistical analysis of high-dimensional data, and feature selection is an indispensable

component for discovering biologically relevant microbes. In this article, we focus on discovering a

reproducible criterion for evaluating feature selection methods rather than developing a better feature

selection method. We question the common practice of evaluating feature selection methods based on
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overall performance of model prediction (Knights et al., 2011), such as Mean Squared Error (MSE), as

we detect a stark contrast between prediction accuracy and reproducible feature selection. Instead, we

propose to use a reproducibility criterion such as Nogueira’s Stability measurement (Nogueira et al., 2017)

for identifying the optimal feature selection method.

In both our simulations and experimental microbiome data applications, we have shown that

Stability is a preferred evaluation criterion over MSE for feature selection, because of its closer reflection

of the ground truth (false positive and false negative rates) in simulations, and its better capacity to

differentiate methods due to its higher precision. Hence, if the goal is to identify the underlying true

biological signal, we propose to use a reproducibility criterion like Stability instead of a prediction criterion

like MSE to choose feature selection algorithms for microbiome data applications. MSE is better suited for

problems where prediction accuracy alone is the focus.

The strength of our work lies in the comparisons of widely used microbiome feature selection

methods using extensive simulations, and experimental microbiome datasets covering various sample types

and data characteristics. The comparisons are further confirmed with non-parametric hypothesis testing

using bootstrap. Although Nogueira et al. were able to derive the asymptotical normal distribution of

Stability (Nogueira et al., 2017), their independent assumption for two-sample test might not be realistic

due to the fact that two feature selection methods are applied to the same dataset. Hence our non-parametric

hypothesis testing is an extension of their two-sample test for Stability. However, our current usage of

bootstrap, especially the nested bootstrap approach for experimental microbiome data applications, is

computationally expensive; further theoretical development on hypothesis testing for reproducibility can

be done to facilitate more efficient method comparisons based on Stability. Last but not least, although our

paper is focused on microbiome data, we do expect the superiority of reproducibility criteria over prediction

accuracy criteria in feature selection to apply in other types of datasets as well. We thus recommend that

researchers use stability as an evaluation criterion while performing feature selection in order to yield

reproducible results.
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Figure 4.4: Compare the relationship between MSE and False Negative Rate vs.
Stability and False Negative Rate in three correlation structures.
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Figure 4.5: Method comparisons based on Stability in easier Toeplitz
correlation structures.
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Figure 4.6: Method comparisons based on Stability in easier Block correlation
structures.
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Chapter 5

Conclusions and Future Work

This dissertation presents novel longitudinal methods and reproducibility criterion for feature

selection in microbiome data analysis. Our methodological innovation not only brings in statistical novelty,

but also provide down-to-earth methods to perform automatic model selection and model diagnostics, thus

empowering users to check their model validity and detect potential gains or needs for model adjustment

by using our developed methods. Therefore, we expect our work to be not only interesting to the statistical

audience, but also highly applicable and valuable to the microbiome community.

In Chapter 2 we introduce Bayesian sparse functional principal components analysis (SFPCA),

a Bayesian extension to the existing SFPCA methodology, which allows for efficient model selection,

via leave-one-out cross-validation (LOO) with Pareto-smoothed importance sampling (PSIS), and visual

model diagnostics tools such as PSIS-LOO diagnostic plots and graphical posterior predictive checks. Our

Bayesian approach not only enables users to perform careful examination of their SFPCA applications

to real microbiome data analysis, but also provide flexible modeling for users to incorporate alternative

prior distributions to accommodate their specific needs. Moreover, our method is feasible to be extended

to model multiple temporal measurements simultaneously, which was successfully developed in Chapter

3. Despite all these merits, limitations do exist with our current approach, which in fact suggests new

directions for future work. The first limitation is that our model does not directly incorporate confounding

factors into the model, but rather does a post-hoc analysis by investigating the relationship between
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estimated FPC scores with hypothesized covariates. Given our flexible Bayesian approach, it is highly

likely to incorporate these covariates into the model directly and then adjust for these covariates if they

are confounders, or perform a two-sample testing for comparing the mean functions and FPC scores of

covariates of interest if the group effect is to be investigated. The second limitation lies in the relative

computational inefficiency of Bayesian modeling compared to frequentist approaches. Despite the fact

that users might be willing to sacrifice efficiency in terms of valid modeling with our Bayesian approach,

we still believe that more efficient computation should be an important goal, and this could be possibly

achieved by utilizing the GPU-based parallel computation support in Stan (Češnovar et al., 2019).

In Chapter 3 we present multivariate SFPCA, which extends our earlier Bayesian SFPCA method

to model multiple temporal measurements simultaneously, and infer the temporal associations among

interested measurements based on estimation of mutual information. Our greatest methodological novelty

lies in efficient covariance matrix estimation, where we utilize Cholesky decomposition to estimate

covariance matrix efficiently and guarantee it to be positive semi-definite under the constrained form of

covariance structure. This approach is not only more computationally efficient, but also achieves higher

estimation accuracy than the existing methods. Moreover, we utilized the concept of mutual information to

define the marginal and conditional temporal associations, which provides a meaningful and interpretable

measure to quantify temporal associations. Last but not least, our Bayesian implementation in Stan enables

the usage of PSIS-LOO for efficient model selection, and visual model diagnostic methods to evaluate

the validity of mSFPCA models and highlight potential outliers. Although theoretically there are no

limitations on the number of temporal measurements our multivariate SFPCA can model simultaneously,

computational cost does grow exponentially with the increasing number of temporal measurements and

sample size. The computational efficiency is unlikely to be easily improved as in the case of SFPCA

by GPU acceleration. But this is possible to be achieved by migrating our code from R and Stan into

Julia, a new programming language for data and analytics that combines the functionality of quantitative

environments such as R and Python with the speed of production programming languages like Java and

C++. Since Julia provides parallel and distributed computing capabilities, and literally infinite scalability,

we do expect to overcome the computational hurdle with our Julia collaborators.

In Chapter 4 we focus on discovering a reproducible criterion for evaluating feature selection
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methods rather than developing a better feature selection method. We question the common practice of

evaluating feature selection methods based on overall performance of model prediction, such as Mean

Squared Error (MSE), and propose to use a reproducibility criterion such as Stability for identifying the

optimal feature selection method. In both simulations and microbiome applications, we find that Stability

is a preferred feature selection criterion over MSE because it better quantifies the reproducibility of the

feature selection method. The strength of our work lies in the comparisons of widely used microbiome

feature selection methods using extensive simulations, and experimental microbiome datasets covering

various sample types and data characteristics. The comparisons are further confirmed with non-parametric

hypothesis testing using bootstrap. This non-parametric hypothesis testing is a novelty of our work, yet also

a limitation, as our current usage of bootstrap, especially the nested bootstrap approach for experimental

microbiome data applications, is computationally expensive; further theoretical development on hypothesis

testing for reproducibility can be done to facilitate more efficient method comparisons based on Stability.

Further work would also be needed to explore the additional biological insights brought by selected features

using best method found by Stability instead of MSE. Last but not least, although our work is focused on

microbiome data, we do expect the superiority of reproducibility criteria over prediction accuracy criteria

in feature selection to apply in other types of datasets as well, and we thus recommend researchers to use

stability as evaluation criterion while performing feature selection in order to yield reproducible results.

In conclusion, our novel longitudinal methods and reproducibility criterion for feature selection

provide the state-of-art solutions for microbiome researchers to detect biologically meaningful signals in the

complex microbiome data, while at the same time enable them to validate their applications with graphical

diagnostics tools. Moreover, we believe that the general frameworks presented in our three methods can

also be applied to address challenges in other types of datasets, beyond the scope of microbiome data

analysis.
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