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ABSTRACT OF THE THESIS

California Rental Price Prediction

Using Machine Learning Algorithms

by

Yue Fei

Master of Science in Statistics

University of California, Los Angeles, 2020

Professor Yingnian Wu, Chair

Rental price prediction (price recommendation) is a practical topic in the current online

marketplace. In order to support hosts with less experience to set up the competitive rental

prices, we utilize the techniques, such as feature engineering and machine learning algorithm,

to select useful features and conduct models to predict possible rental prices based on the

property information provided by the hosts. In this paper, machine learning algorithms are

implemented on the same dataset which contains all the properties in California listed on

Airbnb. After feature analysis, we notice the number of bedrooms and property types are

the most important features that are highly associated with the rental prices. Among all

the methods, XGBoost gives the most satisfying prediction results of rental prices based on

RMSE, MAE, and R2.
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CHAPTER 1

Introduction

Nowadays, traveling becomes much easier and more diversified. People are given a lot of

options for accommodations during traveling. Where and what property type do you want

to stay in when you are planning for your trip? This may be the first concern for most

people when they are making plans for the trips. Years ago, while the hotel used to be the

first choice for many of us, now, people have more choices on online marketplaces, such as

Airbnb, which is a platform connecting guests who need accommodations with hosts who

want to rent their properties. By 2020, Airbnb has more than 150 million users, 0.65 million

hosts, and 7 million listings globally [1]. According to the current growth, we may expect

that the total number will continually increase in the next few years. Given a large number

of hosts and listings, reasonable and competitive rental prices are important to maximize

the benefits for both hosts and guests.

On the Airbnb website, it is very considerable to provide the estimated earnings based on

the general information, such as location (city), room type, and the number of guests with

the assumption that at least 15 nights are booked every month. However, the estimation may

not be appropriate because the information used is too general. Even if for the properties

in the same area, rental prices can be various based on property types, zip code, and so on.

Therefore, the task in our case is to find a more reliable way to estimate the rental prices.

I notice that the commonly used ways for most hosts to estimate the prices are based on

their own experiences, or they can use other properties with similar conditions as references.

However, these ways may not be sufficient since the number of properties the hosts can use

as references are relatively small. Also, it can be even harder for the first-time host who has

no experience in setting up rental prices at all, so we want to use Airbnb data to provide
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more reasonable prices as references for the hosts.

In this project, we collect all California data from Inside Airbnb website to estimate the

rental prices. As the preparation step for analysis, data cleaning, exploratory data analysis,

and feature engineering will be conducted. After the finalized dataset is well-formatted, we

will implement five machine learning methods, which are Ridge Regression, Ridge Regression

with K means, Support Vector Machine - Regression (SVR), Random Forest, and XGBoost.

Their performances will be evaluated based on three indicators, R2, Root Mean Square Error

(RMSE), and Mean Absolute Error (MAE). Among all five methods, the best-preformed one

will be eventually selected, and further discussion will be given on later chapters.
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CHAPTER 2

Exploratory Data Analysis

2.1 Data Overview

The data we used is collected from Airbnb by inside the Airbnb website, and it was last

updated on February 13, 2020. The data contains all datasets from eight regions in California,

which are Los Angeles, San Diego, San Francisco, Santa Cruz, San Mateo, Oakland, Pacific

Grove, and Santa Clara. We have 8 datasets (75250 observations in total), and each dataset

contains 106 variables. Table 2.1 only includes the first six rows of our raw data. Due to

a large number of variables and messiness of data, we will talk about more details of data

cleaning and feature engineering for analysis in the next chapter.

Table 2.1: Data Observation

id listing url host id host-since host location host repsonse time ... price ... reviews per month

109 http://www.air... 521 2008-06-27 San Francisco,CA,US NA ... $122 ... 0.02

344 http://www.air... 767 2008-07-11 Burbank,CA,US within a few hours ... $168 ... 0.19

2708 http://www.air... 3008 2008-09-16 Los Angeles,CA,US within a few hours ... $79 ... 0.33

2732 http://www.air... 3041 2008-09-17 Santa Monica,CA,US within a few hours ... $140 ... 0.19

2864 http://www.air... 3207 2008-09-25 Bellflower,CA,US within a few hours ... $80 ... NA

5728 http://www.air... 9171 2009-03-05 Los Angeles,CA,US NA ... $75 ... 2.41
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2.2 Data Cleaning

On the inside Airbnb website, each region has its own dataset. For example, there are 8

datasets in total for California. As a result, I cleaned each dataset separately before we

combine all datasets together. Each dataset has 106 variables that include many irrelative

features, such as different types of URL, user names, and state information, so they are

eliminated in the first step. Since we only work on the data of California, the physical

locations of the properties, which are not in California, will be also excluded in this step.

Before exploratory data analysis, we will look at the summary table of the response variable,

price 1.

Table 2.2: Summary of Price

Min 1st Qu Median Mean 3rd Qu Max

0.0 75.0 120.0 2217.1 200.0 25000.0

Based on the summary in Table 4.2, we may notice it is not reasonable to have rental

prices equal to $0 from a profit perspective, and there are only 12 observations with rental

prices equal to $0, so the observations with $0 as their prices will be omitted. Also, the

maximum price is $25000 which is extremely larger than most of our prices, so we will only

include the prices lower than $5000. The next task is to deal with missing values. For

the numerical variables with a large proportion of missing values, instead of filling missing

values, they will be directly excluded to limit noise caused by imputation. For the rest

numerical variables and binary variables, the missing values will be replaced by 0 or ”False”.

For example, the missing values in security deposit will be directly replaced by 0, and those

in is host superhost will be replaced by ”False”. For the categorical variable with multiple

levels, such as host response time. The missing values will be replaced by the base level,

”Never”, and the variable, bedrooms which is the total number of bedrooms in the property,

will be imputed by group mean based on property type and room type. The last variable

1Daily rental price
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with missing values is zip code. We can use the external sources of US zip code to fill the

missing values based on their latitudes and longitudes [12].

Besides missing value imputation, data transformations may also be necessary for some

features. For example, the variable, summary, contains descriptive text information. For

simplicity, a new binary variable will be created to determine if the summary is provided or

not. This is because we expect that more property information provided, more popular the

properties will be, and rental prices can be higher. Also, the variable, amenities, includes

all details of amenities offered by hosts. In this case, we only count the number of ameni-

ties offered in each property. Moreover, there are two time-related variables, first review2

and last review3, so the difference between the two variables will be used to keep track of

how long the hosts continue their businesses on Airbnb. As the last step of data clean-

ing, we will create dummies for multi-level categorical variables for feature selection. After

the data cleaning steps, all eight datasets will be appended together as our final dataset.

The exploratory analysis will be conducted in the next chapter, so we can have a better

understanding of the data, and the variable description will be given after feature selection.

2.3 Exploratory Analysis

In this section, we can take a further look at the relations between all the features and rental

prices using data visualization. Since the finalized data includes all property information

crossed California, let us first look at the proportion of each region in the final dataset as

showed in Figure2.1. We can see that 53.36% of observations are from Los Angeles, and the

data from San Mateo and Pacific Grove is relatively small since both of them are less than

1%. Based on this information, we may expect the rental prices in these two regions have

large fluctuations.

2The date on which the host is reviewed at the first time

3The date on which the host is reviewed at the last time
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Figure 2.1: Sample Proportion of Neighborhood Groups

Figure 2.2, the boxplot of rental price based on neighbor groups shows that there are

many extreme values in each group, which may be caused by different reasons, such as

property types or location. We can expect that the rental price of a villa will be much

higher than it for a shared room. This issue will be solved in the next section by data

transformation. Other than the extreme values, we may also notice that there are some

overlaps in the interquartile ranges for some groups. For example, the IQRs and means for

San Diego and San Francisco are almost the same, so we may assume there is no significant

difference in rental price between these two groups. The boxplot also indicates that there

are possible significant differences in average rental prices for other groups, so some values

in the variable, neighbor groups, can be important for our prediction.
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Figure 2.2: Rental Price by Neighborhood Groups

When we think about factors that highly affect rental prices, what will be the first feature

that comes into our mind? For me, it is the location of properties. We know that even with

the same quality and conditions, the property rental prices can be various if they are not in

the same location. Figure 2.3 shows the relations among the number of properties, average

prices, and locations. The two plots on the left show the number of properties in each zip

code. We notice that Southern California has more cities in which the total number of

properties is greater than 1000 compared with North California. That can be reasonable

since we have more than half of observations are from Los Angeles. Also, the right plots

show the average rental prices by zip codes. Similar to the plots on the left, there are more

local areas in southern California with average rental prices higher than $500. If we conduct

further analysis of those cities, we can find there are some cities significantly affects the

rental prices. Considered the case in Los Angeles, the areas with high average prices are

either close to the coast, such as Malibu, or they are near to Beverly hills. Because of that,

7



we can assume some cities (neighborhoods) will have significant impacts on rental prices.

Figure 2.3: Maps

Other than the location, the duration of being a host on Airbnb can be also highly related

to the rental price. Considered the case that the hosts actively run their rental businesses

on Airbnb for many years, then we can expect these hosts have more experience in setting

up the rental prices, and we can assume their prices should be more stable, so we conduct

the line plot of cont4 versus average prices to check the association between average prices

and duration of being hosts on Airbnb. In Figure 2.4, we may find that the fluctuations

of the average prices become larger as cont increases. The possible reason can be the hosts

with less experience tend to be more conservative when setting up the prices, so we can see

4cont = last review – first review (the duration of being a host on Airbnb)
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that for the hosts run their business on Airbnb less than 500 days, the fluctuations are mild

compared with those are Airbnb longer than 2000 days.

Figure 2.4: Average Rental Price by the Days Stayed in Airbnb as Hosts

The cancellation policy is also likely to affect rental prices. Considered the case if the

cancellation policy is extremely strict, then we can expect the rental price of such properties

should be high. Based on the information from Airbnb, we have five levels for cancellation in

general, flexible, moderate, strict, super strict 30 days, and super strict 60 days [4]. Figure

2.5 gives a straight forward view of the relation between cancellation policy and average

rental prices. For all the policies contained “luxury”, the average prices are significantly

higher than others, which can be explained by the fact that costs of luxury properties are

much higher than any other types, so it may cause a big loss for hosts without the relatively

strict cancellation policy. Besides the cancellation policy of luxury properties, we also can

observe the trend that as the policy becomes stricter, the average rental prices get higher.

9



We can expect some values from the cancellation policy will stand out for modeling.

Figure 2.5: Average Rental Price by Cancellation Policy

The total number of bedrooms and bathrooms can also affect the rental prices. Based on

common sense, we know the number of bedrooms is proportion to the number of bathrooms,

so these two features should be highly correlated. Also, we should expect an increase in the

rental price as the total number of bedrooms and bathrooms increase. In Figure 2.6, we can

see the general trends of the subplots are similar. When the values of variables on the x-axis

are relatively small (less than 8), the average prices go up as these variables increase. This

information implies that these two variables may be highly correlated and impact the rental

price, so we want to keep one of the variables, bedrooms or bathrooms, in the models. In

the later section, we will conduct a correlation matrix to determine which variable to keep

10



for modeling.

Figure 2.6: Average Rental Price by the Number of Beds and Bathrooms

Now, let us take a look at the relations among room types, property types, and average

rental prices. As we mentioned earlier, the average rental prices should be much higher

for luxury properties, such as the castle and villa. Figure 2.7 indicates that the average

rental prices of the entire home or apartment associated with some specific property types

are significantly higher than others. We can see that the average rental price of an entire

villa is almost $1500 while the average price of a shared room in an apartment is only 68.

As a result, we have a reason to believe that some components in these two variables are

important for rental price prediction.

11



Figure 2.7: Average Rental Price by Room Types and Property Types

2.4 Feature Transformation and Selection

After the exploratory data analysis, we have a brief understanding of our data, also, we may

notice there are some drawbacks in the original dataset. For example, most variables have

different units, and the response variable, price, is highly skewed as it indicates in Figure 2.9.

This may cause the result that the variables with larger scales may have bigger impacts on

prediction prices. Therefore, data scaling and transformation are necessary before modeling.

In order to adjust all the variables to the same scale, standardization of numeric variables

will be performed, which is that each numeric variable will minus its mean and then divide

by its standards deviation.

12



Zi =
Vi − V̄i
S

(2.1)

where Zi is the ith variable after re-scaling, Vi represents the ith variable,V̄i is the mean of

ith variable, and S is the sample standard deviation.

For the response variable, price, we may notice the density of the original price is highly

skewed, which is caused by the fact that there are several types of properties with extremely

high prices, such as the entire castle or villa. In order to reduce the effects of the extreme

values on our models, the log transformation will be provided. In the Figure 2.9, we can

notice that after the log transformation, the variable, price, is not highly skewed, also, the

qqnorm plot (Figure 2.8) indicates that the response variable becomes normally distributed

after the log transformation, which will be extremely helpful for model implementations.

The final step in this section is to split our dataset into training and testing sets. We will

randomly select 75% of observation as the training set to fit models, and the rest 25% of the

data will be treated as testing set to check the performance of models. The feature selection

step will be conducted based on the training set.

Figure 2.8: QQ plot
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Figure 2.9: Log Transformation of Response

After the data cleaning step, we keep 276 variables including dummy variables. In order to

prepare the data for modeling, the further feature selection will be performed in this section

since not all variables are informative for prediction. We first check the correlations among all

numeric variables. In Figure 2.10, we can see that the variables, bedrooms and bathrooms

are highly correlated, and as we assume, the number of bedrooms is proportional to the

number of bathrooms. Besides that, bedrooms is also highly correlated with cleaning fee

and “guest included. Since the number of bedrooms has the highest correlation with price,

we will only keep bedrooms to avoid the multi col-linearity issue. Another big dark blue

chunk in the plot includes all four variables related to availability, so we decide to only keep

availability 30. The last two highly correlated variables are number of reviews and cont.

This is because the longer the hosts run their businesses on Airbnb, the more reviews they

will get. Then, the highly correlated variables will be eliminated from our final dataset, and

the new correlation plot is conducted on the bottom.

14



Figure 2.10: Correlation Maps
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The next step is a formal feature selection. We will pick the important features from all

276 variables so that it will be more efficient for modeling and prevent from overfitting issue.

Here, we use Random Forest for feature selection. Since too many variables in the dataset,

we finally decide to include the top 30 variables, and their descriptions are also listed below.

Figure 2.11: Average Rental Price by Room Types and Property Types

16



CHAPTER 3

Methods

In this chapter, we will go through more details about the application of machine learning

algorithms in rental price prediction. We want to use the machine learning algorithms to

build up our own recommendation system to suggest reasonable prices based on the property

information provided by hosts, and they can make any adjustments based on the predicted

results as they need. We have continued response in this case, so the implemented regression

models are Ridge Regression, Ridge Regression with K means, SVR (support vector machine

regression), Random Forest, and XGBoost. Their performances will be evaluated by R2,

RMSE (the root of mean square error), and MAE (mean absolute error). The detailed

implementation strategies used in these methods will also be discussed in this chapter.

R2 = 1−
∑

(yi − ŷi)2∑
(yi − ȳ)2

(3.1)

RMSE =

√∑
(yi − ŷi)2
n

(3.2)

MAE =
1

n

∑
|yi − ŷi| (3.3)

3.1 Ridge Regression

The first method we considered is ridge regression which consists of linear regression with a

weighted L2 regularization term to prevent the parameters from overfitting. From a math-

ematical perspective, the ridge regression finds the optimal β̂ that minimizes the residual

17



sum of square error plus a regularization term. Shown as below [5]

β̂λ = argmin
β

[|Y –Xβ|2 + λ|β|2] (3.4)

Where β is a vector of coefficients and λ is the weight of regularization. Suppose f(β) =

|Y − Xβ|2 + λ|β|2, then f ′(β) = −2XT (Y − Xβ) + 2λβ and set f ′(β) = 0, we can get

β̂ = (XTX + λIp)
−1XTY . Choosing the propriety lambda value is important in Ridge

Regression. Considering the case when λ = 0, it becomes to the linear regression, which

may cause overfitting, or if lambda is extremely large, then the model becomes extremely

conservative, which leads to the result that all coefficients are close to zero. Figure 3.2 shows

the coefficients shrink towards zero as the log(λ) increases. The red dot in Figure 3.1 is the

ridge estimation [5].

Figure 3.1: Average Rental Price by Room Types and Property Types

18



Figure 3.2: Average Rental Price by Room Types and Property Types

In order to find the best λ, we will fit the ridge regression with a sequence (100 values)

of λ from 1e-10 to 10. Then, the 10 folds cross-validation will be used to find the optimal

λ, which minimizes the mean cross-validated error. In Figure 3.3, the plot on the bottom

shows the relation between mean square error and log(λ). The first dash line form left is the

best lambda which is 1.668101e-06, and it will be used to fit ridge regression.

19



Figure 3.3: Average Rental Price by Room Types and Property Types

3.2 Ridge Regression with K Means

Ridge regression itself may not able to capture the effect of segmentation on our predictions,

so to improve the prediction, we can consider first putting the data into different groups, and

each group has training and testing set. Then, we will build ridge regression for each group

based on training data and evaluate the performance using the testing data [10]. Since we

do not have clear labels, the unsupervised clustering algorithm, K means will be used. In

K means algorithm, the centroid, k, indicates the number of clusters that we want to divide

data into. The algorithm starts from randomly choosing k centroid as we specified. Then,

data will be assigned to different clusters according to the centroids, meanwhile, centroids

20



will be re-calculated based on the data points in each cluster. Those steps will be performed

iteratively until convergence.

After we know the algorithm, choosing k would be the most important task in this

combined method. Let us first visualize the data in a 3D space using a dimension reduction

technique. In Figure 3.4, we notice that the data is clearly separate into two groups in 3D

space, so the initial approach is chosen k using the Elbow method, which is that we will set

k from 2 to 20, and the total within clusters sum of square will be calculated for each k. We

want to find the elbow point from the plot. That will be our choice of k. In it is shown in

Figure 3.5, we can see that the within clustering total sum of square gradually decreases as

k increases, and we may notice the elbow point is 10.

Figure 3.4: PCA without labels
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Figure 3.5: K means

3.3 Random Forest

Random forest has been a wildly used machine learning algorithm in industries because it

not only provides satisfying results but also has no distribution assumption about the data.

Random forest works pretty well on high dimensional data, which is the case for our dataset.

Before we talk about random forest algorithm, we should mention the decision tree a little

bit. There are two types of decision trees, classification, and regression. Since we have

continued numeric response, so the regression tree is appropriate for our case. As shown

in Figure 3.6, the regression tree will go through each node to determine which branch the

observation will be assigned, and the group average will be used as predicted results when we

reach the bottom of the tree. We may have a question about how the decision tree arranges

the conditions? For example, if we have only two variables associate with rental prices, which

are bedrooms and security deposit. How do we know which one we will determine first? The

sum of squared errors (SSE) for those conditions will be compared. The conditions with the

smallest SSE will be the first node, and so on.
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Figure 3.6: Decision Tree

Now, we can consider random forest as a combination of multiple independent decision

trees, which showed in Figure 3.7 [9]. Each individual tree will go through the nodes inde-

pendently with the same weight and come up with its own predictions. For the regression,

the average of predictions from all decision trees will be used as our final predictions. Also,

there are some unique characteristics of random forest. Instead of using all observations,

we can randomly choose n bootstrap samples from the whole observations, and for each

bootstrap sample, only m out of the total number of features (specified as mtry in R) will

be used in each node, which helps to prevent from overfitting [8]. In our case, the different

combination will be used. We will use mtry as 10 and 15, ntree as 500, sample size as 10%,

50%, and 100 % of training data with replacement. The results of random forest will be

discussed and compared with other methods in the later chapters.
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Figure 3.7: Random Forest

3.4 Support Vector Machine Regression

Support vector machine invented by Vladimir Vapnik [13] has become a widely used non-

parametric machine learning algorithm for not only classification but also regression. The

idea behind it is that we want to find the optimal solution of the boundary for the regres-

sion in the high dimensional space. That means if we consider X as our predictor matrix,

and Y as response vector in the training set, we want to find the function f(X) such that

the difference between f(X) and true response Y are less than or equal to ε which can be

considered as a threshold we define. It has a similar purpose as regularization since ε is used

to penalize the estimations when the differences between prediction and true response are

larger than ε. Therefore, as Alex mentioned in his tutorial [11], the optimization question
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that we need to solve is

min
1

2
‖w‖2 + C

n∑
i=1

(ξi + ξ∗) (3.5)

subject to yi − 〈w, xi〉 − b ≤ ε+ ξi (3.6)

〈w, xi〉+ b− yi ≤ ε+ ξ∗ (3.7)

ξi, ξ
∗ ≥ 0 (3.8)

where w represents the classes that can be separated linearly. ξi, ξ
∗ measure the differ-

ences larger than ε. Parameter C indicates the trade-off between the complexity of the model

and the level of deviations allowed. Figure 3.8 gives a better illustration about each term [6].

When we implement support vector machine regression in R, there are some important pa-

rameters in SVM function. The kernel is the function that is used to map the features into

high dimensional space, here we use the Radial basis function. Type is the indicates the

types of output, and we use eps-regression in this case since we do not want the model to

be too complex. Gamma indicates the range of the effects of the training data points, and

the default value is 1/(ncols of data). We will try to tune those parameters to find the best

combinations.
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Figure 3.8: Support Vector Machine Regression

3.5 XGBoost

XGBoost is another widely used machine learning algorithm for the real-world problem, and

it gives pretty satisfying performances in most cases. Based on the example given in Tianqi’s

paper [2], XGBoost works pretty well on large datasets and takes a shorter time to implement

with higher accuracy. XGBoost algorithm uses weak learners to form a strong learner in an

iterative way, which means that each model will depend on the error of previous predictions.

This method fits the XGBoost trees to the residuals, and then the splitting technique will

be used to determine how much better the clusters performed and pick the best threshold

for each feature. By conducting this step sequentially, we can make sure that we are on the

right track to the true values. The loss function we used for regression is

L(Θ) =
n∑
i=1

li(yi, ŷi) =
n∑
i=1

(yi − ŷi)2 (3.9)
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In order to build trees, we try to minimize the objective function listed as Equation 3.10.

Since XGBoost works as additive training, the objective function can be rewrote as Equation

3.11 or Equation 3.12 mentioned in Tianqi’s paper [2].

Obj =
n∑
i=1

li(yi, ŷi
(t)) +

t∑
i=1

Ω(ft) (3.10)

=
n∑
i=1

li(yi, ŷi
(t−1) + ft(xi)) + Ω(ft) (3.11)

=
n∑
i=1

[2(ŷi
(t−1) − yi)ft(xi) + ft(xi)

2] + Ω(ft) (3.12)

After taking the second order of Taylor expansion and re-formulating 1, the final objective

function is

Obj = −1

2

T∑
j=1

G2
j

Hj + λ
+ γT (3.13)

where

Gj =
∑

i∈Ij gi =
∑

i∈Ij ∂ŷi(t−1)l(yi, ŷi
(t−1)), Hj =

∑
i∈Ij hi =

∑
i∈Ij ∂

2
ŷi

(t−1)l(yi, ŷi
(t−1)), and

γ is the regularization. Now, after we get the finalized objective function, we can use the

approximate greedy algorithm for the best splitting because of the efficiency.

To implement the XGBoost algorithm in R , the most important step is to tune the

parameters. In our case, the tuning parameters included as below [3]:

• eta: learning rate (0 ≤ eta ≤ 1)

• gamma: minimum loss reduction required. The larger gamma indicates

the more conservative algorithm

• nrounds: number of iteration

• max depth: maximum depth of a tree

• early stopping rounds: the algorithm will stop after k rounds if no improvement

• subsample: the ratio of the training observation will be used

1Please refer to Tianqi’s paper for the detailed derivation process [2]
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CHAPTER 4

Results

In this chapter, the predictions from all methods will be compared. Also, most of the methods

require tuning parameters, so the values of parameters inside of each algorithm will also be

given. The final results are shown in the table below.

Table 4.1: Ridge Regression Results

Method R2 train rmse train mae train R2 test rmse test mae test

Ridge 0.627 0.5035 0.3723 0.6178 0.5128 0.3762

Ridge with Kmeans 0.6770 0.4668 0.3452 0.6731 0.4743 0.3513

Random Forest 0.9346 0.211 0.1475 0.7255 0.4285 0.3075

SVR 0.7626 0.4001 0.2617 0.6976 0.4561 0.3248

XGB 0.8611 0.3062 0.2265 0.7304 0.4306 0.3087

For Ridge regression, we already know that the optimal λ is 0.668101e-06. As the result

shown in Table 4.1, both training and testing R2 are relatively low. RMSE and MAE may

also be unsatisfying. The reason for this might be that the ridge regression did not capture

the non-linearity of our dataset. For ridge regression with K mean, we expect it can help

to group the observations with high similarity to reduce the errors in our prediction. After

tuning parameters, we notice that the best result given when k is 10. Also, Table 4.1 shows

the results of ridge regression with k means indeed improves the model performance compared

with ridge regression. The best predictions of random forest are obtained when “mtry” is

10, and building model uses all observations in the training set. For support vector machine

regression, we get the best predictions when γ is 0.06, and ε is 0.1. As we mentioned in the

previous chapter, XGBoost gives satisfying predictions in most cases. This method involves
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tuning process for 4 parameters, which are “eta”, “gamma”, “nrounds”, and “subsample”.

We find the best result when eta is 0.03, gamma is 0.36, nrounds is 500, and subsample is

0.6.

When we compare all three indicators, R2, RMSE, and MAE. We may notice that random

forest has the best performance on the training dataset because R2 is 0.9346, which means

the model can explain 93.46% of our training data. Also, it gives the lowest RMSE and

MAE among all five models. However, for the testing set, XGBoost can explain more data

than random forest, and both of them have small RMSE and MAE. I will choose XGBoost

as the model with the best performance for two reasons. The first reason is that based on

all three indicators, XGBoost has the highest R2 and small RMSE and MAE. The second

reason is that XGBoost may require a shorter time than random forest for implementation.

If we want to use the algorithm to help hosts to set up prices, we would never want them to

wait for too long to get the result. Overall, XGBoost gives satisfying predictions.

In Figure 4.1, the histogram shows the difference between predictions and true value in

the testing set. We can see that our predictions are more centralized compared with the true

values. More than that, we have more prediction values lays in the interval between 4.2 to

4.4 for ridge regression while more predictions are between 4 to 5 for ridge regression with

k means. Also, for both methods, there are fewer predictions in the interval from 2 to 4,

so these methods might be improved in predicting low responses. Now, for the histogram

of the random forest and XGBoost, we may notice they have better performance when the

responses are small compared with other methods, and they have more predictions around

5.

Also, the densities of predictions and true responses are shown in Figure 4.2. We can see

the density of true price is like a bell shape while all the densities of predictions have more

than one peak. The interesting fact is that we can see the first peak becomes lower as the

model performance becomes better.

After choosing XGBoost as the model with the best performance, we would like to further

investigate the difference between our predictions and true rental prices. Since the purpose
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of this project is to provide the reasonable suggestions of rental prices to hosts, we want to

analyze if the model could identify the observations either overpriced or underpriced. The

summary statistics of the difference between prediction and true prices listed below.

Table 4.2: Summary of difference between predictions and true prices

Min 1st Qu Median Mean 3rd Qu Max

-3.49885 -0.21704 0.01674 -0.00401 0.24139 2.66470

We may notice that the minimum difference is -3.49885, and the maximum difference is

2.66470. We first look at the overpriced observations. For example, observation No. 16460

has the largest absolute difference. We first select the observations in the testing dataset

which have the similar condition as the observation No.16460, and the result shows that the

log of rental prices of those observations are between 4 and 5 while the log of the price of

No.16460 is 8.022897. The same situation happens to other overpriced observations. Based

on the information of No.16460 we obtained, the property is a studio located in San Francisco

with a rental price $3050. There is nothing special about this property, so the price should

not be so high. Unfortunately, we do not have enough information conclude the reason why

the price is overpriced, but there are some possibilities. For example, the property is close

to landmarks, or the property might be spacious. The price can be reasonable if we want

to rent a house next to Disneyland, or it has a great view. The additional information is

required to find the root causes.

For underpriced observations, we first look at the observation No.5379. The log of the

true price is 2.3035. Similarly, we select the observations with the similar condition in the

testing set. The log of prices for other observations fluctuates around 4.967. In the raw

data, it indicates observation No.5379 has $150 for cleaning fee which is much higher than

other properties with the same condition, so we may guess that host use this as a strategy to

attract more guests. Even though the price is extremely low, a high cleaning fee makes sure

that it is still profitable. There are also other possible reasons why this property underpriced.

For example, the neighborhood is not safe. To find the root causes, we may need additional
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information.

Figure 4.1: Predicted log price distribution
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Figure 4.2: Predicted log price distribution
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CHAPTER 5

Conclusion and Enhancement

5.1 Conclusion

As Airbnb becomes a popular option, more people consider renting properties on Airbnb as

their businesses. It might bring a question if there any suggestion for the hosts, especially,

the host with less experience to set up rental prices. If we can come up with some strategies

to give them suggestions, it not only benefits the hosts but also attracts potential hosts for

Airbnb.

Because of this motivation, we start this project. Since we include all datasets from

California, the data cleaning step becomes extremely tedious because it involves a great deal

of data formatting and imputation. Also, for this practical project, exploratory analysis and

data visualization play important roles. Because of these two steps, we can have a better

understanding of features and finish the initial feature selection. During the algorithm

implementation step, we try to use different indicators to evaluate model performances. As

we expected, XGBoost gives the most satisfying predictions. Even though the rental prices

are totally set up based on hosts’ wills, we try to get the general trend of rental prices on

the marketplace to give some reasonable suggestions about rental price, and then the host

can make any adjustments based on the suggestions as they need.

5.2 Enhancement

At the end of this project, we may also notice there are some enhancements we can make

in the future. As it is mentioned in Yang Li’s paper [7], we can include the information of
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landmarks for prediction. For example, the distance between nearby landmarks and property

can be used as a new feature for modeling. The seasonality can be another important feature

since the rental price will be higher in some specified date, such as holiday seasons. In

addition, the supply and demand are also affected the rental price, and we may need to get

this information from external sources. By including more relative features, I believe model

performance will be improved.
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