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ABSTRACT OF THE DISSERTATION 

 

Implicit Communication Through Behavioral Policy Design 

 

by 

 

Joseph Summer Reiff 

Doctor of Philosophy in Management 

University of California, Los Angeles, 2023 

Professor Hal E. Hershfield, Chair 

 

Policymakers are increasingly using interventions, informed by psychological science, to 

motivate behavior change (“behavioral policies”) across a range of domains: from reducing 

failure to appear in court to increasing COVID19 vaccinations. Field experiments testing these 

behavioral policies are theoretically and practically important: they provide ecological validity to 

psychological theories, while evaluating real solutions to pressing social problems. Yet, recent 

evidence suggests, when tested in interventions in the field, promising ideas from psychology 

often yield null effects or even backfire. Moreover, behavioral policies testing the same 

psychological principle often result in divergent results across field experiments. This presents 

multiple obstacles for behavioral science. Without theories that can explain unexpected and 

divergent evidence across field experiments, researchers may prematurely conclude that 

psychological principles that have been theorized to be highly motivating do not have ecological 

validity, and policymakers may prematurely conclude that behavioral policies are not useful tools 
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for addressing problems at scale. While recent evidence has pointed to differences in sampling 

and measurement to explain unexpected and divergent results, my dissertation explores a 

different hypothesis: people draw inferences about policymakers from details in the design of 

behavioral policies and the contexts in which they are implemented, which can help determine 

when policies work as intended and when they backfire. My dissertation includes four chapters, 

each highlighting an inference people draw from behavioral policies: inferences about urgency, 

support, inauthenticity, and trustworthiness. By identifying social inferences as a hidden 

mechanisms underlying the effects of behavioral policies, my research provides new insight into 

(1) the unexpected effects of behavioral policies that both academics and expert practitioners 

previously believed to be effective, (2) the redesign of psychological interventions so that they 

have their intended positive effects, (3) the identification of moderators that help explain the 

divergent effects of interventions across contexts, and (4) the inclusion of consequential yet 

unexplored outcomes in the evaluation of behavioral policies. Together, my dissertation 

integrates and advances knowledge on social inference making and behavior change, provides a 

new perspective on studying psychological theories in the field, and offers practical implications 

for policymakers seeking to design effective behavioral policy.  
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INTRODUCTION 

 

 

Imagine you visit your doctor for an annual checkup, and they ask you to consider getting 

a painful preventive screening exam. You might be wondering: how urgent is this screening 

exam? The doctor offers you an appointment for the exam either later today or in two months. 

You infer from the doctor’s “now or later” offer that the exam cannot be that urgent; Afterall, 

they seem to be equally endorsing the “do it later” and “do it now” options. What if, instead, the 

doctor first offered a same-day appointment. Then only after you declined that offer, they offered 

the appointment in two months. You might then infer that the doctor thinks this exam is quite 

urgent. The example illustrates how the arrangement of the doctors' offer implicitly 

communicates information about the urgency of their recommendation. In this interpersonal 

context, the decision maker could of course just ask the doctor about the urgency of the exam. 

However, in policy contexts, where a large organization is implementing a policy, direct 

communication with the policymaker is less feasible. Instead, the key premise of my dissertation 

is that implicit communication—through details in how a policy is designed and implemented— 

is a key source of information for decision makers and an important determinant of policy 

effectiveness. 

This premise is supported by research from social psychology (on “intervention 

construal”; Paluck and Shafir 2017), marketing (on “marketplace metacognition”; Wright 2002), 

and management (on “sensemaking”; Weick, Sutcliffe, and Obstfeld 2005; Krijnen, 

Tannenbaum, and Fox 2017). My dissertation seeks to broaden the scope and impact of this work 

by identifying a series of consequential social inferences that individuals draw from the use of 

behavioral policies. By combining large-scale natural field experiments with survey data, 
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qualitative responses, and incentive compatible lab experiments, my dissertation attempts to 

document how these inferences can help explain the effects of popular behavioral policies.  

My dissertation also contributes to a growing body of research that studies psychological 

phenomena in the field. Behavioral policies often have unexpected and inconsistent results 

across field experiments (List 2022). To explain this variability, recent research has largely 

focused on differences in sampling and measurement (Saccardo et al. 2023). My dissertation 

explores a complementary explanation. When policymakers attempt to leverage a single positive 

mechanism to motivate behavior change, seemingly innocuous details in the design of the 

intervention may inadvertently introduce a second mechanism—a social inference about the 

policymaker. Differences in the design and implementation of the same intervention across 

contexts can thus result in differences in the direction and magnitude of the social inference 

mechanism. Accordingly, the relative magnitude of the two mechanisms in a given context will 

determine the effect of the policy on behavior (see also Goswami and Urminksy 2022). 

Identifying hidden mechanisms can further help researchers redesign interventions to “turn off” 

unintended second mechanisms that may be inhibiting the effectiveness of interventions. In 

doing this, researchers can more accurately assess the extent to which the remaining active 

mechanism drives human behavior in the field.  

Each of the four chapters in my dissertation examines an inference that people make 

about a behavioral policy: inferences about the urgency of policymakers’ recommendations who 

offer pre-commitment (Chapter 1), inferences about support from policymakers who use peer 

comparison information (Chapter 2), inferences about inauthenticity of policymakers’ messages 

that emphasize consumer impact (Chapter 3), and inferences about the trustworthiness of 
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policymakers who include dominated options in choice sets (Chapter 4). The theories I 

developed around these inferences can help:  

(1) explain when policies—even those that were thought to be “silver bullets”—can fail 

and even backfire (Chapters 1-4) 

(2) inform the redesign of psychological interventions so that they have their intended 

positive effects (Chapters 1 and 3) 

(3) identify moderators that help explain the divergent effects of interventions across 

contexts (Chapter 3) 

(4) implicate new outcomes, unexplored in previous research, that are consequential for 

individuals and organizations (Chapters 2 and 4) 

I conclude by discussing limitations and future directions. Together my dissertation makes 

theoretical contributions to work on social inference making, behavioral policy, and behavior 

change; meta-scientific contributions to the science of studying psychological phenomena in the 

field; and practical contributions for policymakers hoping to design and implement behavioral 

policies that achieve their intended effects.  
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Abstract: To encourage farsighted behaviors, past research suggests that marketers may be wise 

to invite consumers to pre-commit to adopt them “later”. However, the authors propose that 

people will draw different inferences from different types of pre-commitment offers, and that 

these inferences can help explain when pre-commitment is effective at increasing adoption of 

farsighted behaviors and when it is not. Specifically, the authors theorize that simultaneously 

offering consumers the opportunity to adopt a farsighted behavior now or later (i.e., offering 

“simultaneous pre-commitment”) may signal that the behavior is not urgently recommended; 

however, offering consumers the opportunity to adopt that behavior immediately and then, only 

if they decline, inviting them to adopt it later (i.e., offering “sequential pre-commitment”) may 

signal just the opposite. In a multi-site field experiment (N=5,196), the authors find that 

simultaneously giving consumers the chance to increase their savings now or later reduced 

retirement savings. Two pre-registered lab studies (N=5,080) show that simultaneous pre-

commitment leads people to infer that taking action is not urgently recommended, and such 

inferences predict less adoption of recommended behaviors. Importantly, offering sequential pre-

commitment increases inferred urgency, predicting greater adoption. Together, this research 

advances knowledge about the limits and potential of pre-commitment.  

 

Keywords: pre-commitment, inference making, farsighted decisions, choice architecture, field 

experiment 
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INTRODUCTION AND THEORY 

Consumers often face decisions about whether and when to engage in behaviors that have 

immediate costs and long-term benefits (e.g., saving for retirement, updating malware protection 

software, undergoing preventative health screenings, and receiving a vaccine). When invited to 

adopt such farsighted activities immediately, people often decline because the immediate costs 

loom large relative to the distant benefits (Frederick, Loewenstein, and O’Donoghue 2002). 

Marketers and policy makers seeking to encourage farsighted choices frequently offer “pre-

commitment” as a solution: By inviting people to pre-commit to adopt the behavior in the future, 

it makes the costs feel less aversive, which extant theory and evidence suggest should increase 

adoption (Milkman, Rogers, and Bazerman 2009; Milkman, Rogers, and Bazerman 2010; Read 

and Van Leeuwen 1998; VanEpps, Downs, and Loewenstein 2016). For example, companies like 

Apple and Zoom invite customers who are due for a large software update to install their updates 

later; Wikipedia offers the option to pre-commit to donate later; and Stickk.com (a popular goal-

setting website) allows users to begin goal pursuit on a future date. Across hundreds of 

employers, pre-commitment to saving is offered through the Save More Tomorrow program, 

which allows employees to commit now to start saving for retirement in the future (Benartzi and 

Thaler 2013; Thaler and Benartzi 2004). While previous research suggests that pre-commitment 

should unambiguously increase overall take-up of farsighted behaviors, we propose that the 

effects of pre-commitment on the adoption of farsighted behaviors may be more nuanced, and we 

present evidence consistent with our theorizing.  

The current research begins with the premise that there are different ways that a marketer 

can offer consumers the opportunity to pre-commit to a farsighted behavior. Previous research 

has focused on single-option choice sets, asking how offering the option to adopt a farsighted 
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behavior at a delay (vs. now) impacts take-up (e.g., Rogers and Bazerman 2008). However, when 

pre-commitment is offered in practice, marketers commonly offer each consumer both the option 

to adopt the behavior “now” and the option to adopt the behavior “later”. Marketers do this 

presumably because it allows firms to satisfy consumers’ heterogeneous preferences (i.e., 

attracting consumers who prefer delay in addition to those who prefer to start immediately), 

while expediting the adoption of offered behaviors. In this paper, we propose the first theory to 

examine two common strategies that marketers use to offer both the pre-commitment option and 

the option to adopt the behavior immediately. We term these two strategies “simultaneous pre-

commitment” and “sequential pre-commitment” (illustrated in Figure 1-1). We further identify a 

novel mechanism that helps explain the differential effects of simultaneous and sequential pre-

commitment on farsighted decisions.  

Figure 1-1. Summary of the Three Choice Sets Studied in this Paper.  

 

No Pre-commitment 

(as the Control 

condition) 

Simultaneous 

Pre-commitment 

Sequential 

Pre-commitment 

Consumers are invited to adopt a farsighted behavior... 

 
 

or 
 
 
 

if they decline, they are 

then invited to adopt it... 
 

 

 

When offering simultaneous pre-commitment, marketers present the option to adopt a 

farsighted behavior now and the pre-commitment option side-by-side. When Zoom offers their 

software update, for instance, they offer the option to update it now or at a future date, and these 

Now Now Later Now 

Later 
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options are offered simultaneously, side-by-side. Similarly, when Wikipedia solicits donations, 

they simultaneously offer consumers the options to donate “now” or “later”. Indeed, in surveys 

we conducted, the majority of industry professionals (73.8% of N=229), as well as marketing 

professors (62.4% of N=85), predicted that offering simultaneous pre-commitment to encourage 

a policy-relevant behavior—enrollment in a retirement plan—would lead individuals to save 

more compared to only offering the option to enroll now (see Web Appendix A for more details). 

However, in the current research, we find that simultaneous pre-commitment does not 

necessarily increase adoption of farsighted behaviors and can even backfire, leading people to 

delay important behaviors they would otherwise have engaged in immediately. Such delays can 

be costly, as waiting longer to begin saving reduces accumulated wealth, waiting longer to 

update software increases the likelihood of malware attacks, waiting longer for a health 

screening reduces the likelihood of detecting a disease early enough to cure it, and waiting longer 

for a vaccine reduces the likelihood of having protection at the time of disease exposure. We 

theorize and show that simultaneous pre-commitment signals that the marketer who designed the 

adoption opportunity does not view the offered behavior as very urgent. It is as if the marketer is 

saying either now or later will suffice. 

When offering sequential pre-commitment, marketers first give consumers the option to 

adopt the farsighted behavior immediately, and then, only if the initial offer is declined, do they 

offer the option to adopt the behavior later. For example, in one of the original implementations 

of the Save More Tomorrow retirement savings program, employees were only offered the option 

to pre-commit to save in the future if they had already rejected an offer to start saving 

immediately (Thaler and Benartzi 2004). In contrast to simultaneous pre-commitment, we 

theorize that sequential pre-commitment heightens urgency: By offering immediate adoption 
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before the option to delay the action, the marketer is signaling that they prefer the action be taken 

sooner rather than later. We further show that this inference about urgency can help explain why 

sequential pre-commitment effectively increases adoption of farsighted behaviors.  

In the remainder of this paper, we first develop our theory, position it in the literature, and 

motivate our hypotheses. We then present evidence supporting our theory from one large-scale 

field experiment, one vignette-based laboratory experiment, and one incentive compatible 

laboratory experiment. We end with a discussion of the implications of our research.  

THEORY 

Previous Theories of Pre-commitment 

In this paper, when we state that people are offered “pre-commitment”, we mean that they 

are offered an option to commit now to adopt a behavior at a future point in time. We 

consider pre-commitment to be a specific type of “commitment device” (Rogers, Milkman and 

Volpp 2014) because, broadly speaking, when people are offered a commitment device, they are 

offered the option to commit to restrict a future choice set (Ashraf, Karlan, and Yin 2006; 

Schwartz et al. 2014). Our research specifically examines pre-commitment. 

Multiple streams of research have found that offering consumers a choice to pre-commit 

to a farsighted behavior increases take-up. For instance, when making choices for the future (vs. 

for now), people are more likely to select healthy foods (Milkman, Rogers, and Bazerman 2010; 

Read and Van Leeuwen 1998; VanEpps, Downs, and Loewenstein 2016), rent educational films 

(Milkman, Rogers, and Bazerman 2009; Read, Loewenstein, and Kalyanaraman 1999), and 

support policies that bolster environmental sustainability (Rogers and Bazerman 2008). 

 The most common explanation for this pattern is that many people tend to exhibit present 

bias (O’Donoghue and Rabin 1999). Present-biased consumers struggle to make farsighted 
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decisions because they over-weight the immediate costs associated with such behaviors (e.g., the 

taste disadvantages of healthy food, the discomfort of a vaccine or colonoscopy) while steeply 

discounting the future benefits (e.g., longevity). Previous research has argued that pre-

commitment offers should be attractive to present-biased consumers; if the farsighted behavior 

(e.g., eating a healthy diet, receiving a shot) starts or occurs in the future, the disutility of 

incurring the costs will be heavily discounted—making the behavior seem less aversive 

(Milkman, Rogers, and Bazerman 2008). Accordingly, as long as a decent share of consumers are 

present-biased, offering them a chance to adopt a farsighted behavior in the future (i.e., to pre-

commit) should, on average, increase overall take-up of the farsighted behavior. 

In addition to present bias, theories about resource slack and pain of payment lead to a 

similar prediction that pre-commitment should increase adoption of farsighted behaviors. That is, 

people expect to have more discretionary resources (i.e., “resource slack”) in the future than they 

do in the present (Zauberman and Lynch 2005), and people find spending resources less painful 

when they have more resources (Morewedge, Holtzman, and Epley 2007). As a result, people 

should anticipate that, compared to adopting a farsighted behavior now, pre-committing to adopt 

it in the future will be less painful and thus more attractive.  

When a consumer is offered both the option to adopt a behavior “now” and the option to 

adopt the behavior “later”, we still assume that some combination of the aforementioned 

mechanisms identified in previous work should make the pre-commitment offer attractive to 

some extent. However, our focus is on an additional mechanism that has been neglected by 

extant theory about pre-commitment and may counterbalance these previously studied benefits.  

Precommitment and Inferred Urgency  
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We argue that to understand when pre-commitment fails it is necessary to consider 

people’s inferences about the marketer offering pre-commitment. Generally speaking, past 

research has shown that consumers make inferences about marketers’ motives and 

recommendations (Kardes, Posavac, and Cronley 2004), particularly based on the options they 

offer and the way those options are arranged (Benartzi 2001; Lieberman, Duke, and Amir 2019; 

Krijnen, Tannenbaum, and Fox 2017). For example, people assume the option that marketers set 

as a “default” is what they recommend (Brown and Krishna 2004; McKenzie, Liersch, and 

Finkelstein 2006).  

Extending this work, we propose that people make inferences about the urgency of 

marketers’ implicit recommendations. In previous marketing research, urgency has typically 

been defined as an objective characteristic of tasks (often referred to as “task urgency”; Zhu, 

Yang, and Hsee 2018). Tasks with upcoming deadlines, for instance, have greater task urgency 

than those with more distant deadlines. We argue that urgency can also describe a person’s 

subjective judgment that it is better to take action sooner rather than later. Importantly, 

consumers may make sense of how urgent a marketer thinks it is for them to take action based on 

the marketer’s implicit and explicit recommendations. For instance, if a financial advisor 

recommends that her clients start saving immediately, the clients may perceive that the financial 

advisor considers saving to be an urgent priority. In the current research, we examine how 

consumers make inferences about the urgency of marketers’ recommendations from the 

presentation of choices marketers offer. We define “inferred urgency” as the inference by a 

consumer that a marketer recommends adoption of a behavior sooner rather than later. Below, we 

first theorize about how the design of a pre-commitment offer affects consumers’ inferred 

urgency and then hypothesize about the consequences of this for consumer choice.  
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We specifically propose that consumers make inferences about the urgency of a 

marketer’s implicit recommendation from the order in which a pre-commitment option is 

presented. Previous research has shown that consumers hold “position-based beliefs” 

(Valenzuela and Raghubir 2009). Consumers assume that options presented at eye-level, for 

instance, are placed there by the retailer because they are more popular than the options on the 

bottom of the shelf (Valenzuela and Raghubir 2009). Building on this work, we argue that 

consumers do not just hold position-based beliefs about where options are placed in a display but 

also make inferences based on when marketers present options in a sequence. We specifically 

propose that consumers will view the temporal ordering of options as an intentional decision by 

the marketer that signals how strongly the marketer recommends certain options relative to 

salient alternatives.  

We argue that the two common ways marketers design pre-commitment offers—

simultaneously and sequentially—send contrasting signals about the urgency of a marketer’s 

recommendation. When a marketer offers consumers simultaneous pre-commitment, the options 

to adopt the behavior “now” and “later” are presented side-by-side in the same menu. In 

presenting these options side-by-side, the marketer does not signal a clear preference between the 

options. Without additional information, consumers may naturally infer that a marketer endorses 

both options equally (Fox, Ratner, and Lieb 2005; Tannenbaum, Fox, and Goldstein 2013). To 

consumers, it is as if the marketer is saying, “either doing it now or later will suffice.” When a 

marketer offers consumers sequential pre-commitment, however, they are offering the option to 

adopt a given behavior “now” first, and only after their offer is rejected do they offer the option 

to adopt it “later.” We propose that this presentation implies an ordinal ranking of the marketer’s 

recommendations. It would be natural for consumers to infer that the marketer is not outright 
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endorsing the “later” option, but rather treating it like a contingency plan to ensure that if 

consumers do not adopt what the marketer is offering now, they will at least adopt the behavior 

at some point in the future. To consumers, it is as if the marketer is saying, “you should do this as 

soon as you can!”  

We formally hypothesize that: 

Hypothesis 1: Compared to not offering a pre-commitment option, offering simultaneous 

pre-commitment will decrease consumers’ inferences about the urgency with which a 

behavior’s adoption is recommended, whereas sequential pre-commitment will increase 

the inferred urgency. 

Inferred Urgency and Farsighted Decisions  

When people infer a behavior is urgently recommended, this should subsequently 

influence their decisions. Previous work has shown that consumers’ choices are often influenced 

by their inferences about marketers’ recommendations (Smith, Goldstein, and Johnson 2013). 

For instance, labeling health care plans “gold,” “silver,” and “bronze” conveys to consumers 

what marketers consider to be the best, middle, and worst plans, which alters consumers’ 

insurance choices, even when the labels are assigned arbitrarily (Ubel, Comerford, and Johnson 

2015). And, when people infer that a default option is recommended by the marketer, they are 

typically more likely to choose that option (McKenzie, Liersch, and Finkelstein 2006). Other 

work has shown that when marketers communicate the urgency of a task by highlighting an 

upcoming deadline, people are more motivated to do it (d’Adda, Galliera, and Tavoni 2020; Zhu, 

Yang, and Hsee 2018).  

Bridging this work, we argue that when consumers infer a behavior is urgently 

recommended, they should be more likely to adopt the behavior. In the context of pre-
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commitment offers, our research focuses on inferred urgency’s influence on two choice 

outcomes: immediate adoption and overall adoption of a farsighted behavior. Both of these 

outcomes have important consequences for consumer well-being, and the two outcomes together 

present a comprehensive evaluation of how pre-commitment design affects engagement in 

farsighted behaviors. 

Immediate adoption. Immediate adoption refers to whether consumers commit to adopt a 

behavior immediately (i.e., choosing the “do it now” option). When studying farsighted 

behaviors, immediate adoption is particularly important to examine because the benefits of these 

behaviors typically accumulate over time. For instance, saving earlier (vs. later) in life results in 

greater accumulated savings; updating software sooner (vs. later) increases likelihood of 

stopping a malware attack; getting screening exams sooner (vs. later) increases likelihood of 

catching a disease early enough to cure it, and receiving a vaccine sooner (vs. later) increases the 

likelihood of being protected at the time of disease exposure.  

When consumers infer a behavior is urgently recommended by a marketer, they believe 

that the marketer recommends they adopt the behavior sooner rather than later, which should in 

turn increase immediate adoption of the behavior. Given that simultaneous pre-commitment 

signals lower urgency (compared to no pre-commitment or sequential pre-commitment) per our 

earlier theorizing, and given that this lack of urgency should reduce immediate adoption, we 

expect simultaneous pre-commitment to decrease immediate adoption of farsighted behaviors.1 

More formally, we hypothesize that:  

 
1 Sequential pre-commitment and no pre-commitment (the control condition) should have the same level of 

immediate adoption by design, as these two conditions are identical until after consumers make decisions about 

immediate adoption (see Figure 1-1). Thus, we do not make predictions about the effect of sequential pre-

commitment (vs. no pre-commitment) on immediate adoption of farsighted behaviors. This also presents a minor 

exception to Hypothesis 4 (introduced later in the Theory section): we do not predict that inferred urgency mediates 

the effects of sequential pre-commitment (vs. no pre-commitment) on immediate adoption of farsighted behaviors. 
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Hypothesis 2: Offering simultaneous pre-commitment will decrease the immediate 

adoption of farsighted behaviors compared to offering sequential pre-commitment or 

making no pre-commitment offer.  

Overall adoption. Overall adoption refers to whether consumers commit to adopt a 

behavior at any point in time (i.e., choosing either the “do it now” option or the “do it later” 

option). When consumers infer that a marketer recommends they promptly adopt a behavior as 

soon as possible, this should in turn increase overall adoption (i.e., prompting them to commit to 

do it, either immediately or at a future time).  

The predicted impact of simultaneous pre-commitment (relative to no pre-commitment) 

on overall adoption is unclear due to competing mechanisms. On one hand, simultaneous pre-

commitment may capitalize on people’s preference for delaying the adoption of farsighted 

behaviors (as found in previous research), which should increase overall adoption by getting 

people who otherwise would not sign up to choose the pre-commitment option. On the other 

hand, it reduces inferred urgency, which should curb adoption of the farsighted behavior. 

Therefore, we do not make predictions about the effect of simultaneous pre-commitment (vs. no 

pre-commitment) on overall adoption of farsighted behaviors because the effect will depend on 

the relative strength of these opposing mechanisms.  

However, sequential pre-commitment should unambiguously increase overall adoption of 

farsighted behaviors relative to not offering a pre-commitment option, because it both signals 

greater urgency and capitalizes on people’s preference to pursue farsighted behaviors at a time 

delay. Further, compared to offering simultaneous pre-commitment, offering consumers 

sequential pre-commitment should also clearly boost overall adoption: both types of pre-

commitment leverage people’s preference for delaying the costs associated with farsighted 
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activities, but we expect sequential pre-commitment to signal a greater sense of urgency than 

simultaneous pre-commitment. We therefore hypothesize that: 

Hypothesis 3: Sequential pre-commitment will increase overall adoption of farsighted 

behaviors, compared to making no pre-commitment offer or offering simultaneous pre-

commitment. 

Mediation via Inferred Urgency. Given our predictions that simultaneous and sequential 

pre-commitment impact consumers’ inferences about how urgently action is recommended and 

that heightened inferred urgency spurs immediate and overall adoption of farsighted behaviors, 

we formally hypothesize: 

Hypothesis 4: Inferred urgency will mediate the effects of simultaneous and sequential 

pre-commitment (vs. not offering a pre-commitment option) on both the immediate and 

overall adoption of farsighted behaviors. 

The four hypotheses are summarized in Table 1-1. 

Table 1-1. Summary of the Theory’s Key Predictions.  

 
   

Measure 

Effects of Simultaneous 

Pre-commitment 

Effects of Sequential 

Pre-commitment 

 (vs. No Pre-commitment) 
  

Inferred Urgency Decrease (H1) Increase (H1) 

Immediate Adoption of 

Farsighted Behaviors 

Decrease (H2) Because of 

Decreased Urgency (H4) 

No Effect Because Sequential 

Pre-commitment and No Pre-

commitment Are Identical up to 

the Point of the Immediate 

Adoption Decisiona 

Overall Adoption of 

Farsighted Behaviors 

Ambiguous Effect Because 

Decreased Urgency (H4) 

May be Offset by 

Counteracting Mechanismsb 

Increase (H3) Because of 

Increased Urgency (H4) 

a For more information see footnote 1. b For more information see the theory section on overall adoption. 
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Theoretical Implications 

  Overall, the current paper aims to make three main contributions. First, we contribute to 

research on pre-commitment and farsighted decision making by drawing a theoretical and 

practical distinction between simultaneous and sequential pre-commitment. Although commonly 

used in practice and thus worthy of systematic investigation, these types of pre-commitment have 

not previously been distinguished from one another and rigorously studied.   

Second, we contribute to research on inference making (Kardes, Posavac, and Cronley 

2004) and information leakage (McKenzie, Liersch, and Finkelstein 2006) by uncovering a 

novel, consequential inference people draw from choice sets: the inferred urgency of the 

marketer’s implicit recommendation. We theorize about why people form inferences about the 

urgency of recommendations and why inferred urgency can spur people to take prompt action. 

Further, we argue and show that inferred urgency can help explain when offering pre-

commitment increases adoption of farsighted behaviors and when it does not.  

Third, we present a large, real-world experimental test of pre-commitment, arguably one 

of the most commonly used “nudge” interventions. Our research suggests that a seemingly small 

difference in the way a popular idea is implemented (e.g., the simultaneous vs. sequential 

presentation of a pre-commitment option) can change its effects. We discuss generalizable 

lessons for scaling promising marketing strategies in the field.   

The remainder of this paper is organized as follows. We begin our investigation with a 

field experiment studying simultaneous pre-commitment, and then we present two additional 

well-powered, pre-registered laboratory studies testing all four of our hypotheses. The results of 

each study are summarized in Table 1-2. Our pre-registrations, materials, non-proprietary data, 

and code are available at: https://researchbox.org/434. 

https://researchbox.org/434&PEER_REVIEW_passcode=CEWQBV
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Table 1-2. Summary of Key Results.  

We report raw means and standard deviations in parentheses. Statistically significant differences between conditions are indicated by 

stars (* p ≤ .10, ** p ≤ .05, *** p ≤ .01) and were estimated using the primary analytical model specified in each study. Checkmarks in 

the far-right column indicate that inferred urgency mediates all reported differences in adoption between conditions. 

 Sample & 

Measures 

Details No  

Pre-commitment  

Simultaneous  

Pre-commitment  

Sequential  

Pre-commitment 

Mediation via 

Inferred Urgency  

Study 1 Sample  N = 5,196 university employees n = 2,600 n = 2,596   

 Immediate 

adoption 

Whether employees enrolled in a savings plan 

immediately (=1), or not (=0) 

 

.075 (.26) .059 (.23) 

   

 Overall 

adoption 

Whether employees enrolled in a savings plan 

immediately or at a delay (=1), or not  

at all (=0) .123 (.33) .116 (.32) 

Study 2 Sample N = 2,682 participants from Prolific n = 901 n = 895 n = 886  

 Inferred 

urgency 

Inference about the urgency of the employer’s 

recommendation (1-7 response scale) 

 
 

4.88 (1.52) 4.55 (1.63)  5.22 (1.30) 

 

Immediate 

adoption 

The number of employee benefits participants 

enrolled in immediately (ranging from 0-3) 1.86 (.78)  1.49 (.89)  1.93 (.85) ✓ 

Overall 

adoption 

The number of employee benefits participants 

enrolled in immediately or at a delay (ranging 

from 0-3) 1.86 (.78)  1.84 (.81)  2.14 (.82) ✓ 

Study 3 Sample N = 2,398 participants from MTurk n = 806 n = 794 n = 798  

 Inferred 

urgency 

Inference about the urgency of the researcher’s 

recommendation (1-7 response scale) 

 
 

3.87 (1.79) 

 

3.57 (1.89) 4.23 (1.81)  

Immediate 

adoption 

Whether participants enrolled in a financial 

assessment immediately (=1), or not (=0) .320 (.47) .282 (.45) .331 (.47) ✓ 

Overall 

adoption 

Whether participants enrolled in a financial 

assessment immediately or at a delay (=1), or 

not at all (=0) .320 (.47) .480 (.50) .574 (.49) ✓ 

n.s. 

*** 

*** 

n.s. 
*** 

*** 
*** 

*** 

*** 

*** 
*** 

*** 

*** 
*** 

*** 

* ** 

*** 
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STUDY 1: SIMULTANEOUS PRE-COMMITMENT IN THE FIELD 

 

 To test our theory’s main predictions about the impact of offering simultaneous pre-

commitment in the field, we report on the results of two conditions from an experiment involving 

real savings decisions.2 A companion paper (Beshears et al. 2021) compares a third condition 

from this field experiment with one of the conditions examined in our paper to explore a separate 

research question (see additional details in the following sections and Web Appendix B). 

Methods 

  

 Four U.S. universities (labeled Universities A, B, C, and D to preserve their anonymity) 

collaborated with us on our field experiment.3 Each university began by identifying a retirement 

savings plan in which they hoped to increase employees’ contributions. All universities then 

identified employees who were not enrolled in this “targeted plan” and therefore had a 

contribution rate of zero, encouraging them to sign up to save in the targeted plan. One university 

(University D) also identified employees who were contributing to the targeted plan, but not at 

the level necessary to take full advantage of their employer’s matching contributions; these 

employees were encouraged to save more, rather than to start saving. Table 1-3 presents more 

information about the targeted plans offered by the four universities, and Table A1-2 in Web 

Appendix C details other (non-targeted) savings plans. 

 

 
2 Note that although the field experiment fits as a test of our theory’s predictions, it was conducted before the 

development of our theory. For full transparency, we were originally hoping, based on prior research, that offering a 

pre-commitment option would increase retirement savings. We were surprised by the negative impact of our pre-

commitment design on savings, which prompted us to develop our theory and pre-register Studies 2-3 to deductively 

test our theory. 
3 The experiment originally included a fifth university. However, this university requested that employees elect 

dollar contribution amounts instead of contribution rates. Consequently, this university had different mailing designs 

from other universities. Further, this university had a very low response rate (only .6% of employees at this 

university increased their contribution rate by the end of our study period across the Simultaneous Pre-commitment 

and No Pre-commitment conditions, compared to an average of 13.0% at the other universities). Thus, it was not 

possible to do a meaningful analysis for this university, and we excluded its data from our analysis.  
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Table 1-3. Descriptions of Targeted Plans.  

The table is identical to the one presented in Beshears et al. (2021) because it describes the same 

retirement plans in the same universities. 
University Eligibility Employer Contributions 

A All employees on the University’s payroll with FICA 

deductions  

None 

B All employees whose annual contribution limit to the 

targeted plan is at least $200  

None 

C All paid employees OR students with a stipend  None 

D Eligibility for Employee Contributions Automatic Employer Contribution Rates (Regardless 

of Whether the Employee Contributes) 

 i) Regular full-time staff (with monthly or weekly 

pay cycles) OR 

ii) Full-time faculty and academic support staff in a 

benefits-eligible title OR 

iii) Limited-service staff scheduled to work at least 

35 h per week for a minimum of 9 months per year 

(with monthly or weekly pay cycles) 

i) 1.5% (employee age < 30)  

ii) 3% (employee age 30–39)  

iii) 4% (employee age ≥ 40)  

 Eligibility for Employer Contributions 

All employees who are eligible for employee 

contributions (described above), are age 21 or older, 

and have at least one year of prior service  

Matched Employer Contributions  

Dollar-for-dollar match on employee contributions 

up to 5% of employee’s salary  

 

One retirement plan record keeper shared by all four universities sent out mailings in 

early October of 2013 to university employees’ homes. The mailings provided employees with 

an opportunity to increase their savings contributions by filling out and mailing back a simple 

form on a pre-stamped, pre-addressed postcard. If an employee checked a box indicating they 

wanted to save and then signed and returned the postcard, that employee would be enrolled in the 

plan at a preselected contribution rate with their contributions allocated to a preselected fund. At 

all four universities, the preselected fund on the mailing was a lifecycle fund, which provided a 

diversified portfolio with a mixture of equity, bond, and money market funds tailored to the 

employee’s age. The preselected contribution rate was 3% of the employee’s pay for Universities 

A-C and 5% for University D. If an employee who was already contributing to the targeted plan 

elected to save more (only relevant to University D), their contributions would increase to the 

preselected rate with the contributions allocated according to their existing asset allocation. 
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Employees were randomly assigned to different experimental conditions, which 

determined the exact mailing they received (see Figure 1-2 and Web Appendix B for additional 

details on our stratified random assignment process). In this paper, we only analyze employees 

who were randomly assigned to receive either a No Pre-commitment mailing or a Simultaneous 

Pre-commitment mailing (N = 5,196; Mage = 43.10, SDage = 12.05; 52.3% female). The No Pre-

commitment mailing offered employees the opportunity to immediately increase their 

contribution rate to the targeted plan. The Simultaneous Pre-commitment mailing offered 

employees the opportunity to increase their contribution rate to the targeted plan either 

immediately or after a time delay (e.g., “in two months”) ranging from two to six months. Both 

mailings are displayed in Figure 1-3.  

Figure 1-2. Randomization.  

Employees who received the No Pre-commitment mailings were not included in the Beshears et 

al. (2021) paper and are only analyzed here. Employees who received the Simultaneous Pre-

commitment mailings linked with temporal landmarks were not included in analyses in this 

paper (this condition is shaded grey). The Simultaneous Pre-Commitment condition linked with 

temporal landmarks was oversampled because the stratification procedure was designed to allow 

Beshears et al. (2021) to make inferences about the relative impact of different types of temporal 

landmarks referenced such as birthdays, the start of spring, new year’s, etc. (see details in Web 

Appendix B).  

 

 

8,682 Employees 
Randomized

2,600 Employees Assigned to No Pre-

commitment Condition

2,596 Employees Assigned to 
Simultaneous Pre-commitment Condition

3,486 Employees Assigned to 
Simultaneous Pre-commitment Condition 

Linked with Temporal Landmarks

Conditions 

Analyzed Here 

Conditions 

Analyzed in  

Beshears et al. 

(2021) 
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Figure 1-3. Mailings from Field Experiment (Study 1) 

No Pre-commitment Mailing Simultaneous Pre-commitment Mailing 
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The experiment included another group of employees who were randomly assigned to 

receive a different type of Simultaneous Pre-commitment mailing, which offered them an 

opportunity to increase their contribution rate to the targeted plan either after a labeled temporal 

landmark (e.g., their birthday, the first day of spring, Thanksgiving, Valentine’s Day) or 

immediately. A companion paper (Beshears et al. 2021) compares the enrollment decisions of 

employees who received these distinctive Simultaneous Pre-commitment mailings linked with 

temporal landmarks and employees who received the standard Simultaneous Pre-Commitment 

mailings studied here. The objective of Beshears et al. (2021) was to test whether inviting people 

to boost their contribution rate after a “fresh start” date (e.g., a birthday, the first day of spring; 

following Dai, Milkman and Riis, 2015), increases savings over and above inviting people to 

increase contributions at an equidistant future time point (e.g., in 2 months). Beshears et al. 

(2021) does not report results from the No Pre-commitment condition studied here because the 

paper solely explores the effect of inviting savings following fresh start dates and not the effects 

of offering pre-commitment. See Web Appendix B for more information about Beshears et al. 

(2021). 

This experiment’s randomization was stratified by university because the universities 

varied on important features such as the targeted plans’ characteristics. Randomization was also 

stratified by birth month (within each university) because employees’ birthdays partially 

determined which mailing they received; only those whose birthday fell into November 2013-

March 2014 had the opportunity to be randomized to receive the option to save more after their 

birthday.  

In all conditions, mailing recipients who wanted to increase their contribution rates had to 

send back their response card by November 1, 2013. If they chose to save at a higher rate   
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immediately via the mailer, their contribution rate would increase to the preselected rate in 

November 2013. If they chose to save more at a delay (e.g., in five months), their contribution 

rate would automatically increase to the preselected rate at the predetermined time (e.g., in 

March 2014).  

Data  

Our university partners first pulled a cross-sectional snapshot of information about all 

plan-eligible employees in August 2013, including their current contributions to the targeted 

plan, contributions to all other non-targeted savings plans, birth date, hire date, termination date, 

salary, and position (faculty versus staff). Our conditions are reasonably well balanced across 

baseline employee characteristics, with the only statistically significant difference being that the 

mean salary of employees in the No Pre-commitment condition (M = $56,505.19, SD = 

$35,234.21) is slightly less than that of employees in the Simultaneous Pre-commitment 

condition (M = $58,505.26, SD = $36,111.88; p = .043; See Table A1-1 in Web Appendix B). To 

ensure that the slight imbalance detected on this dimension is accounted for, our regressions 

control for baseline employee characteristics, including salary decile. 

After the study concluded, our university partners provided information on each 

employee’s contributions to the targeted plan and all other retirement savings plans as well as 

their pay for each pay cycle from August 2013 through June 2014.4 We measured the impact of 

our mailing by observing changes in employees’ retirement plan contributions (made by mail, 

phone or online).  

Variables  

 
4 We cannot publish any data from our field experiment due to the nondisclosure data agreement we signed with our 

field partners. However, if any researcher is interested in replicating our analyses, they should contact us, and we 

will try to have them added to our nondisclosure data agreement so that individual scholars may be able to work 

with our field data. 
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To comprehensively measure the effects of offering simultaneous pre-commitment on 

savings, we created three outcome variables, which are described below.   

Immediate adoption. Immediate adoption is a binary variable that takes on a value of one 

for people who increased their contribution rate to the targeted plan immediately after receiving 

our mailing and zero for others. We constructed this variable by examining whether an 

employee’s contribution rate in November 2013 (the first month our mailings could have 

triggered increased contributions) was higher than their rate in September 2013 (the month right 

before our mailings were sent out).5  

Overall adoption. Overall adoption is a binary variable that takes on a value of one for 

people who increased their contribution rate to the targeted plan by the end of our study period 

and zero for others. We constructed this variable by examining whether an employee’s 

contribution rate in June 2014 (the last month in which we received data on employees’ 

contributions and pay) was higher than their contribution rate in September 2013.6  

Average savings rate. To capture employees’ cumulative retirement savings (adjusted for 

their salary) during our study period, we calculated every employee’s average savings rate by 

taking the total number of dollars the employee contributed to the targeted plan from November 

2013 through June 2014 and dividing it by the employee’s total pay during the same period. This 

outcome variable ranges from 0 to 1, representing the percentage of an employee’s total pay that 

was contributed to the targeted savings plan during our study period.  

 
5 In the manuscript, we focus on when and how contributions to the targeted plan changed because our mailings 

encouraged employees to increase savings in the targeted plan. However, as shown in Table A1-4 in Web Appendix 

E, our effects are robust if we comprehensively examine the impact of our pre-commitment design using employee 

contributions to all savings plans offered by their employer (including the targeted plan). 
6 We also calculated overall adoption using an alternative method that was meant to capture the direct responses to 

the mailings. Specifically, we only counted someone as enrolling if the first time their contribution rate increased 

(relative to their rate in September 2013) was either in November 2013 (i.e., the immediate enrollment option) or the 

specific month when pre-commitment was invited in their mailing. Note that our results do not change substantively 

when we examine this narrower outcome (see Table 5 and Web Appendix E).  
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Analysis Strategy 

 To estimate the causal impact of the Simultaneous Pre-commitment mailing (compared to 

our No Pre-commitment mailing that only invited people to save now), we relied on the 

following ordinary least squares (OLS) regression specification: 

(1) outcomei = α + β simultaneous pre-commitmenti + γ' Xij + Σj (δj I[universityi = j] 

+ ζj' Xij I[universityi = j]) + εi 

where i indexes employees and j indexes universities. We estimated this regression once with 

each of the outcome variables explained above. The coefficient on the indicator for simultaneous 

pre-commitment is the estimate of the causal impact of the Simultaneous Pre-commitment 

condition relative to the No Pre-commitment condition. In order to increase statistical power, we 

estimated a single treatment effect across universities instead of separate treatment effects for 

each university, but this decision does not invalidate the interpretation of the coefficient as a 

causal effect, since randomization was stratified by university. Xij is a vector of controls: gender, 

age decile, tenure decile, salary decile, faculty status, and birth month, where decile breakpoints 

are calculated separately for each university. I[universityi = j] is an indicator variable that takes a 

value of one when employee i is associated with university j and a value of zero otherwise.7 The 

δj and ζj coefficients allow the intercept term and the coefficients on the control variables to vary 

by university, accounting for differences across universities in their average responsiveness to 

our mailings and differences across universities in the relationship between the control variables 

and the outcome variable. Given that retirement savings decisions are largely determined by 

 
7 Some employees at University D were already enrolled in the targeted plan before the experiment started, and the 

experimental mailings encouraged them to further increase their contribution rates. Because these employees are 

qualitatively different from those who were not yet contributing, in our analyses we treat the two groups of 

employees as belonging to separate “universities” by including two distinct “university” indicator variables for those 

two groups. Also, note that in the summation shown in Equation 1, we omit one university indicator variable to 

avoid collinearity. 



 

 28 

socioeconomic circumstances, controlling for employees’ demographics, income, and employer 

characteristics in analyses of interventions designed to increase savings rates can dramatically 

enhance statistical power and is consistent with standard practice in retirement savings research 

(for a review, see Choi 2015; see Web Appendix D for more information). We report 

heteroskedasticity-robust standard errors. For the binary outcomes, we report linear probability 

regressions here rather than logistic regressions for the ease of interpretation, but the results do 

not substantively differ when we estimate logistic regressions (see this and all other robustness 

checks summarized in Table 1-5 and described in detail in Web Appendix E).  

Table 1-4. The Effect of Offering Employees Simultaneous Pre-commitment in Study 1. 

Model 1 reports an ordinary least squares (OLS) regression where the dependent variable is a 

binary variable reflecting whether an employee immediately increased their contribution rate to 

the targeted savings plan. Model 2 reports an OLS regression where the dependent variable is a 

binary variable reflecting whether an employee increased their contribution rate to the targeted 

savings plan by the end of our study period. Model 3 reports an OLS regression where the 

dependent variable is an employee’s average savings rate in the targeted savings plan during our 

study period.  

 

 

Model 1:  

Immediate    

Adoption 

Model 2:   

Overall  

Adoption 

Model 3:  

Average Savings 

Rate 

Simultaneous Pre-commitment -.019*** -.009 -.0014** 

  (.007) (.009) (.001) 

University FEs Yes Yes Yes 

Controls Yes Yes Yes 

University FE x Controls Yes Yes Yes 

R-squared .07 .08 .11 

Observations 5,196 5,196 5,196 

* p ≤ .10, ** p ≤ .05, *** p ≤ .01 

Notes: Standard errors robust to heteroskedasticity are reported in parentheses. Controls include 

gender, age decile, tenure decile, tenure decile, salary decile, faculty status, and birth month.
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Table 1-5. Robustness Checks for the Effect of Offering Simultaneous Pre-commitment in Study 1.  

Each row corresponds to a robustness check testing the effects of simultaneous pre-commitment (vs. no pre-commitment). Unless 

otherwise specified, the models are similar to the primary model specified in the Analysis Strategy section. In the right three columns, 

we report the coefficients from the regressions in the relevant row, with heteroskasticity robust standard errors in parentheses and 

significance indicated by * p ≤ .10, ** p ≤ .05, *** p ≤ .01. Full descriptions of each robustness check are reported in Web Appendix 

E.  

Robustness Check  

Results 

Immediate 

Adoption 

Overall 

Adoption 

Average 

Savings Rate 

Measuring Decisions with Cards Mailed back to the One University that Tracked Responses. 

Here we measure immediate and overall adoption by analyzing the choices made on returned 

response postcards at the one university that shared this information (N=2,029). See Table A1-8. 

-.016* 

(.009) 

-.008 

(.009) 
 

Measuring Overall Adoption Differently. To measure overall adoption in a way meant to capture 

employees’ direct responses to our mailers, we only counted someone as enrolling if the first time 

their contribution rate increased (relative to their rate in September 2013) matched one of the 

month(s) offered to them in our mailing. See Table A1-9. 

 

-.003 

(.007) 

 

Running Logistic and Fractional Logit Regressions. Here we rely on logistic regression to analyze 

immediate and overall adoption and fractional logistic regression to analyze average savings rates. 

The coefficients reported are in terms of log odds ratios (and thus have different interpretations than 

those from the other robustness checks). See Table A1-10. 

-.359*** 

(.118) 

-.099 

(.092) 

-.163** 

(.081) 

Dropping Those with Missing Data. Here we drop data from employees who have missing data for 

salary or contributions in all months in the study period (rather than assuming 0’s). See Table A1-11. 

-.020*** 

(.007) 

-.010 

(.009) 

-.0015** 

(.001) 

Dropping Those with Missing Data in Key Months. Here we drop data from employees who have 

missing data for salary or contributions in one of the key months used to calculate immediate and 

overall adoption (rather than assuming 0’s). See Table A1-12. 

-.021*** 

(.008) 

-.009 

(.010) 
 

Varying the Cutoff for a Contribution Rate Increase. Here we use different 

thresholds to measure immediate and overall adoption. Since we constructed the 

adoption variables by assessing whether increases in contribution rates occurred, 

here we ensure our results are not spuriously driven by how we rounded contribution 

rates. See Table A1-13. We counted a contribution rate as having increased if the 

increase was… 

≥ .1% of 

salary 

-.020*** 

(.007) 

-.009 

(.009) 

 

≥ .01% of 

salary 

-.021*** 

(.007) 

-.008 

(.009) 

Including Limited Controls. Here we control for the interaction between university and birth month 

(due to the stratified random assignment employed) but drop other controls (i.e., gender, age, tenure, 

salary, and faculty status). See Table A1-14. 

-.017** 

(.007) 

-.007 

(.009) 

-.0012* 

(.001) 
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Results 

Immediate Adoption. Consistent with Hypothesis 2, employees’ probability of 

immediately increasing their contributions to the targeted plan was 1.9 percentage points lower 

in the Simultaneous Pre-commitment condition than in the No Pre-commitment condition (p = 

.006; Table 1-4 Model 1). In terms of its relative effect, this represents a 25.3% decrease, relative 

to the 7.5 percent of employees who immediately increased their contribution rate to the targeted 

plan in the No Pre-commitment condition.  

Overall Adoption. Importantly, when we look at the full study period through June 2014, 

there was not a statistically significant difference between conditions in employees’ probability 

of increasing their contributions to the targeted savings plan (p = .301; Table 1-4 Model 2).  

Given that simultaneous pre-commitment decreased the number of people who 

immediately increased their contribution rate to the targeted saving plan but did not significantly 

affect the total number of savers, what we can conclude is that simultaneous pre-commitment led 

some people to delay saving who otherwise would have started saving immediately.8 When 

people delay saving, they save less overall than they would have if they started saving earlier. We 

next formally tested whether offering simultaneous pre-commitment ultimately reduced 

accumulated savings. 

Average Savings Rate. Table 1-4 Model 3 indicates that receiving the Simultaneous Pre-

commitment mailing (rather than the No Pre-commitment mailing) decreased average saving 

rates to the targeted plan by .14 percent of pay (p = .046). In relative terms, receiving the 

Simultaneous Pre-commitment mailing caused a 16.5% decrease in savings in targeted plans 

 
8 We confirmed that, conditional on employees deciding to increase contributions, the Simultaneous Pre-

commitment mailing did not affect the magnitude of increases in contribution rates to the targeted plans (p = .311). 
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during our study period compared with the No Pre-commitment mailing (for which the average 

savings rate was .85 percent of employee pay).  

In additional models reported in Web Appendix E, we examined how the treatment effect 

on each of the outcome variables varied by university. The effects of simultaneous pre-

commitment on both immediate and overall adoption did not significantly vary by university, 

though the decrease in average savings rates was more prominent in two universities.  

Discussion 

Contrary to past research demonstrating the benefits of pre-commitment, we find in a 

large field experiment conducted with four employers that inviting consumers to save more “now 

or later” (i.e., offering simultaneous pre-commitment) did not increase the share of people 

contributing to a retirement savings plan. In fact, offering simultaneous pre-commitment (relative 

to simply inviting consumers to save now) on average decreased overall retirement wealth 

because some people opted to delay increasing their contribution rates to the savings plan and 

thus saved over a shorter time horizon than they would have otherwise.  

As mentioned earlier, in a companion paper (Beshears et al. 2021), the Simultaneous Pre-

commitment condition from this field experiment is used in conjunction with an additional 

experimental condition not analyzed here to examine the effects of offering pre-commitment 

shortly after fresh start dates. That paper finds that offering pre-commitment after fresh starts 

(e.g., birthdays, the first day of spring) increases overall adoption and average savings rates 

compared to offering pre-commitment after an equidistant future time point that is not associated 

with such a temporal landmark. The primary contribution of Beshears et al. (2021)—to 

demonstrate the impact of linking opportunities to save with dates that feel like fresh starts—is 

theoretically distinct from the key contribution of Study 1 in our paper, which is to show the 
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impact of simultaneous pre-commitment (vs. not offering pre-commitment). See Table A1-15 in 

Web Appendix F for a summary of how Beshears et al. (2021) and Study 1 in the current paper 

differ in terms of their conditions, research questions, and contributions. 

We next present the results of a post-test to examine whether our theory about inferred 

urgency could potentially explain why the pre-commitment offer in our field experiment 

backfired. 

Post-test: Initial Evidence on Inferred Urgency. We theorize that when an immediate 

enrollment option and a pre-commitment option were presented side-by-side in our field 

experiment (i.e., via simultaneous pre-commitment), employees may have inferred that their 

university’s HR department did not urgently recommend retirement savings. In a pre-registered 

online experiment (N = 1,499 Mechanical Turk workers), we confirmed that the Simultaneous 

Pre-commitment mailing from our field experiment conveyed a less urgent recommendation to 

save than our No Pre-commitment mailing (p < .001; see Web Appendix G for more details on 

this post-test). In the same post-test, we also confirmed that people believed a Sequential Pre-

commitment offering—that is, sending a second mailing inviting employees to save later only if 

they neglected an initial mailing with the offer to save immediately—conveyed a more urgent 

recommendation to save than either our No Pre-commitment mailing (p = .060) or the 

Simultaneous Pre-commitment mailing (p < .001).  

Together, the findings from this post-test offer tentative support for a mechanism that 

might explain the results we observed in the field. That is, simultaneous pre-commitment may 

have reduced immediate adoption of savings and failed to increase overall adoption because the 

mailing signaled that saving was not urgently recommended. This post-test also reveals that 

offering sequential pre-commitment signals that saving is highly urgent. We next present two 
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large laboratory experiments designed to deductively test our full theory about how simultaneous 

and sequential pre-commitment may differentially impact the inferences consumers draw about 

the urgency of marketers’ recommendation and, in turn, consumers’ farsighted decisions. 

STUDY 2: INFERRED URGENCY AND FARSIGHTED DECISIONS 

We conducted a pre-registered laboratory experiment in which participants decided 

(hypothetically) whether and when to enroll in three different benefits programs offered by a new 

employer. This study tests all four of our hypotheses. 

Methods 

            

         As pre-registered, we recruited workers on Prolific who were fully employed at a firm 

other than Prolific and passed one brief attention check. A total of 2,682 participants satisfied 

these selection criteria and completed the study (Mage = 34.7, SDage = 9.1; 40.3% female).  

         All participants were asked to imagine that they were offered three benefits programs as a 

new, full-time employee at Company X: a retirement savings plan, a life insurance program, and 

a health savings account. They were told that all programs were optional, and money would be 

deducted from their take-home pay for each program they enrolled in. Participants were required 

to correctly answer two comprehension check questions before proceeding, and they were 

allowed to keep trying until they got these comprehension check questions right. Participants 

were then randomly assigned to one of three conditions: the No Pre-commitment condition, the 

Simultaneous Pre-commitment condition, or the Sequential Pre-commitment condition. 

In the No Pre-commitment condition, participants only had the option to enroll in each benefits 

program immediately. Specifically, they read: “... if you check the ‘Enroll now’ box to enroll in a 

program, Company X will start providing you with the given benefit now and begin deducting 
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from your paycheck as soon as possible.” Then they indicated which program(s) they would 

enroll in by marking the corresponding checkbox(es). 

In the Simultaneous Pre-commitment condition, participants had the option to enroll in each 

benefits program either immediately or in six months. The instructions explained: “...you can 

choose ‘Enroll now,’ which means Company X will start providing you with the relevant benefit 

now and begin deducting from your paycheck as soon as possible. Or you can choose ‘Enroll in 

6 months,’ which means Company X will start providing you with the relevant benefit in 6 

months and begin deducting from your paycheck in 6 months.” After reading these instructions, 

participants indicated which program(s) they would enroll in by marking the corresponding 

checkbox(es). For any programs they selected, they then decided when to enroll (either now or in 

six months). 

 In the Sequential Pre-commitment condition, participants were first given the option to 

enroll in each program immediately, and then for the programs they did not enroll in 

immediately, they were offered the option to enroll in six months. The condition looked identical 

to the No Pre-commitment condition through the first (immediate) enrollment decision. 

Participants who did not immediately enroll in all three programs were next told, “Imagine that 

the day after you submitted your enrollment decisions, Company X follows up and sends you 

another online enrollment form.” Participants were then given the option to enroll in the 

remaining programs in six months by checking the corresponding checkbox(es). 

Next, participants in all conditions answered two questions about Company X: “To what 

extent do you think Company X recommends that employees enroll in the benefits programs as 

soon as they can?” and “To what extent do you think Company X urgently recommends that 

employees enroll in the benefits programs” (1 = Not at all; 7 = Very much). We adapted these 
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items from past research on information leakage (McKenzie, Liersch, and Finkelstein 2006) and 

task urgency (Zhu, Yang, and Hsee 2018) to assess participants’ inferences about how urgently 

Company X recommended they sign up for the benefits programs. The two items were collapsed 

into a single measure of inferred urgency because they hung together well (r = .70, p < .001). 

Finally, we included a set of questions to assess whether decision difficulty could be an 

alternative mechanism for our predicted results. Specifically, we adapted four items from an 

existing decision difficulty scale (Goodman et al. 2013): “To what extent [did you find the choice 

difficult/were you overwhelmed/were you frustrated/were you annoyed] when you were making 

your enrollment decision?” (1 = Not at all; 7 = Very much). The items hung together well (𝛼 = 

.85) and were averaged into one measure of decision difficulty. To establish the discriminant 

validity of these two mechanism measures, we used an exploratory factor analysis and confirmed 

that the four decision difficulty items loaded on a separate factor than the two urgency items (see 

Web Appendix H for details). We also checked that the composite score of decision difficulty and 

that of inferred urgency are only correlated at r = .15. At the end of our study, participants were 

asked about their age, gender, education, and income.  

We focus on two pre-registered outcome variables in this study. The first is immediate 

adoption, which measures the number of benefits programs participants elected to enroll in 

immediately (i.e., by selecting the “Enroll now” option). The second outcome of interest is 

overall adoption, which measures the total number of benefits programs participants elected to 

enroll in (i.e., by selecting either the “Enroll now” or “Enroll in 6 months” option). 

 Results 

 For analyses that include all three conditions, we relied on ordinary least squares (OLS) 

regressions with heteroskedasticity-robust standard errors where the key predictors are indicators 
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for the Simultaneous Pre-commitment and Sequential Pre-commitment conditions, with the No 

Pre-commitment condition serving as the reference group. All mediation analyses use 5,000 

bootstrapped samples to estimate 95% confidence intervals (CI) around the indirect effects. 

 Inferred urgency. Providing support for Hypothesis 1, compared to those in the No Pre-

commitment condition (M = 4.88, SD = 1.52), we found that participants in the Simultaneous 

Pre-commitment condition rated Company X’s implicit recommendation to enroll in its benefits 

programs as less urgent (M = 4.55, SD = 1.63; b = -.33, p < .001, d = .21), whereas participants 

in the Sequential Pre-commitment condition rated Company X’s recommendation to enroll as 

more urgent (M = 5.22, SD = 1.30; b = .34, p < .001, d = .24).  

Immediate Adoption. Confirming Hypothesis 2 and replicating the results from our field 

experiment, participants in the Simultaneous Pre-commitment condition signed up for fewer 

benefits immediately (M = 1.49, SD = .89) than participants in the No Pre-commitment condition 

(M = 1.86, SD = .78; b = -.37, p < .001, d = .44). And, consistent with Hypothesis 4, this 

reduction in immediate adoption was significantly mediated by a drop in the inferred urgency of 

the recommendation to enroll (b = -.009; 95% CI = [-.019, -.001]).  

Overall Adoption. Consistent with the results of our field experiment, there was not a 

statistically significant difference in overall adoption between the Simultaneous Pre-commitment 

condition (M = 1.84, SD = .81) and the No Pre-commitment condition (M = 1.86, SD = .78; b = - 

.017, p = .659, d = .02). Inferred urgency significantly and negatively mediated the relationship 

between simultaneous pre-commitment and overall adoption (b = -.015, 95% CI = [-.026, -

.006]), providing support for Hypothesis 4. These results are in line with our theory that offering 
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people a chance to enroll “now or later” (simultaneous pre-commitment) decreases inferred 

urgency, which curbs overall adoption of a farsighted behavior.9  

In support of Hypothesis 3, participants in the Sequential Pre-commitment condition (M 

= 2.14, SD = .82) signed up for more benefits on average than participants in the No Pre-

commitment condition (M = 1.86, SD = .78; b = .28, p < .001, d = .35). Inferred urgency 

significantly and positively mediated this effect (b = .013, 95% CI = [.003, .025]), suggesting that 

sequential pre-commitment increases inferred urgency, which predicts greater overall adoption 

(offering further support for Hypothesis 4).  

Using a Wald test, we confirmed that participants in the Sequential Pre-commitment 

condition enrolled in more benefits on average than participants in the Simultaneous Pre-

commitment condition (p < .001, d = .37), consistent with Hypothesis 3. And, we confirmed that 

inferred urgency significantly and positively mediated this difference (b = .019, 95% CI = [.002, 

.037]), further supporting Hypothesis 4. In other words, compared to the Simultaneous Pre-

commitment condition, people may have enrolled in more benefits programs in the Sequential 

Pre-commitment condition in part because they inferred that adoption was more urgently 

recommended.  

When we added decision difficulty as another potential mediator in all of the 

aforementioned mediation models, inferred urgency always remained a significant mediator. See 

detailed results of these multi-mediator models in Web Appendix I. 

 

 

 

 

 

 
9 It is possible for simultaneous pre-commitment to have a negative indirect effect on overall adoption via inferred 

urgency but a null main effect if, as described in our theoretical development, there is a positive indirect effect via a 

different mechanism (e.g., related to present bias or anticipated resource slack).  
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Discussion 

         Study 2 presents support for our complete theory and tests all four of our hypotheses. 

Offering simultaneous pre-commitment (i.e., an invitation to enroll in benefits “now or later”) 

decreases the inferred urgency of adopting farsighted behaviors, whereas offering sequential pre-

commitment (i.e., an invitation to enroll in benefits “later” only if people don’t enroll “now”) 

increases inferred urgency (Hypothesis 1). Furthermore, simultaneous pre-commitment decreases 

immediate adoption of farsighted behaviors (Hypothesis 2), but fails to increase overall adoption 

(replicating the findings from our field experiment). Meanwhile, sequential pre-commitment 

increases overall adoption of farsighted behaviors (Hypothesis 3). Importantly, inferred urgency 

significantly mediates these effects (Hypothesis 4), helping explain the divergent impact of 

different forms of pre-commitment on consumer choice.10  

STUDY 3: AN INCENTIVE COMPATIBLE TEST OF OUR FULL THEORY 

In Study 3, we sought to conceptually replicate Study 2 with an incentive compatible 

design in a distinct context. Specifically, we invited people to take a real, 10-minute financial 

well-being assessment and tested our full theory by examining whether and when they chose to 

take it.  

This study also aims to reconcile our findings with previous literature by measuring an 

additional mechanism that should make pre-commitment attractive based on extant theory. 

Specifically, previous work suggests that the immediate costs of adopting a farsighted behavior 

should feel less aversive when people contemplate taking up the behavior later because they 

 
10 In Web Appendices J and K, we report a pre-registered two-condition version of this study—only containing the 

Simultaneous Pre-commitment and No Pre-commitment conditions (N = 1,161 MTurk participants). There, we 

replicated all of the results concerning those two conditions in Study 2. In this study, we also showed that the 

indirect effect of inferred urgency remained significant after controlling for alternative mechanisms including 

decision difficulty, confusion, and perceived thoughtfulness. 
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steeply discount future costs (Frederick, Loewenstein, and O’Donoghue 2002) and expect to 

have more resources in the future (Zauberman and Lynch 2005). In this sense, taking the 

financial well-being assessment in our study should feel less costly when pre-commitment is an 

option, regardless of how it is offered. We operationalized this mechanism with a measure of 

perceived convenience.   

Methods 

 For this pre-registered study, we recruited 2,398 MTurk participants (Mage = 39.73, SDage 

= 12.06; 49.0% female) who passed an attention check. To provide a cover story for the purpose 

of the study, we first asked participants to take a financial knowledge test (Knoll and Houts 

2012). Participants next reported their employment status, age, gender, education, and income. 

Then, we offered them an opportunity to take an optional, unpaid financial well-being 

assessment. We explained:  

In collaboration with Dr. [anonymized], a [university affiliation] professor and world 

expert on financial decision making, we have prepared an assessment that will provide 

feedback on your financial well-being and offer scientific tips for improving your 

financial future. Completing the assessment will take about 10 minutes. It is voluntary 

and won't affect your pay. But we hope that taking the assessment will be worth your time 

in the long run. 

 

At this point, participants were randomly assigned to one of three conditions. In the No 

Pre-commitment condition, participants were invited to take the financial assessment 

immediately. In the Simultaneous Pre-commitment condition, participants were invited to take 

the financial assessment and given the choice to either complete it now or in one week. In the 

Sequential Pre-commitment condition, participants were invited to take the assessment 

immediately. If they declined, participants were then invited to take the assessment in one week. 

All participants who chose to take our assessment received a real financial well-being assessment 

at the time they elected.  
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After participants made their choice(s), they responded to additional questions. First, we 

asked participants “To what extent do you think we urgently recommend that you take the 

financial assessment?” (1 = Not at all; 7 = Very much) to measure inferred urgency.  

We also asked participants to rate how inconvenient it would be to take the assessment (1 

= Not at all inconvenient; 7 = Very inconvenient). We reverse-coded this measure and included 

“perceived convenience” as a competing mediator in each of the reported mediation models (see 

Figure 1-4 and Web Appendix L for the full results). 

We focus on two pre-registered outcome variables in this study. Immediate adoption is a 

measure of whether a participant elected to take the financial well-being assessment immediately 

(by selecting the “now” option). Overall adoption is a measure of whether a participant ever 

enrolled (by selecting the “now” option or the “in 1 week” option). 

Results 

Inferred Urgency. Consistent with Hypothesis 1, participants inferred that our implicit 

recommendation that they take the assessment was less urgent in the Simultaneous Pre-

commitment condition (M = 3.57, SD = 1.89; b = -.30, p = .002, d = .16) and more urgent in the 

Sequential Pre-commitment condition (M = 4.23, SD = 1.81; b = .36, p < .001, d = .20) than it 

was in the No Pre-commitment condition (M = 3.87, SD = 1.79).  

Immediate Adoption. Offering some support for Hypothesis 2, participants in the 

Simultaneous Pre-commitment condition were marginally less likely to immediately enroll in the 

assessment (28.2 percent) than participants in the No Pre-commitment condition (32.0 percent; b 

= -.038, p = .098). In terms of its relative effect, this represents an 11.9% decrease in immediate 

adoption. In support of Hypothesis 4, this marginal negative effect was mediated by inferred 

urgency (b = -.011, 95% CI = [-.020, -.004]). This result is consistent with our theory that 
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simultaneous pre-commitment may reduce immediate adoption of farsighted options because it 

decreases inferred urgency.  

Overall Adoption. Offering simultaneous pre-commitment (inviting people to take the 

assessment “now or later”) resulted in greater overall adoption of the assessment (48.0 percent 

enrolled) than not offering pre-commitment (32.0 percent enrolled; b = .160, p < .001; 

representing a 50.0% relative increase). Supporting Hypothesis 4, inferred urgency negatively 

mediated the relationship between simultaneous pre-commitment and overall adoption (b = -

.014, 95% CI = [-.025, -.005]), as illustrated in Figure 1-4 Panel A. This suggests that offering 

consumers simultaneous pre-commitment decreases inferred urgency, which may curb take-up of 

farsighted activities like completing a financial well-being assessment.  

Confirming Hypothesis 3, we found that participants in the Sequential Pre-commitment 

condition were more likely to enroll in the assessment (57.4 percent enrolled) than participants in 

the No Pre-commitment condition (32.0 percent enrolled; b = .254, p < .001). In terms of its 

relative effect, this represents a 79.4% increase in overall adoption. Again, supporting 

Hypothesis 4, inferred urgency positively mediated this effect (b = .014, 95% CI = [.006, .023]), 

as illustrated in Figure 1-4 Panel B. These results are consistent with our theory that sequential 

pre-commitment may increase overall adoption of a farsighted behavior because it signals 

heightened urgency.  

In addition, a Wald test confirmed that participants in the Sequential Pre-commitment 

condition were more likely to enroll in the assessment than participants in the Simultaneous Pre-

commitment condition (p < .001; representing a 19.6% relative increase), which supports 

Hypothesis 3. And, we confirmed that the difference in overall adoption between the Sequential 
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Pre-commitment and Simultaneous Pre-commitment conditions was also mediated by inferred 

urgency (b = .028, 95% CI = [.018, .040]), in line with Hypothesis 4.  

Perceived Convenience.  Consistent with predictions from previous research, as shown in 

Figure 1-4, offering pre-commitment increased the perceived convenience of taking the 

assessment, regardless of whether the pre-commitment offer was simultaneous (b = .37, p < .001) 

or sequential (b = .29, p = .001). When participants perceived greater convenience, they were 

more likely to enroll in the assessment (b = .09, p < .001 for simultaneous pre-commitment and b 

= .08, p < .001 for sequential pre-commitment). Perceived convenience helps explain why the 

pre-commitment offers increased enrollment in the assessment (indirect effects: b = .034, 95% CI 

= [.018, .050] for simultaneous pre-commitment and b = .024, 95% CI = [.010, .040] for 

sequential pre-commitment). Of particular importance, perceived convenience did not differ 

between the two pre-commitment designs (p = .36), and thus, it cannot explain why sequential 

pre-commitment resulted in greater overall adoption than simultaneous pre-commitment (see 

Web Appendix L for more details). 

Follow-Through Behavior. Finally, we measured whether participants actually 

completed the optional financial well-being assessment. Compared to participants in the No Pre-

commitment condition (in which 9.6% completed the assessment), participants were more likely 

to complete the assessment if they were assigned to the Sequential Pre-commitment condition 

(18.8% completed it; b = .092, p < .001) or the Simultaneous Pre-commitment condition (15.5% 

completed it; b = .059, p < .001). A Wald test confirmed that participants in the Sequential Pre-

commitment condition were marginally more likely to finish the assessment than participants in 

the Simultaneous Pre-commitment condition (p = .061). 
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Figure 1-4. Multi-Mediator Models for Overall Adoption (Study 3).  

This figure depicts how inferred urgency and perceived convenience explain the effects of 

offering simultaneous pre-commitment (Panel A) and sequential pre-commitment (Panel B) on 

overall adoption of the financial well-being assessment. All regression coefficients are 

unstandardized, and standard errors are presented in parentheses. The coefficients above the 

paths from Simultaneous Pre-commitment and Sequential Pre-commitment to Overall Adoption 

represent the total effects, and the coefficients below the paths represent the direct effects. 

Coefficients significantly different from zero are followed by asterisks (*p ≤ .10, **p ≤  .05, 

*** p ≤ .01).  

 

Panel A. Simultaneous Pre-commitment  

 

 

Panel B. Sequential Pre-commitment  

 

 

Discussion 

In an incentive compatible experiment, we again found support for our theory that 

inferred urgency shapes the way different forms of pre-commitment influence consumer choice. 

Of note, unlike in our field experiment and in Study 2 where offering simultaneous pre-

commitment did not have a significant effect on overall adoption, in this study offering 

 
Simultaneous Pre-commitment 

(vs. No Pre-commitment) 

Inferred Urgency 

Perceived Convenience 

Overall Adoption  

   b  = -.30 (.09)*** 

b  = .37 (.09)*** 

 

b = .05 (.01)*** 

 

b  = .09 (.01)*** 

 

 b = .14 (.02)*** 

 

 b = .16 (.02)*** 
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(vs. No Pre-commitment) 

Inferred Urgency 

Perceived Convenience 
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b = .04 (.01)*** 

 

b  = .08 (.01)*** 

 

 b = .22 (.02)*** 

 

 b = .25 (.02)*** 
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simultaneous pre-commitment increased overall adoption of a financial well-being assessment 

compared to not offering pre-commitment. This may be because the positive mechanisms that 

extant theory predict to make pre-commitment offers attractive had a strong influence in this 

study. Specifically, as shown earlier, participants in the Simultaneous Pre-commitment condition 

found taking a financial assessment more convenient than participants in the No Pre-commitment 

condition (see Figure 1-4). Our evidence suggests that the lack of urgency signaled by the 

simultaneous pre-commitment offer still curbed take-up of the financial well-being assessment, 

but the added convenience of this offer mattered more to participants. As a result, simultaneous 

pre-commitment had a positive total effect on the take-up of the assessment in this study. This 

suggests that accounting for the relative magnitudes of various competing mechanisms is 

necessary in order to predict the main effect of simultaneous pre-commitment on overall 

adoption of farsighted behaviors. Sequential pre-commitment, however, increases adoption by 

harnessing both convenience and heightened urgency. Consequently, sequential pre-commitment 

has an unambiguously positive effect on the overall adoption of farsighted behaviors and 

produces more adoption of such behaviors than simultaneous pre-commitment. 

GENERAL DISCUSSION 

Offering pre-commitment—that is, offering people a choice to commit now to do 

something later—has previously been theorized to uniformly increase the adoption of farsighted 

behaviors. In this paper, we reexamine this assumption. We develop a theory about how the 

design of pre-commitment offers can lead consumers to draw inferences about the urgency of a 

marketer’s recommendation to act, which helps determine when pre-commitment will promote 

the adoption of farsighted behavior and when it will not.  
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In a field experiment (Study 1), we show that, contrary to experts’ predictions, 

simultaneously offering consumers the option to start saving now and the option to pre-commit 

to save in the future (i.e., simultaneous pre-commitment) causes people to save less money over 

our study period than only offering them the option to start saving now. This is because offering 

simultaneous pre-commitment reduces the number of people who save immediately, without 

causing more people to save overall. Two pre-registered online experiments (Studies 2 and 3) 

support our theoretical account of why simultaneous pre-commitment reduces total saving in our 

field experiment and, conversely, why offering sequential pre-commitment has been shown to 

increase savings (Thaler and Benartzi 2004). Specifically, simultaneous pre-commitment 

decreases inferred urgency, which helps explain why it reduces immediate adoption and may not 

increase overall adoption. Moreover, offering sequential pre-commitment—that is, inviting the 

future adoption of a farsighted behavior only after people decline to adopt it immediately—

increases inferred urgency, which helps explain why it increases overall adoption compared to 

both simultaneous pre-commitment and not offering pre-commitment. Altogether, across one 

field and two laboratory experiments including over 10,000 participants, involving diverse 

populations, and examining a variety of farsighted behaviors, we provide robust support for our 

theory about the role of inferred urgency in consumers’ responses to different types of pre-

commitment offerings.  

Practical Implications  

The current research has important implications for marketers and policy makers hoping 

to increase the adoption of farsighted behaviors like saving. First, our research sheds light on 

how to design effective pre-commitment strategies. Prior research has primarily shown that 

offering people a single pre-commitment option (i.e., inviting people to commit now to adopt a 
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behavior later) leads to more future-oriented choices than only inviting people to adopt the 

behavior now. But when applying this knowledge, marketers and policy makers may assume that 

they can simply add a pre-commitment option on top of an immediate adoption option (perhaps 

due to their assumption that offering more options can better cater to individuals’ heterogeneous 

preferences). They may particularly favor simultaneous pre-commitment because sequential pre-

commitment can be costlier to implement (given that it requires repeated communication). These 

same considerations motivated us to test the efficacy of simultaneous pre-commitment in our 

field experiment. However, our work suggests that simultaneous pre-commitment is less 

effective than sequential pre-commitment and sometimes (as in our field experiment) less 

effective than only offering the option to adopt a behavior immediately. Importantly, it can lead 

consumers to delay action in contexts where such delays are costly (e.g., delays to enroll in 

savings programs can lead to less accumulated savings, delays to update software can increase 

likelihood of malware attacks, delays to obtain recommended health screenings can prevent early 

disease detection, and delays to vaccinate can lead to unnecessary illness). 

Furthermore, our findings highlight the value of understanding when choice sets 

presented by marketers and policy makers inadvertently communicate an urgent recommendation 

(or a lack thereof) to take action. More generally, our research suggests that seemingly innocuous 

aspects of the design of interventions (e.g., the simultaneous vs. sequential presentation of a pre-

commitment option) can shape people’s inferences and responses. As marketers attempt to 

leverage psychological principles (e.g., present bias) to motivate behavior change and adopt 

interventions from prior research, it is natural to modify the designs of those interventions to fit 

specific field settings, but these modifications can inadvertently leak information that ultimately 

harms the efficacy of the interventions. This points to the critical need to pilot-test interventions 
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and probe what inferences they produce (Reiff et al. 2022). After such pilots, marketers and 

policy makers can then revise their designs to guard against unintentional information leakage 

before rolling out interventions at scale.    

Limitations and Future Directions 

Our research has several limitations, which also open up interesting directions for future 

research. First, our studies find that inferred urgency partially mediates the relationship between 

pre-commitment offers and farsighted decisions, suggesting that additional processes beyond 

those we theorized about in this paper may influence people’s responses to pre-commitment 

offers. For instance, participants may choose randomly over options in a given menu, which 

could have contributed to the observed effects of the pre-commitment offers in our hypothetical 

scenario in Study 2. Since simultaneous pre-commitment is the only offer we studied that 

included “now” and “later” enrollment options on the same menu, random choice could partially 

explain why people in the simultaneous pre-commitment condition were less likely to enroll 

immediately than those only given the option to enroll “now” in the control condition.  

Another limitation of this research is that sequential pre-commitment is the only offer we 

studied that asks people twice whether they would adopt a behavior, and the mere repetition 

could contribute to the offer’s positive effects on overall take-up of farsighted behaviors.11 Future 

research should further explore these alternative accounts and others.  

We also study farsighted behaviors involving both monetary (Studies 1 and 2) and time 

(Study 3) costs, and we find support for our theory about inferred urgency across both resource 

 
11To test this account, sequential pre-commitment could be compared to an additional condition that first asks people 

whether they would like to adopt a behavior immediately, and then if they decline, asks them to consider immediate 

adoption again (e.g., “Are you sure about not increasing your savings now?”). Existing theory and the results of 

Study 3 suggest that offering people the immediate enrollment option twice may be less effective than sequential 

pre-commitment at increasing adoption of farsighted behaviors because the former does not include a pre-

commitment offer and cannot leverage the psychology that people feel less averse to adopting farsighted behaviors 

in the future.  
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types. That said, the effect of simultaneous pre-commitment on overall adoption seemed to vary 

across resource types; simultaneous pre-commitment had a null effect in Studies 1 and 2 but a 

positive effect in Study 3. As we proposed earlier, the impact of simultaneous pre-commitment 

on overall adoption appears to depend on the relative magnitude of competing mechanisms: a 

lack of inferred urgency reduces adoption, while mechanisms related to present bias and resource 

slack increase adoption. The latter positive mechanisms may have played a stronger role in 

driving the impact of simultaneous pre-commitment when time costs (as opposed to monetary 

costs) were involved.12 Future research should further investigate how the overall impact of pre-

commitment offers varies with the resource type. 

Further, all of the pre-commitment offers we study involve non-binding commitments; 

that is, after committing to do something later (e.g., to increase their savings contribution rate in 

six months), people can always change their mind and nullify their decisions. An alternative 

design for pre-commitment offers could include binding commitments, which require people to 

stick to their initial commitment, and this design feature may be a key determinant of take-up 

(Karlan and Linden 2015). Future research should test whether our theory about inferred urgency 

also applies to binding pre-commitment offers.  

In addition, though our research suggests that simultaneous pre-commitment leads 

consumers to infer that the adoption of a farsighted behavior is not urgently recommended, 

marketers and policy makers may be able to improve the effectiveness of simultaneous pre-

commitment offers by changing the framing of options. For instance, when Google prompts 

consumers to update their notification settings, they offer simultaneous pre-commitment, 

 
12 We speculate that this may be because people typically expect to have more discretionary time in the future than 

in the present but expect less growth when thinking about their discretionary money (Zauberman and Lynch 2005). 

Thus, pre-commitment options that allow people to delay time costs into the future–when they think they will have 

more time to spend–will be particularly attractive (more so than pre-commitment options that delay monetary costs).  
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presenting the options “continue” or “ask me later.” However, Google prints “continue” in bright 

blue letters, while “ask me later” appears in a light grey font, which may signal that the company 

recommends completing the update sooner rather than later. Future research testing different 

strategies for changing the information leaked by pre-commitment offers would be valuable. 

Alternatively, Beshears et al. (2021) suggest leveraging a conceptually distinct psychological 

process to improve simultaneous pre-commitment. They show that offering pre-commitment 

with the delayed behavior starting shortly after a moment that feels like a fresh start (e.g., after a 

birthday, the first day of spring) increases retirement savings (relative to offering pre-

commitment at an equivalent, unlabeled time delay; e.g., in 2 months). Future work can more 

broadly examine how to frame pre-commitment options in ways that enhance overall adoption of 

farsighted behaviors.   

Finally, it would be valuable to study moderators of the effects documented in our 

research. For instance, the extent to which people are influenced by the urgency of a marketer’s 

recommendation may depend on consumers’ trust in that marketer. Future research is needed to 

understand how underlying attitudes towards whoever presents choices may moderate responses 

to implicit recommendations and thus influence the effects of different types of pre-commitment 

offerings. 
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CHAPTER 1 

 

APPENDIX 

 

Web Appendix A. Expert Prediction Surveys 

 

Panel A. Survey with Marketing Professors 

 

Methods. We emailed all 408 tenure-track marketing professors at the top 30 U.S. 

business schools (as ranked by U.S. News and World Report) on November 15, 2017 and invited 

them to take a short survey. The survey asked professors to imagine that a company was testing 

two campaigns with the goal of increasing employees’ contributions to its retirement saving plan. 

The first campaign offered employees the option to start saving now (i.e., the No Pre-

commitment campaign) and the second mailing gave employees the choice to either (i) start 

saving now or (ii) pre-commit to begin saving in four months (i.e., the Simultaneous Pre-

commitment campaign). Note that we did not label these campaigns this way in the survey. The 

survey asked professors to predict which mailing would lead employees to save more over nine 

months.13 Demographic information was not collected on respondents. As pre-registered, we 

stopped data collection after seven days and excluded five professors who reported that they 

were familiar with our Study 1 results, leaving us with 101 professors for analysis.  

Results. Of the 85 respondents who clearly favored one campaign over the other (rather 

than predicting the two campaigns would yield the same results or selecting “I don't know”), the 

proportion who believed the Simultaneous Pre-commitment campaign would lead to more 

savings (62.4%) was significantly higher than 50% (p = .023 in a two-sided, one-sample 

proportion test). As a more conservative test, we also analyzed the whole sample of 101 

professors and treated their responses as a ternary outcome variable, taking the following three 

values: “Simultaneous Pre-commitment” when the prediction was that the Simultaneous Pre-

commitment campaign would lead to more savings, “No Pre-commitment” when the prediction 

was that the No Pre-commitment campaign would lead to more savings, or “other” when the 

prediction was that the two campaigns would lead to the same amount of savings or the response 

was “I don’t know”. We then calculated the p-value for the following null hypothesis: the 

proportion of the population responding Simultaneous Pre-commitment = the proportion of the 

population responding No Pre-commitment = some fixed number x. We chose x to generate the 

most conservative p-value by setting x equal to half of the sample proportion who responded 

either Simultaneous Pre-commitment or No Pre-commitment (i.e., x = .5 * (53 + 32) / 101 = 

.421). Under the null hypothesis with x = .421, we calculated the probability of seeing a 

proportion of Simultaneous Pre-commitment responses (out of Simultaneous Pre-commitment 

plus No Pre-commitment responses) that is as extreme or more extreme in the two-sided sense 

than our observed probability (i.e., 53 / (53 + 32) = .624). This probability (i.e., the p-value for 

this test) is .041.  

 

Panel B. Survey with Financial Advisors 

 
13We think “save more over the nine months” is likely interpreted by survey respondents as the accumulated 

savings during that time window, which corresponds closely with the average savings rate variable we used in 

our field experiment as an outcome measure. 
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Methods. We recruited financial advisors specialized in retirement savings at (1) a 

symposium organized by Voya Financial on September 27, 2017, and (2) an event organized by 

LPL Financial on October 2, 2017. In the middle of each event, consultants were presented with 

a slide describing two savings campaigns—a campaign that only presented people with the 

option to start saving now (i.e., the No Pre-commitment campaign) and a campaign that allowed 

people to either start saving now or pre-commit to begin saving in four months (i.e., the 

Simultaneous Pre-commitment campaign). Note that we did not label these campaigns this way 

on the slide. We then invited the audience to take an anonymous poll. Financial advisors were 

asked to predict which campaign would lead to more savings over the following nine months. 

Demographic information on respondents was not collected in this one-question poll. A total of 

239 financial advisors responded to the poll.  

Results. Of the 229 respondents who favored one campaign over the other (as opposed to 

predicting the two campaigns would yield the same results or selecting “I don't know”), the 

proportion who believed the Simultaneous Pre-commitment campaign would lead to more 

savings (73.8%) was significantly higher than 50% (p < .001 in a two-sided, one-sample 

proportion test). We conducted the same conservative analysis on the whole sample of 239 

financial advisors as we did to marketing professors. Here, x again equals to half of the sample 

proportion who responded either Simultaneous Pre-commitment or No Pre-commitment. That is, 

x = .5 * (169 + 60) / 239 = .479. Under the null hypothesis with x = .479, we calculated the 

probability of seeing a proportion of Simultaneous Pre-commitment responses (out of 

Simultaneous Pre-commitment plus No Pre-commitment responses) that is as extreme or more 

extreme in the two-sided sense than our observed probability (i.e., 169 / (169 + 60) = .738). This 

probability (i.e., the p-value for this test) is less than .001. 

 

Web Appendix B. Additional Information on Sample and Randomization (Study 1) 

 

Randomization 

Employees were randomized into one of three primary mailing conditions: the No Pre-

commitment mailing, the Simultaneous Pre-commitment mailing, and the Framed Simultaneous 

Pre-commitment mailing.14 Employees assigned to the No Pre-commitment mailing were 

encouraged to sign up to save (or to save more) immediately. Those assigned to the Simultaneous 

Pre-commitment mailing were given the opportunity to sign up to save (or to save more) either 

immediately or after a time delay ranging from two to six months (e.g., “in two months”). 

Finally, those assigned to the Framed Simultaneous Pre-commitment mailing received a mailing 

identical to the Simultaneous Pre-commitment mailing, except that the pre-commitment time 

window referenced (e.g., “in two months”) was replaced by a reference to a temporal landmark 

associated with the same length of delay (e.g., “following your next birthday,” “following 

Thanksgiving”). The temporal landmarks were either holidays (Thanksgiving, New Year’s, 

Martin Luther King Day, Valentine’s Day, and the Spring Equinox) or employees’ birthdays. 

Some of these temporal landmarks feel like the beginning of a new cycle and are associated with 

fresh starts (New Year’s, the first day of spring, employees’ birthdays), and some are ordinary 

holidays that do not signal a new beginning (Thanksgiving, Martin Luther King Day, Valentine’s 

Day; Beshears et al. 2021). Note that in the current paper we only used data for employees 

 
14 This condition is labelled in the manuscript as “the Simultaneous Pre-commitment Condition Linked with 

Temporal Landmarks.” 
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assigned to receive either the No Pre-commitment mailing or the Simultaneous Pre-commitment 

mailing. 

As explained in the manuscript, randomization was stratified by birth month within each 

university because birthdates partially determined which mailings employees received. 

Specifically, as illustrated in Figure A1-1, employees were divided into two sub-groups before 

randomization: those with birthdays between November and March (hereafter referred to as the 

“November-March birthday group”), and others (hereafter referred to as the “April-October 

birthday group”). Those with birthdays between November and March were divided evenly 

among four experimental mailings: the No Pre-commitment mailing, the Simultaneous Pre-

commitment mailing, and two sub-categories of the Framed Simultaneous Pre-commitment 

mailings—the Birthday Framed Simultaneous Pre-commitment mailing that offered employees 

an opportunity to begin saving (or to save more) following their next birthday and the Holiday 

Framed Simultaneous Pre-commitment mailing that offered employees an opportunity to begin 

saving (or to save more) following a future holiday. Among employees in the November-March 

birthday group that were offered pre-commitment, the length of time until the offered pre-

commitment option would take effect was determined by employees’ birth month. For instance, 

consider an employee whose birthday is in December. Recall that our mailings went out in early 

October. If this employee were assigned to the Simultaneous Pre-commitment mailing, she 

would be offered the opportunity to start saving “in three months” (i.e., in January). If she were 

assigned to the Holiday Framed Simultaneous Pre-commitment mailing, she would be offered 

the opportunity to start saving “after New Year’s” (i.e., in January). If she were assigned to the 

Birthday Framed Simultaneous Pre-commitment mailing, she would be offered the opportunity 

to start saving “after her next birthday” (again, in January). 

Employees with birthdays between April and October were divided evenly among 

receiving the No Pre-commitment mailing, the Simultaneous Pre-commitment mailing, and the 

Holiday Framed Simultaneous Pre-commitment mailing. Among employees in the April-October 

birthday group who were offered pre-commitment, the length of time until the offered pre-

commitment would take effect was randomized to be from two to six months (in the 

Simultaneous Pre-commitment condition) or from Thanksgiving to the Spring Equinox (in the 

Holiday Framed Simultaneous Pre-commitment condition). Every employee in the Holiday 

Framed Simultaneous Pre-commitment condition was yoked with an employee in the (un-

framed) Simultaneous Pre-commitment condition who was offered the opportunity to start 

saving (or to save more) at the same time delay. For example, an employee who was randomly 

assigned to have the opportunity to begin saving after New Year’s was yoked with an employee 

who had the opportunity to begin saving in three months. Notably, past research suggests that 

New Year’s is a particularly meaningful fresh start opportunity (Dai et al. 2014). Thus, among 

employees in the Holiday Framed Simultaneous Pre-commitment condition, we oversampled 

assignment to the sub-group that allowed employees to pre-commit to begin saving (or to save 

more) “after New Year’s”. Correspondingly, we oversampled assignment to the sub-group of the 

(un-framed) Simultaneous Pre-commitment condition that allowed employees to pre-commit to 

begin saving (or to save more) “in three months.” 

Note that for the current study we only used data from employees that were assigned to 

the No Pre-commitment or Simultaneous Pre-commitment conditions (889 + 887 + 1,711 + 

1,709 = 5,196).  
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Figure A1-1. Randomization.  

This figure shows how employees were assigned to conditions. Note the gray boxes reflect the 

Framed Simultaneous Pre-commitment condition, which are reported in Beshears et al. (2021) 

and not included in the current paper. 

 
There were 42 employees that were randomized but not included in the analysis because 

they did not have data collected, were terminated before the baseline data collection, or had 

conflicting dates of birth. 
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Balance Checks 

Table A1-1. Summary Statistics by Condition in Study 1.  

This table summarizes the mean and standard deviation (in parentheses) of key control variables 

used in our analyses by experimental condition. The last column shows p-values from statistical 

tests comparing the conditions. 

          

  

  
No Pre-commitment        

Mailing 

Simultaneous  

Pre-commitment 

Mailing 

Simultaneous  

Pre-commitment Vs.  

No Pre-commitment   

        p-value 

  Female 52.65% 51.85% .562 

          

  Age (years) 43.20 43.00 .548 

    (12.32) (11.77)   

          

  Tenure (years) 9.51 9.54 .906 

    (9.14) (8.93)   

          

  

Baseline 

Salary ($USD) 56,505.19 58,505.26 .043 

    (35,234.21) (36,111.88)   

          

  Faculty 11.62% 12.75% .211 
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Web Appendix C. Descriptions of Non-Targeted Plans (Study 1) 

 

Table A1-2. Non-Targeted Plans.  

The experimental mailings encouraged employees to increase contributions to a targeted plan (see Table 3 in the manuscript). This 

table describes other retirement plans (i.e., “Non-targeted plans") that were also available to employees.  

 

 
Notes: Table A1-1 is identical to the one presented in Beshears et al. (2021) because it relies on the same retirements plans in the same 

universities. 

University Plan Eligibility Employee Contributions Employer Contributions Automatic Enrollment

A Plan 1 Determined based on employee's position and 

scheduled hours of service

None The University pays the full cost by contributing 10% of the 

employee’s base pay. The base pay limit was $255,000 for 2013 

and $260,000 for 2014.

No

Plan 1 Regular or fixed-term employees scheduled to 

work at least 1,000 hours per fiscal year and not 

currently actively participating in Plan 2

1% of the employee’s eligible 

gross earnings on a pre-tax basis

Matched by an 8% contribution rate from the University No

Plan 2 Regular or fixed-term employees who were hired 

prior to June 30, 1993 and scheduled to work at 

least 20 hours per week for a minimum of 720 

hours per fiscal year 

1% of the employee’s eligible 

gross earnings on an after-tax 

basis 

There are several benefit calculation formulas. This plan uses the 

formula that maximizes employee benefits. 

No

Employer contribution rates when the employee's annual salary is 

below the Social Security Wage Base: 

i) 7% (employee age  < 50) 

ii) 10% (employee age ≥ 50)

Employer contribution rates when the employee's annual salary is 

above the Social Security Wage Base: 

i) 12% (employee age < 50)

ii) 15% (employee age ≥ 50)

Plan 2 All employees who earn at least 140% of the 

Social Security Wage Base

An elected percentage of the 

employee’s eligible earnings on 

a pre-tax basis 

None No

Plan 1 All employees except for student workers, 

hospital employees, leased employees, and those 

in post-doctoral positions                                        

An elected percentage of the 

employee’s eligible earnings on 

a pre-tax basis 

None No

Monthly defined benefit payment:

(Final average pay1 * Years of participation in Plan 2 * 1.25%)/12

1  Final average pay equals average pay for the five years of highest pay that fall within the last ten years of plan participation.

B

C YesNone All faculty and staff member in a benefits-eligible 

title who are age 21 or older 

Plan 1

Certain employees who, as of July 2000, worked 

at least 1,000 hours per year and opted not to be 

covered by the targeted plan

None YesPlan 2

D



 

 

 

56 

Web Appendix D. Summary of Standard Practices in Retirement Savings Research  

 

We examined all of the papers covered in the most comprehensive review of the literature 

on contributions to pension plans in recent years (Choi 2015). We identified 33 empirical papers 

that analyzed contributions to pension plans using savings data in the field. 

We coded the outcome variables that these papers analyzed as well as the regression 

models that these papers used to predict their outcome variables (see Table A1-3 for a summary).  

The most common outcome variable studied was whether individuals participated in a given 

savings plan (n = 21 papers). Among the papers that examined this outcome variable, 16 papers 

(76%) used OLS regressions to predict such a binary outcome variable.  

The second most common outcome variable studied in these papers was people’s average 

pension plan contribution rate (n = 13 papers). Among the papers that examined this outcome 

variable, 12 papers (92%) used OLS regressions to predict this outcome variable.  

We also coded the control variables that these papers included in their regressions. It is a 

standard practice to control for employees’ demographics (e.g., age, gender), income, and 

employer characteristics. For example, over 80% of the empirical papers in this survey 

controlled for age and salary. Among the six papers that reported on field experiments testing the 

efficacy of an intervention in increasing savings behavior, four papers (67%) controlled for age 

and five papers (83%) controlled for salary.  
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Table A1-3. Summary of 33 Empirical Papers on Pension Savings Reviewed in Choi (2015) 
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Web Appendix E. Additional Analyses and Robustness Checks (Study 1) 

 

Panel A. Additional Analyses 

 

Analysis of enrollment in all plans (Table A1-4). In the manuscript we focus on changes 

to contribution rates in the targeted plan because the mailings containing the experimental 

manipulation encouraged enrollment in the targeted plans. However, employees could have also 

changed their contribution rates to non-targeted plans that were also offered by their employer 

(see Web Appendix C for details). In particular, if employees increased contributions to the 

targeted plan in response to our mailing by simply shifting contributions away from non-targeted 

plans, this would not reflect an actual increase in savings. Thus, here we examine when and how 

contributions to all plans—including targeted and non-targeted plans—changed, which allows us 

to more comprehensively capture the effects of offering simultaneous pre-commitment on 

retirement savings decisions. The table below uses the primary regression specification, 

examining effects of the Simultaneous Pre-commitment mailing on immediate adoption, overall 

adoption, and average savings rate in all plans. Importantly, we obtained qualitatively similar 

results for all plans and targeted plans.  

 

Table A1-4. Analysis of Enrollment in All Plans 

 

  

Model 1:       

Immediate   

Adoption 

Model 2:       

Overall 

Adoption 

Model 3:          

Average 

Savings Rate 

Simultaneous Pre-commitment -.018** -.012 -.0027*** 

  (.007) (.009) (.001) 

R-squared .09 .12 .52 

Observations 5,196 5,196 5,196 

 Standard errors robust to heteroskedasticity in parentheses. The regressions control for gender, age 

decile, tenure decile, salary decile, faculty status, and birth month. We allowed the coefficients on the 

control variables to vary by university. *p ≤ .10, **p ≤  .05, *** p ≤ .01. 

  

Contribution rate increase (Table A1-5). For employees who increased their contribution 

rates from September 2013 (right before our experiment) to June 2014 (the last month of the 

observation period), we measured the amount of increase in their contribution rate by taking the 

difference in their contribution rates (as revealed in the payroll data) between September 2013 

and June 2014. We refer to this difference as “contribution rate increase.” As explained earlier, 

all the mailings offered a default contribution rate of either 3% or 5% which employees could not 

change via mail, and only University D sent mailings to employees who were already enrolling 

at a non-zero contribution rate. As a result, among employees who increased their contribution 

rates to the targeted plans, approximately 50% increased by 3% or 5%. Notwithstanding, some 

employees set their own contribution rates in the targeted plans via phone or internet. Thus, we 

could assess whether the Simultaneous Pre-commitment mailing had a separate impact on the 



 

 

 

61 

size of the increase in contribution rates, independent of its effect on immediate or overall 

adoption. When we used the OLS regression specification described in the paper to predict 

contribution rate increase, we did not find evidence that the size of contribution rate changes 

differed statistically significantly between conditions.  

 

Table A1-5. Contribution Rate Increase 

 

  

Model 1:         

Contribution Rate 

Increase 

  

Simultaneous Pre-commitment -.005  

 (.005)  

R-squared .40   

Observations 621   

Standard errors robust to heteroskedasticity in parentheses. 

The regressions control for gender, age decile, tenure decile, 

salary decile, faculty status, and birth month. We allowed the 

coefficients on the control variables to vary by university.  

*p ≤ .10, **p ≤  .05, *** p ≤ .01. 

 

Effects by university (Tables A1-6 and A1-7). We added interactions between each 

university and the Simultaneous Pre-commitment indicator to our primary regression 

specification. In Table A1-6, we report the coefficients on the interaction terms, and in Table A1-

7 we report the simple effects of simultaneous pre-commitment in each university (estimated 

with linear combinations of the coefficients from the regressions in Table A1-6). Note that some 

employees at University D were already enrolled in the targeted plan, and they were asked to 

increase their contribution rates in the experimental mailings. We analyzed their responses 

(University D (Already Enrolled)) separately from the rest of University D’s employees in this 

experiment who were not yet enrolled (University D (Not Yet Enrolled)). 
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Table A1-6. Interactions by University 

 

  

Model 1:       

Immediate   

Adoption 

Model 2:       

Overall 

Adoption 

Model 3:          

Average 

Savings Rate 

Simultaneous Pre-commitment -.009 -.002 .0007 

  
(.014) (.019) (.001) 

Simultaneous Pre-commitment * 
University B -.009 -.009 -.0003 

 
(.024) (.029) (.002) 

Simultaneous Pre-commitment * 

University C -.005 .008 -.0031* 

  
(.017) (.023) (.002) 

Simultaneous Pre-commitment * 
University D (Not Yet Enrolled) -.012 -.025 -.0029** 

  
(.022) (.029) (.001) 

Simultaneous Pre-commitment * 

University D (Already Enrolled) -.041 -.044 -.0018 

 
(.034) (.042) (.002) 

R-squared .07 .09 .11 

Observations 5,196 5,196 5,196 

 Standard errors robust to heteroskedasticity in parentheses. The regressions control for gender, age 

decile, tenure decile, salary decile, faculty status, and birth month. We allowed the coefficients on the 

control variables to vary by university. *p ≤ .10, **p ≤  .05, *** p ≤ .01. 
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Table A1-7. Simple Effects of Simultaneous Pre-commitment in Each University 

 

  

Model 1:       

Immediate   

Adoption 

Model 2:       

Overall 

Adoption 

Model 3:          

Average 

Savings Rate 

Simultaneous Pre-commitment 
in University A -.009 -.002 .0007 

  (.014) (.019) (.001) 

Simultaneous Pre-commitment 

in University B -.019 -.011 .0005 

 
(.019) (.022) (.002) 

Simultaneous Pre-commitment 
in University C -.014 .006 -.0024* 

  
(.010) (.013) (.001) 

Simultaneous Pre-commitment 

in University D (Not Yet Enrolled) -.021 -.026 -.0022** 

  
(.017) (.021) (.001) 

Simultaneous Pre-commitment 

in University D (Already Enrolled) -.050 -.045 -.0010 

 
(.030) (.038) (.001) 

 Standard errors robust to heteroskedasticity in parentheses. *p ≤ .10, **p ≤  .05, *** p ≤ .01. 

 

 

Panel B. Robustness Checks 

 

Measuring decisions with cards mailed back to the one university that tracked 

responses (Table A1-8). Only one of the four universities provided us with data indicating which 

employees returned response postcards and what enrollment decisions they made on those cards. 

Using the mailing response data from this university, we created two outcome variables. 

“Immediate adoption” equaled one if an employee elected to immediately increase their 

contribution rate to the targeted plan by marking the immediate option on the response card, and 

zero otherwise. “Overall adoption” equaled one if an employee elected to increase their 

contribution rate to the targeted plan by marking either the immediate option or the pre-

commitment option on the response card, and zero otherwise. Here, we obtained qualitatively 

similar results as the results of our primary analysis reported in the paper based on the 

administrative data. Specifically, using the mailing response data, we estimated that employees’ 

probability of immediately increasing their contributions to the targeted plan was 1.6 percentage 

points lower in the Simultaneous Pre-commitment condition than in the No Pre-commitment 

condition (p = .075). This represents a 32.7% decrease in immediate adoption relative to the 4.9 

percent of employees who immediately enrolled in the targeted plan in the No Pre-commitment 

condition. And, there was virtually no difference across conditions in employees’ probability of 

increasing their contributions to the targeted savings plan (p = .390). The weaker statistical 

significance for the regression predicting immediate adoption is likely because this analysis 



 

 

 

64 

relies on a smaller sample of 2,029 employees and thus has less power than our primary analysis 

using the full sample across four universities. 

 

Table A1-8. Measuring Decisions with Cards Mailed back to the One University that 

Tracked Responses 

 

 Model 1:  

Immediate Adoption 

Model 2:  

Overall Adoption 

Simultaneous Pre-commitment -.016* -.008 

 (.009) (.009) 

R-squared .027 .024 

Observations 2,029 2,029 

Standard errors robust to heteroskedasticity in parentheses. The regressions control for 

gender, age decile, tenure decile, salary decile, faculty status, and birth month. We allowed 

the coefficients on the control variables to vary by university.  

*p ≤ .10, **p ≤  .05, *** p ≤ .01. 

      

Measuring overall adoption differently (Table A1-9). We calculated overall adoption 

using an alternative method that was meant to capture employees’ direct responses to the mailers. 

For this measure, we only counted someone as enrolling if the first time their contribution rate 

increased (relative to their rate in September 2013) corresponded with one of the month(s) 

offered to them in the mailing. Specifically, for employees in the No Pre-commitment condition, 

this alternative measure of overall adoption equaled one if their first contribution rate increase 

was in November 2013 (corresponding to the immediate option), and zero otherwise. For 

employees in the Simultaneous Pre-commitment condition, overall adoption equaled one if their 

first increase was in November 2013 or in the pre-commitment month offered in their mailing 

(e.g., February 2014 for employees whose pre-commitment option was “in four months”), and 

zero otherwise. Of note, this method only modifies how we measured overall adoption; 

immediate adoption was always measured based on whether an employee had a contribution rate 

increase in November 2013 (compared to September 2013). When we estimated our primary 

regression specification with this alternate measure of overall adoption as the dependent variable, 

we obtained substantively similar results.  
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Table A1-9. Measuring Overall Adoption Differently 

 

 Model 1: 

Overall Adoption 
  

Simultaneous Pre-commitment -.003   
 (.007)   

R-squared .075   

Observations 5,196   
Standard errors robust to heteroskedasticity in parentheses. The 

regressions control for gender, age decile, tenure decile, salary 

decile, faculty status, and birth month. We allowed the 

coefficients on the control variables to vary by university.  

*p ≤ .10, **p ≤  .05, *** p ≤ .01. 
 

Running logistic and fractional logit regressions (Table A1-10). We used logistic 

regressions rather than OLS to predict our binary dependent measures (immediate and overall 

adoption). We also used fractional logistic regressions rather than OLS to predict average savings 

rate during the study period—a continuous dependent measure ranging from 0% to 100%. Our 

results are not meaningfully changed.  

 

Table A1-10. Running Logistic and Fractional Logit Regressions 

 

  

Model 1:       

Immediate      

Adoption 

Model 2:       

Overall          

Adoption 

Model 3:          

Average 

Savings Rate 

Simultaneous Pre-commitment -.359*** -.099 -.163** 

  (.118) (.092) (.081) 

Observations 5,050a 5,196 5,196 

Standard errors robust to heteroskedasticity in parentheses. The regressions control for 

gender, age decile, tenure decile, salary decile, faculty status, and birth month. We 

allowed the coefficients on the control variables to vary by university.  

*p ≤ .10, **p ≤  .05, *** p ≤ .01. 
aSome observations are automatically dropped out of the logistic regression that 

predicts immediate adoption (Model 1) because employees in one university x age 

decile group and one university x tenure decile group all had the value of zero for 

immediate adoption, leading controls for these groups to perfectly predict immediate 

adoption (and thus to be inestimable). 

 

           

Dropping those with missing data (Table A1-11). For the results reported in the paper, 

we assigned a value of zero to an employee’s contribution rate in a pay cycle if there was missing 

data for salary or contributions for that pay cycle. We do so because missing values for salary or 

contributions are likely to reflect short-term leaves of absence. Our results are robust if we 

instead drop employees who have missing data for salary or contributions in all months from 

November 2013 through June 2014. 
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Table A1-11. Dropping Those with Missing Data 

 

  

Model 1:       

Immediate      

Adoption 

Model 2:       

Overall          

Adoption 

Model 3:          

Average Savings 

Rates 

Simultaneous Pre-commitment -.020*** -.010 -.0015** 

  (.007) (.009) (.001) 

R-squared .07 .08 .12 

Observations 4,938 4,938 4,938 

Standard errors robust to heteroskedasticity in parentheses. The regressions control for gender, age 

decile, tenure decile, salary decile, faculty status, and birth month. We allowed the coefficients on 

the control variables to vary by university.  

*p ≤ .10, **p ≤  .05, *** p ≤ .01. 

 

Dropping those with missing data in key months (Table A1-12). Our results are robust if 

we instead drop employees who have missing data for salary or contributions in one of the key 

months used to calculate the immediate and overall adoption variables. Specifically, in the 

regressions reported below, we drop observations with missing salary or contributions data in 

September 2013 or November 2013 in Model 1, and we drop observations with missing salary or 

contributions data in September 2013 or June 2014 in Model 2. 

 

Table A1-12. Dropping Those with Missing Data in Key Months 

 

  

Model 1:       

Immediate      

Adoption 

Model 2:       

Overall          

Adoption 

Simultaneous Pre-commitment -.021*** -.009 

  (.008) (.010) 

R-squared .07 .09 

Observations 4,618 4,543 

Standard errors robust to heteroskedasticity in parentheses. The regressions 

control for gender, age decile, tenure decile, salary decile, faculty status, and 

birth month. We allowed the coefficients on the control variables to vary by 

university. *p ≤ .10, **p ≤  .05, *** p ≤ .01. 

 

Varying the cutoff for a contribution rate increase (Table A1-13). To calculate an 

employee’s contribution rate in a given month, we divided her dollar contributions by her salary 

in that month. Since we constructed the overall adoption variable by comparing these imputed 

contribution rates in June 2014 versus September 2013, we want to ensure that our results are not 

spuriously driven by how we rounded our imputed contribution rates. For example, if an 

employee had an imputed contribution rate of 5.030% in September 2013 and 5.033% in June 

2014, it is unlikely that this employee increased her contribution rate by .003%; rather, this 

difference in imputed contribution rates likely reflects a rounding issue. The same issue applies 
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to our construction of the immediate adoption variable. For our main analyses in the manuscript, 

we only counted a contribution rate increase to be real if the increase was ≥ 1%. As a robustness 

check, we counted a contribution rate increase to be real if the increase was ≥ .10% or ≥ .01%, 

and we obtained similar results.  

 

Table A1-13. Varying the Cutoff for a Contribution Rate Increase 

 

Threshold for defining a real 

increase 

Increase in contribution rate                                             

≥ .1% 

Increase in contribution rate                                                  

≥ .01% 

  

Model 1:             

Immediate 

Adoption 

Model 2:       

Overall 

Adoption 

Model 3:             

Immediate 

Adoption 

Model 4:       

Overall 

Adoption 

  

Simultaneous Pre-commitment -.020*** -.009 -.021*** -.008   

  (.007) (.009) (.007) (.009)   

R-squared .08 .09 .08 .09   

Observations 5,196 5,196 5,196 5,196   

Standard errors robust to heteroskedasticity in parentheses. The regressions control for gender, 

age decile, tenure decile, salary decile, faculty status, and birth month. We allowed the 

coefficients on the control variables to vary by university.  

*p ≤ .10, **p ≤  .05, *** p ≤ .01.  
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Including limited controls (Table A1-14). When controlling for the interaction between 

university and birth month (because of our stratified random assignment) but no other individual 

characteristics (i.e., gender, age, tenure, salary, and faculty status), our results remain 

qualitatively unchanged in magnitude, though the statistical significance is weaker for 

regressions predicting average savings rate. 

 

Table A1-14. Including Limited Controls 

 

  

Model 1:       

Immediate 

Adoption 

Model 2:       

Overall 

Adoption 

Model 3:          

Average 

Savings Rate 

Simultaneous Pre-commitment -.017** -.007 -.0012* 

  (.007) (.009) (.001) 

R-squared .03 .04 .07 

Observations 5,196 5,196 5,196 

Standard errors robust to heteroskedasticity in parentheses. The regressions 

control for birth month and we allowed the coefficients on the birth month 

controls to vary by university. *p ≤ .10, **p ≤  .05, *** p ≤ .01. 
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Web Appendix F. Summary of Differences Between Study 1 and Beshears et al. (2021) 

 

Table A1-15 summarizes how the research questions, conditions, and findings differ 

between Study 1 and a companion paper, Beshears et al. (2021). 

 

Table A1-15. Comparison of Study 1 with Beshears et al. (2021) 

 

 

 
Study 1 in the Current Paper Beshears et al. (2021) 

Research 

Question 

What is the effect of simultaneous pre-

commitment on retirement savings 

decisions? 

What is the effect of fresh-start 

framing on retirement savings 

decisions? 

Conditions 

Included in 

Analysis  

Simultaneous Pre-commitment  

VS.  

No Pre-commitment 

Simultaneous Pre-commitment 

Condition Linked with Temporal 

Landmarks VS. 

Simultaneous Pre-commitmenta 

Findings 

Simultaneous pre-commitment 

reduced immediate adoption, had a 

null effect on overall adoption, and 

reduced average savings rates. 

 

Fresh-start framing had a null effect on 

immediate adoption, increased overall 

adoption, and increased average 

savings rates. 

 

Theorized 

Mechanism 

Simultaneous pre-commitment 

decreases inferred urgency 

Fresh start framing heightens 

motivation to initiate new goals 

aBeshears et al. (2021) draw a distinction between temporal landmarks that feel like the 

beginning of a new time period and are associated with fresh starts (Birthdays, New Year’s, the 

first day of spring) and temporal landmarks that are not associated with fresh starts 

(Thanksgiving, Martin Luther King Day, Valentine’s Day); the latter are used for placebo 

regressions in their paper. 
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Web Appendix G. Post-test Following Study 1 

 

Methods 

We recruited participants through Amazon’s Mechanical Turk (MTurk) to take a short 

survey for a pre-registered study. The 1,499 participants (Mage = 36.41, SDage = 11.59; 47.3% 

female) who successfully answered comprehension check questions were included in our study, 

as stipulated in our pre-registration. All participants were asked to imagine that the HR 

department at “Company X” planned to send its employees mailings about the company’s 

retirement savings program. Participants were randomly assigned to read about and evaluate one 

of three mailings: a No Pre-commitment mailing, a Simultaneous Pre-commitment mailing, or a 

Sequential Pre-commitment mailing.  

The No Pre-commitment mailing depicted a simplified version of the No Pre-

commitment mailing from our field experiment, adapted such that all references to universities 

and specific retirement savings plans were replaced with references to Company X and its 

hypothetical savings program. The No Pre-commitment mailing encouraged employees to sign 

up for Company X’s retirement savings plan immediately.  

The Simultaneous Pre-commitment mailing depicted a simplified version of the 

Simultaneous Pre-commitment mailing from our field experiment, again adapted to reference 

only Company X and its hypothetical savings program. The Simultaneous Pre-commitment 

mailing offered employees two options: the option to start contributing to Company X’s savings 

program immediately and the option to pre-commit to start contributing in four months.  

The Sequential Pre-commitment mailing was comprised of two mailings sent in stages. In 

the first stage, the mailing depicted was identical to the No Pre-commitment mailing, which 

invited employees to enroll in Company X’s savings program immediately. Participants learned 

that in the second stage, if an employee did not reply to the initial No Pre-commitment mailing, 

the HR department would send a follow-up mailing with an invitation to pre-commit to enroll in 

the savings program in four months. This second-stage mailing explained to employees that they 

received the second offer because they did not respond to the first-stage mailing, and it only 

presented the option for employees to pre-commit to enroll in four months.   

After participants read the mailing(s) associated with their experimental condition, we 

assessed their understanding with a series of comprehension check questions, and we ended the 

survey for participants who failed these questions (N = 83). 95% of participants passed our 

comprehension check. The rate did not differ significantly between the No Pre-commitment 

condition (97%) and the Simultaneous Pre-commitment condition (96%; p = .60), but it was 

slightly lower in the Sequential Pre-commitment condition than the other conditions (93%; both 

p’s < .05), likely because this comprehension check involved more questions than the others.  

Next, we measured inferred urgency by asking: “To what extent will this mailing convey 

to employees that the human resources staff urgently recommends that employees enroll in the 

retirement savings program?” (1 = Not at all urgently, 7 = Very urgently). We also included a 

measure about inferred future opportunities to save based on an earlier version of our theory. We 

asked: “To what extent will this mailing suggest to employees that they will have other, future 

opportunities to enroll in the retirement savings program?” (1 = No future opportunities 

suggested, 7 = Future opportunities strongly suggested). 

Finally, we asked participants for their age and gender.  

Results 
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Supporting Hypothesis 1, participants reported that the No Pre-commitment mailing 

conveyed a more urgent recommendation to save (M = 5.10, SD = 1.42) than the Simultaneous 

Pre-commitment mailing (M = 4.77, SD = 1.58, t(1,011) = 3.54, p < .001). This difference 

between the two mailings may help to explain why our Simultaneous Pre-commitment mailing 

failed to increase savings and also reduced immediate adoption rates compared to the No Pre-

commitment mailing in our field experiment.   

Also consistent with Hypothesis 1, participants reported that the Sequential Pre-

commitment mailing conveyed a marginally more urgent recommendation to save (M = 5.27, SD 

= 1.30) than the No Pre-commitment mailing (M = 5.10, SD = 1.42; t(993) = 1.89; p = .06). 

Also, as expected, participants reported that the Sequential Pre-commitment mailing conveyed a 

more urgent recommendation than the Simultaneous Pre-commitment mailing (M = 4.77, SD = 

1.58; t(988) = 5.40, p < .001).  

Based on a previous version of our theory, we hypothesized in our pre-registration and 

confirmed that, compared to the No Pre-commitment condition (M = 3.09, SD = 1.73), people 

inferred that there would be more future opportunities to save in both the Simultaneous Pre-

commitment (M = 3.96, SD = 2.00), t(1,011) = 7.48, p < .001) and Sequential Pre-commitment 

conditions (M = 3.92, SD = 1.92, t(993) = 7.19, p < .001).  
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Web Appendix H. Exploratory Factor Analysis (Study 2) 

 

We conducted an exploratory factor analysis on six items: two urgency items and four 

decision difficulty items. Below are the six items (with shorthand labels in bold). All items use a 

7-point Likert scale ranging from 1 = Not at all to 7 = Very much. 

 

Inferred urgency item 1: To what extent do you think Company X recommends that employees 

enroll in the benefits programs as soon as they can? 

Inferred urgency item 2: To what extent do you think Company X urgently recommends that 

employees enroll in the benefits programs? 

Decision difficulty item 1: To what extent were you overwhelmed when you were making your 

enrollment decision?  

Decision difficulty item 2: To what extent were you frustrated when you were making your 

enrollment decision?  

Decision difficulty item 3: To what extent were you annoyed when you were making your 

enrollment decision?  

Decision difficulty item 4: To what extent did you find the choice difficult when you were 

making your enrollment decision? 

 

To conduct the exploratory factor analysis, we used Ordinary Least Squares (OLS) with 

an oblimin rotation to find the minimum residual solution. See the factor loadings presented in 

Table A1-16 below. Note, factor loadings below .5 are not displayed for ease of visualization. 

 

Table A1-16. Factor Loadings 

 

 Factor1 Factor2 

Inferred urgency item 1  .77 

Inferred urgency item 2  .91 

Decision difficulty item 1 .63  

Decision difficulty item 2 .91  

Decision difficulty item 3 .83  

Decision difficulty item 4 .72  

 

As shown in Table A1-16, the items used to measure “inferred urgency” and the items to 

measure “decision difficulty” loaded on separate factors.  Also, the “inferred urgency” composite 

(average of the two items) and the “decision difficulty” composite (average of the four items) 

have a relatively low correlation of Pearson r = .15. Together these observation suggests that the 

two constructs are distinct.  
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Web Appendix I. Multi-Mediator Models (Study 2) 

 

Figures A1-2-A1-5 depict how the hypothesized mediators explain the effects of offering 

simultaneous pre-commitment and sequential pre-commitment on immediate and overall 

adoption of the employee benefits programs. All regression coefficients are unstandardized, and 

standard errors are presented in parentheses. The coefficients above the paths from Simultaneous 

Pre-commitment and Sequential Pre-commitment to “immediate adoption” and “overall 

adoption” represent the total effects and the coefficients below the paths represents the direct 

effects. Coefficients significantly different from zero are indicated by asterisks (*p ≤ .10, **p ≤  

.05, *** p ≤ .01). 

 

Figure A1-2. Simultaneous vs. No Pre-commitment: Immediate Adoption Mediation 

 

 

Indirect effects b 95% CI 

Inferred Urgency -.01 [-.02, -.005] 

Decision Difficulty  .01 [-.003, .03] 

 

  

Simultaneous Pre-commitment 

(vs. No Pre-commitment) 

Inferred Urgency 

Decision Difficulty 

Immediate 

Adoption  

   b  = -.33 (.07)*** 

 

 b  = -.10 (.06)* 

 

b = .04 (.01)*** 

 

b  = -.14 (.02)*** 

 

 b = -.37 (.04)*** 

 

 b = -.37 (.04)*** 
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Figure A1-3. Simultaneous vs. No Pre-commitment: Overall Adoption Mediation  

 

 

Indirect effects b 95% CI 

Inferred Urgency -.02 [-.03, -.01] 

Decision Difficulty  .01 [-.001, .02] 

 

 

Figure A1-4. Sequential Pre-commitment vs. No Pre-commitment: Overall Adoption 

Mediation  

 

 

Indirect effects b 95% CI 

Inferred Urgency .01 [.004, .03] 

Decision Difficulty  -.004 [-.01, .0003] 

 

 

 

 

 

Simultaneous Pre-commitment 

(vs. No Pre-commitment) 

Inferred Urgency 

Decision Difficulty 

Overall Adoption  

   b  = -.33 (.07)*** 

 

 b  = -.10 (.06)* 

 

b = .05 (.01)*** 

 

b  = -.08 (.02)*** 

 

 b = -.01 (.04) 

 

 b = -.02 (.04) 

 

Sequential Pre-commitment 

(vs. No Pre-commitment) 

Inferred Urgency 

Decision Difficulty 

Overall Adoption  

   b  = .34 (.07)*** 

 

 b  = .11 (.06)* 

 

b = .04 (.01)*** 

 

b  = -.04 (.02)*** 

 

 b = .27 (.04)*** 

 

 b = .28 (.04)*** 
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Figure A1-5. Sequential Pre-commitment vs. Simultaneous Pre-commitment: Overall 

Adoption Mediation 

 

Indirect effects b 95% CI 

Inferred Urgency .02 [.01, .04] 

Decision Difficulty  -.01 [-.02, -.005] 

 

 

 

 

 

 

 

 

 

 

Sequential Pre-commitment 

(vs. Simultaneous Pre-commitment) 

Inferred Urgency 

Decision Difficulty 

Overall Adoption  

   b  = .67 (.07)*** 

 

 b  = .20 (.06)*** 

 

b = .04 (.01)*** 

 

b  = -.06 (.02)*** 

 

 b = .29 (.04)*** 

 

 b = .30 (.04)*** 
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Web Appendix J. Two-Condition Replication of Study 2 

 

We conducted a laboratory experiment in which participants decided (hypothetically) 

whether and when to enroll in three different benefits programs offered by a new employer. This 

is an exact replication of Study 2 reported in the manuscript except it only included the No Pre-

commitment and Simultaneous Pre-commitment conditions, and we used a different set of 

questions to measure mechanisms. 

 

Methods 

 As stipulated in our pre-registration, we recruited MTurk participants who passed a brief 

attention check and were fully employed at a firm other than MTurk. A total of 1,161 participants 

satisfied these selection criteria and completed our pre-registered study (Mage = 38.24; SDage = 

10.61; 52.3% female). 

The vignette about enrollment in Company X’s HR benefits programs is identical to 

Study 2, however, this study only included the No Pre-commitment and Simultaneous Pre-

commitment conditions. 

After participants made their enrollment decisions, participants in both conditions 

answered two questions about Company X: “To what extent do you think Company X urgently 

recommends that employees enroll in the benefits programs” and “To what extent do you think 

Company X recommends that employees enroll in the benefits programs as soon as possible?” (1 

= Not at all, 7 = Very much). These questions were collapsed into a single measure of inferred 

urgency (r = .77, p < .001). We next asked two questions measuring participants’ anticipated 

negative emotion associated with enrolling in the benefits programs: “If you were a full-time 

employee at Company X, how painful would it be for you to enroll in any of Company X’s 

benefits programs?” (1 = Not at all painful, 7 = Very painful) and “If you were a full-time 

employee at Company X, how unpleasant would it be for you to enroll in any of Company X’s 

benefits programs?” (1 = Not at all unpleasant, 7 = Very unpleasant). These two items were 

collapsed into a single measure (r = .74, p < .001).  

We also asked three questions designed to assess potential alternative mechanisms for our 

predicted results. Specifically, we measured decision difficulty with one item: “How difficult was 

it for you to make this enrollment decision?” (1 = Not at all difficult, 7 = Very difficult). We 

measured confusion with one item: “How confusing was Company X’s enrollment process?” (1 

= Not at all confusing, 7 = Very confusing). And we measured the inferred thoughtfulness of 

Company X’s enrollment process with one item: “How much thought do you think Company X 

put into the design of the enrollment process?” (1 = Very little thought, 7 = A lot of thought). At 

the end of our study, participants were asked about their age, gender, education, and income. 

 

Results 

 Inferred Urgency. Replicating the results of Study 2, compared to those in the No Pre-

commitment condition (M = 4.15, SD = 1.70), participants in the Simultaneous Pre-commitment 

condition rated Company X’s implied recommendation to enroll as less urgent (M = 3.56, SD = 

1.73; 𝑏 = -.59, p < .001). 

Immediate Adoption. Replicating the results from our field experiment and Study 2, 

participants in the Simultaneous Pre-commitment condition signed up for fewer benefits 

immediately (M = 1.77, SD = .96) than participants in the No Pre-commitment condition (M = 

1.99, SD = .86; b = -.22, p < .001). We estimated a multi-mediator model including all the other 
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potential mediators listed in the methods section, and inferred urgency mediated the effect of 

simultaneous pre-commitment (vs. no pre-commitment) on immediate adoption (b = -.05; 95% 

CI = [-.07, -.03]; See Figure A1-6). 

Overall Adoption. Consistent with the results of our field experiment and Study 2, 

compared to the No Pre-commitment condition (M = 1.99, SD = .86), offering simultaneous pre-

commitment (M = 2.03, SD = .89) did not significantly change the total number of benefits 

programs people enrolled in (b = .04, p = .401). And in a multi-mediator model involving other 

potential mediators, inferred urgency mediated the effect of simultaneous pre-commitment (vs. 

no pre-commitment) on overall adoption (b = -.06, 95% CI = [-.08, -.03]; See Figure A1-7). 

Also, consistent with previous research that has theorized about the positive impact of pre-

commitment, we found evidence that anticipated negative emotions (i.e., painfulness, 

unpleasantness) positively mediated the effect of simultaneous pre-commitment on overall 

adoption (b = .04, 95% CI = [.02, .07]). That is, when people had the option to enroll in the 

benefits at a delay (vs. when they could only enroll immediately), they perceived that enrolling 

would feel less aversive, which predicted greater overall enrollment. Thus, consistent with our 

theory, the null effect of simultaneous pre-commitment on overall adoption observed in this 

study may be explained by competing mechanisms: the negative indirect effect via inferred 

urgency may have negated the positive indirect effect via anticipated negative emotions. 
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Web Appendix K. Multi-Mediator Models (Two-Condition Replication of Study 2) 

 

Figures A1-6 and A1-7 depict how the hypothesized mediators explain the effects of 

offering simultaneous pre-commitment on immediate and overall adoption of the employee 

benefits programs. All regression coefficients are unstandardized, and standard errors are 

presented in parentheses. The coefficients above the paths from Simultaneous Pre-commitment 

to “immediate adoption” and “overall adoption” represent the total effects and the coefficients 

below the paths represents the direct effects. Coefficients significantly different from zero are 

indicated by asterisks (*p ≤ .10, **p ≤  .05, *** p ≤ .01). 

 

Figure A1-6. Simultaneous vs. No Pre-commitment: Immediate Adoption Mediation 

 

Indirect effects  b 95% CI 

Inferred urgency -.05 [-.07, -.03] 

Anticipated negative 

emotion 

.05 [.02, .07] 

Inferred thoughtfulness .0001 [-.004, .007] 

Confusion .003 [-.005, .02] 

Decision difficulty .01 [.0001, .03] 

 

  

Inferred Urgency 

Anticipated 

Negative Emotion 

Immediate  

Adoption 

  b  = -.39 (.08)*** 

 

   b  = .08 (.02)*** 

 

   b  = -.12 (.03)*** 

 

b  = -.23 (.05)*** 

 

 b  = -.22 (.05)*** 

 

Confusion 

Decision Difficulty 

Inferred 

Thoughtfulness 
   b  = .01 (.02) 

 

   b  = -.07 (.03)** 

 

   b  = .12 (.09) 

   b  = -.06 (.07) 

   b  = -.59 (.10)*** 

  b  = -.22 (.07)*** 

 
   b  = -.05 (.03)** 

 

Simultaneous Pre-commitment 

(vs. No Pre-commitment) 
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Figure A1-7. Simultaneous vs. No Pre-commitment: Overall Adoption Mediation 

 

Indirect effects  b 95% CI 

Inferred urgency -.06 [-.08, -.03] 

Anticipated negative 

emotion 

.04 [.02, .07] 

Inferred thoughtfulness .0004 [-.005, .007] 

Confusion .002 [-.003, .01] 

Decision difficulty .01 [-.002, .02] 

 

 

 

 

 

 

 

 

  

Inferred Urgency 

Anticipated 

Negative Emotion 

Overall 

Adoption 

  b  = -.39 (.08)*** 

 

   b  = .10 (.02)*** 

 

   b  = -.11 (.02)*** 

 

  b  = .05 (.05) 

 

 b  = .04 (.05) 

 

Confusion 

Decision Difficulty 

Inferred 

Thoughtfulness 
   b  = .01 (.02) 

 

   b  = -.04. (.03) 

 

   b  = .12 (.09) 

   b  = -.06 (.07) 

   b  = -.59 (.10)*** 

  b  = -.22 (.07)*** 

 
   b  = -.04 (.03) 

 

Simultaneous Pre-commitment 

(vs. No Pre-commitment) 



 

 

 

80 

Web Appendix L. Multi-Mediator Models (Study 3) 

 

Figures A1-8 and A1-9 depict how the hypothesized mediators explain the effects of 

offering simultaneous pre-commitment and sequential pre-commitment on immediate and overall 

adoption of the financial well-being assessment. All regression coefficients are unstandardized, 

and standard errors are presented in parentheses. The coefficients above the paths from 

Simultaneous Pre-commitment and Sequential Pre-commitment to “immediate adoption” and 

“overall adoption” represent the total effects and the coefficients below the paths represents the 

direct effects. Coefficients significantly different from zero are indicated by asterisks (*p ≤ .10, 

**p ≤  .05, *** p ≤ .01). 

 

Figure A1-8. Simultaneous vs. No Pre-commitment: Immediate Adoption Mediation 

 

 

Indirect effects b 95% CI 

Inferred Urgency -.01 [-.02, -.004] 

Perceived Convenience .03 [.02, .05] 

 

 

 

 

 

 

 

 

 

 

 

 

 

Simultaneous Pre-commitment 

(vs. No Pre-commitment) 

Inferred Urgency 

Perceived Convenience 

Immediate 

Adoption  

   b  = -.30 (.09)*** 

 

 b  = .37 (.09)*** 

 

b = .04 (.01)*** 

 

b  = .08 (.01)*** 

 

 b = -.06 (.02)*** 

 

 b = -.04 (.02)* 
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Figure A1-9. Sequential Pre-commitment vs. Simultaneous Pre-commitment: Overall 

Adoption Mediation  

 

Indirect effects b 95% CI 

Inferred Urgency .03 [.02, .04] 

Perceived Convenience -.01 [-.02, .01] 

 

 

 

 

 

 

 

 

  

Sequential Pre-commitment 

(vs. Simultaneous Pre-commitment) 

Inferred Urgency 

Perceived Convenience 

Overall Adoption  

   b  = .65 (.09)*** 

 

 b  = -.08 (.09) 

 

b = .04 (.01)*** 

 

b  = .08 (.01)*** 

 

 b = .07 (.02)*** 

 

 b = .09 (.03)*** 
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Abstract: Policymakers and business leaders often use peer comparison information—showing 

people how their behavior compares to that of their peers—to motivate a range of behaviors. 

Despite their widespread use, the potential impact of peer comparison interventions on 

recipients’ well-being is largely unknown. We conducted a five-month field experiment 

involving 199 primary care physicians and 46,631 patients to examine the impact of a peer 

comparison intervention on physicians’ job performance, job satisfaction, and burnout. We varied 

whether physicians received information about their preventive care performance compared to 

that of other physicians in the same health system. Our analyses reveal that our implementation 

of peer comparison did not significantly improve physicians’ preventive care performance, but it 

did significantly decrease job satisfaction and increase burnout, with the effect on job satisfaction 

persisting for at least four months after the intervention had been discontinued. Quantitative and 

qualitative evidence on the mechanisms underlying these unanticipated negative effects suggest 

that the intervention inadvertently signaled a lack of support from leadership. Consistent with 

this account, providing leaders with training on how to support physicians mitigated the negative 

effects on well-being. Our research uncovers a critical potential downside of peer comparison 

interventions, highlights the importance of evaluating the psychological costs of behavioral 

interventions, and points to how a complementary intervention—leadership support training—

can mitigate these costs. 
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INTRODUCTION AND THEORY 

Many behavior change interventions leverage peer comparison information, which 

involves showing people how their behavior compares to that of their peers. Peer comparison 

interventions have successfully improved educational outcomes (Tran and Zeckhauser 2012), 

reduced energy consumption (Allcott and Rogers 2014), boosted voter turnout (Gerber and 

Rogers 2009), increased charitable giving (Frey and Meier 2004), and bolstered employee 

productivity (Blader, Gartenberg, and Prat 2020). Within healthcare systems, peer comparison 

interventions targeting physicians have curbed overprescribing of antibiotics (Meeker et al. 

2016), improved emergency department efficiency (Song et al. 2018), and increased adherence to 

best practices (Navathe et al. 2020). Previous research has primarily focused on how peer 

comparison interventions affect targeted behaviors. Yet, by only focusing on these behaviors, 

researchers and policymakers risk overlooking an important, less-visible class of outcomes: 

recipients’ well-being.  

The original goal of the current research was to evaluate whether a newly introduced peer 

comparison intervention would improve physicians’ preventive care performance. In a natural 

field experiment within a large hospital system, we found no evidence of such an effect on 

physician performance. However, we observed an unexpected negative impact of the peer 

comparison intervention on physicians’ job satisfaction and burnout. The primary goal of this 

paper is to understand these harmful effects so that they can be avoided in the future. 

Recent research suggests that peer comparison information can be aversive to recipients 

(Allcott and Kessler 2019). In particular, being compared to higher ranked peers can be 

discouraging (Brown et al. 2007; Lockwood and Kunda 1997; Rogers and Feller 2016), resulting 

in feelings of shame (Butera et al. 2022) or stress (Hermes et al. 2021). Extending prior work that 
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has focused on immediate affective reactions to upward social comparisons, we theorize that, 

when implemented in organizational contexts, peer comparison interventions can elicit another 

psychological process and impose long-term psychological costs. We propose that the use of peer 

comparison interventions can alter workers’ perceptions of and relationships with the leaders 

implementing the intervention as they try to make sense of how and why this information is 

being presented to them (Krijnen, Tannenbaum, and Fox 2017). Workers may perceive their 

leaders’ use of the intervention as reflecting inadequate leadership support if workers deem that 

the intervention’s design and implementation violate existing norms of cooperation (Blader, 

Gartenberg, and Prat 2020; Gallus et al. 2021) or contradict workers’ beliefs about what 

constitutes appropriate performance feedback. Given that leadership support is key to work-

related well-being1 (Bobbio, Bellan, and Manganelli 2012; Maslach, Schaufeli, and Leiter 2001; 

Shanafelt et al. 2015; West, Dyrbye, and Shanafelt 2018), job satisfaction and burnout may be 

harmed by the use of peer comparison interventions.  

These dynamics are particularly important to examine within the healthcare context, 

where public health leaders must balance dual objectives. As health insurance plans place greater 

weight on optimizing “healthcare quality” metrics, health systems across the US are increasingly 

tracking physician behavior and implementing behavioral interventions (e.g., using peer 

comparison information) in an attempt to improve performance on these metrics (Mayer, 

Venkatesh, and Berwick 2021; McKethan and Jha 2014). Even Medicare has administered large-

scale programs that use peer comparison information (“Care Compare: Doctors and Clinicians 

Initiative” 2021; Hassol et al. 2021). Concurrently, almost half of physicians in the US report 

 
1We use the phrase “work-related well-being,” or “well-being” for short, to refer to employees’ job satisfaction and 

burnout.  
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experiencing burnout (Kane 2021), which is associated with greater turnover, reduced job 

performance, increased alcohol abuse, and higher rates of suicide (George and Jones 1996; Judge 

et al. 2001; Staw, Sutton, and Pelled 1994; West, Dyrbye, and Shanafelt 2018; Wright and Bonett 

1997)–estimated to cost the US healthcare system $5 billion annually (Han et al. 2019; Yates 

2020).  

FIELD EXPERIMENT TESTING PEER COMPARISON INTERVENTIONS  

We conducted a 5-month field experiment (from November 2019 through March 2020) in 

partnership with UCLA Health to examine the impact of a peer comparison intervention on both 

physicians’ job performance and well-being. The experiment involved 199 primary care 

physicians (PCPs) and their 46,631 patients. PCPs were cluster-randomized at the clinic level to 

one of three study conditions: Control (Condition 1), Peer Comparison (Condition 2), or Peer 

Comparison and Leadership Training (Condition 3). PCPs in all conditions received monthly 

emails from UCLA Health’s department leadership with feedback about their preventive care 

performance. Their performance was summarized with a “health maintenance (HM) completion 

rate,” which reflects the proportion of recommended preventive care measures, such as routine 

screenings, that were completed by their patients in the previous 3 months. The emails in the 

Control Condition only contained feedback about the PCP’s personal score. The emails in the 

Peer Comparison Condition also contained a list of the month’s “Top 25 Primary Care 

Physicians” as well as information about where the PCP fell in the performance distribution. 

PCPs in the Peer Comparison and Leadership Training Condition received the same emails as 

those used in the Peer Comparison Condition, but leaders at each clinic also participated in 

training on how to support their physicians’ preventive care performance. See Materials and 

Methods and the SI Appendix for more information. 
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Order Rate of Preventive Screening Exams. For each patient who visited a PCP in our 

experiment, we tracked the share of recommended preventive measures that were ordered by 

their PCP within the seven days following the visit. This is our primary pre-registered outcome. 

The average order rates were 9.4% in the Control Condition (SD = 25.4%), 10.5% in the Peer 

Comparison Condition (SD = 26.5%), and 9.9% in the Peer Comparison and Leadership Training 

Condition (SD = 26.0%). Following our pre-registered analysis plan, we first compared PCPs’ 

order rates between the Control condition and the conditions containing peer comparison 

information (Conditions 2 and 3) and found no statistically significant difference (P = 0.143). As 

an exploratory analysis, we also compared the order rates between Condition 1 and Condition 2 

but still did not find any statistically significant differences (P = 0.324). The regression tables for 

these analyses are reported in Section 8 of the SI Appendix. 

Previous research suggests that the impact of peer comparison may depend on baseline 

performance (Ashraf, Bandiera, and Lee 2014; Bandiera, Barankay, and Rasul 2013; Bogard et 

al. 2020), discouraging low performers while encouraging high performers. However, our post-

hoc analysis found no evidence that the estimated effect of the peer comparison intervention on 

order rates was moderated by PCPs’ baseline performance (i.e., the HM completion rate 

displayed in the first intervention email). See Section 9 of the SI Appendix for details. 

Job Satisfaction and Burnout. Next, we examined differences between conditions in our 

two well-being outcomes, job satisfaction and burnout, which were measured by UCLA Health 

in quarterly surveys. We first confirmed that job satisfaction and burnout were balanced across 

conditions in the baseline period before the experiment started (October 2019; F-test for joint 

significance: job satisfaction, P = 0.432; burnout, P = 0.134). We then evaluated the effects of 

our interventions on job satisfaction and burnout at the end of the 5-month experimental period 
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(April 2020). The regression-estimated treatment effects are displayed in Figures 2-1 and 2-2. 

Since both the peer comparison and the leadership support training interventions could separately 

impact well-being, we first evaluated the effects of peer comparison alone (comparing Condition 

2 with Condition 1). We then tested the effects of adding leadership training (Condition 3 vs. 

Condition 2). Compared to the Control Condition (job satisfaction M = 5.47, SD = 0.91; burnout 

M = 1.93, SD = 0.73), the peer comparison intervention (Condition 2) significantly decreased job 

satisfaction (M = 4.95, SD = 1.48; ꞵ = -0.55, 95% CI = [-1.01, -0.09], P = 0.021, d = 0.42) and 

increased burnout (M = 2.47, SD = 0.96; ꞵ = 0.33, 95% CI = [0.03, 0.63], P = 0.031, d = 0.64). 

In contrast, PCPs who received leadership support training combined with peer comparison 

(Condition 3) experienced significantly higher job satisfaction (M = 5.29, SD = 1.27; ꞵ = 0.45, 

95% CI = [0.02, 0.88], P = 0.044, d = 0.25) and lower burnout (M = 2.09, SD = 0.84; ꞵ = -0.44, 

95% CI = [-0.79, -0.09], P = 0.016, d = 0.42) than PCPs who received the peer comparison 

intervention alone (Condition 2). The results remained statistically significant at the 5% level 

after a 2-fold Holm-Bonferroni correction that adjusted for multiple hypothesis testing due to 

simultaneously comparing Conditions 2 v. 1 and Conditions 3 v. 2 (Conditions 2 vs. 1: job 

satisfaction adjusted P = 0.042, burnout adjusted P = 0.032; Conditions 3 vs. 2: job satisfaction 

adjusted P = .044, burnout adjusted P = 0.032). Finally, we found no significant differences in 

job satisfaction or burnout between Condition 3 and the Control Condition (P = 0.509 and P = 

0.364, respectively; see Section 10 of the SI Appendix).  

Robustness Checks & Secondary Analyses. Our aforementioned results about physician 

well-being were robust to excluding controls for physician characteristics or including the 

number of positive COVID-19 cases each PCP encountered as a control. Additionally, in a post-

hoc placebo test, we confirmed no statistically significant effect of the peer comparison 
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intervention alone or the leadership training on an outcome that we would not expect to be 

impacted by the interventions (perceived proficiency with the EHR system). Finally, we found 

no evidence that the negative effects of the peer comparison intervention on well-being were 

moderated by PCPs' baseline performance. See Section 11 of the SI Appendix for these 

robustness checks and secondary analyses. 

Treatment Effect Persistence. To explore the persistence of our interventions’ treatment 

effects, we analyzed survey responses collected four months after the interventions had been 

discontinued (July 2020; See Figures 2-1 and 2-2 for the regression-estimated treatment effects, 

and Section 12 of the SI Appendix for more details). The negative effect of the peer comparison 

intervention (Condition 2 vs. Control) on job satisfaction remained significant (Control 

Condition: M = 5.22, SD = 1.07; Condition 2: M = 4.64, SD = 1.51; ꞵ = -0.60, 95% CI = [-1.09, 

-0.12], P = 0.017, d = 0.45). Moreover, PCPs who received leadership support training combined 

with peer comparison (Condition 3) persistently experienced significantly higher job satisfaction 

(Condition 3: M = 5.21, SD = 1.38; ꞵ = 0.62, 95% CI = [0.14, 1.09], P = 0.013, d = 0.39) than 

PCPs who received the peer comparison intervention alone (Condition 2). These long-term 

effects on job satisfaction remained significant at the 5% level after a 2-fold Holm-Bonferroni 

correction (Condition 2 vs. 1: adjusted P = 0.026; Conditions 3 vs. 2: adjusted P = 0.026). The 

long-term differences across conditions in burnout were not statistically significant, but they 

remained directionally consistent with the short-term treatment effects. 

Together, these results indicate that the peer comparison intervention negatively impacted 

two dimensions of physician well-being: job satisfaction and burnout. The harmful effect on job 

satisfaction lasted for at least four months after the intervention had been discontinued. However, 
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administering the peer comparison intervention with leadership support training appeared to 

offset these harmful effects. 

 

 

Figure 2-1. Treatment Effect Estimates on Job satisfaction and Burnout.  

The blue and red dots reflect the estimated treatment effects of the respective conditions (vs. 

Control Condition) on job satisfaction (upper panel) and burnout (lower panel). Error bars reflect 

95% confidence intervals.  
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Figure 2-2. Treatment Effect Estimates of Adding Leadership Support Training to the Peer 

Comparison Intervention.  

The blue dots reflect the estimated treatment effects on job satisfaction (upper panel) and burnout 

(lower panel) of the Peer Comparison and Leadership Training Condition (Condition 3) relative 

to the Peer Comparison Condition (Condition 2). Error bars reflect 95% confidence intervals. 

 

Exploratory Analysis of Mechanisms 

Our finding that training leaders to be more supportive offset the negative effects of the 

peer comparison intervention on physician well-being led us to investigate one potentially 

important mechanism. We hypothesized that PCPs may have perceived the administration of the 

peer comparison intervention alone as signaling a lack of support from leadership (for instance, it 



 

 

 

97 

may have seemed callous and misdirected). But adding leadership support training may have 

counteracted this impression. To test this hypothesis, we leveraged a measure of “perceived 

leadership support” that was included in our quarterly surveys [“I feel supported, understood, 

and valued by my department leaders” (Richer and Vallerand 1998); 1- “strongly disagree” to 5-

“strongly agree”]2.  

Figures 2-3 and 2-4 depict the regression-estimated treatment effects of our interventions 

on perceived leadership support, based on the same regression specification that we used to 

predict job satisfaction and burnout (see Section 13 of the SI Appendix). Compared to PCPs in 

the Control Condition (April 2020: M = 3.52, SD = 0.91; July 2020: M = 3.46, SD = 0.88), PCPs 

in the Peer Comparison Condition (Condition 2) reported feeling significantly less supported by 

their department leaders in both April 2020 (M = 3.02, SD = 1.21; ꞵ = -0.60, 95% CI = [-1.06, -

0.13], P = 0.013, d = 0.47) and July 2020 (M = 2.87, SD = 1.21; ꞵ = -0.69, 95% CI = [-1.12, -

0.26], P = 0.002, d = 0.56). However, PCPs who received leadership support training combined 

with peer comparison perceived significantly higher leadership support in April 2020 (Condition 

3: M = 3.55, SD = 1.06; ꞵ = 0.56, 95% CI = [0.09, 1.03], P = 0.021, d = 0.47) than PCPs who 

received the peer comparison intervention alone (Condition 2). This difference is marginally 

significant in July 2020 (Condition 3: M = 3.38, SD = 1.08; ꞵ = 0.49, 95% CI = [0.00, 0.98], P = 

0.054, d = 0.45). Perceived leadership support did not significantly differ between Condition 3 

and the Control Condition in April 2020 (P = 0.808) or July 2020 (P = 0.254). Together, these 

results are consistent with the interpretation that the peer comparison intervention administered 

 
2Who would be considered as "department leaders" was deliberately left open to the respondents' interpretation. For 

example, physician leads may have interpreted “department leaders” as referring to the health system’s management, 

while non-lead physicians may have interpreted it as referring to their physician leads or non-clinical managers. 
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on its own caused PCPs to feel significantly less supported by their department leaders; but, 

importantly, leadership support training buffered against this effect. 

 

Figure 2-3. Treatment Effect Estimates on Perceived Leadership Support.  

The blue and red dots show the estimated treatment effects in the respective conditions (relative 

to the Control Condition) on perceived leadership support. The error bars reflect 95% confidence 

intervals. 

 

Figure 2-4. Treatment Effect Estimates of Leadership Training on Perceived Leadership 

Support.  

The blue dots show the estimated treatment effects of the Peer Comparison and Leadership 

Training Condition (Condition 3) relative to the Peer Comparison Condition (Condition 2). Error 

bars reflect 95% confidence intervals. 
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To gain further insights into why the peer comparison intervention reduced perceived 

leadership support, we surveyed PCPs from our study population approximately one year after 

the intervention had ended (April 2021). Of the original 199 PCPs in the experiment, 169 

individuals (85%) were still working for UCLA and were thus invited to take the survey. Of 

these PCPs, 90.5% (153/169) completed part or all of the survey. Response rates did not 

significantly differ by the condition PCPs had been assigned to during our experiment (P = 0.55 

for the F-test of joint significance).  

In the survey, we first presented all PCPs (regardless of their experimental condition) 

with an example of the peer comparison email that had been used in our experiment, and we 

asked, “Would you prefer that the Department resumes sending these types of emails to 

physicians?” Of the 150 PCPs who responded to this question, 54% (81/150) preferred that the 

peer comparison emails not be resumed. More specifically, the proportion of PCPs preferring 

that peer comparison emails not be resumed was highest (i.e., 68%) among physicians from 

Condition 2 who had experienced the peer comparison intervention alone (compared to 45% of 

PCPs from Condition 1 and 50% from Condition 3). 

We next asked all PCPs an open-ended question about how receiving such peer 

comparison emails would make them feel. The open-ended responses again revealed PCPs’ 

negative attitudes towards the peer comparison intervention (see Section 14 of the SI Appendix 

for more details). In particular, these responses suggested two related reasons why the peer 

comparison intervention would make PCPs feel less supported by leadership, and ultimately, less 

satisfied with their job and more burned out. First, the leadership’s use of peer comparison 

information in this context was viewed by many PCPs as transgressive. For instance, one PCP 
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stated, “frankly I think it is inappropriate”; another commented that “publicizing data among all 

faculty feels inappropriate, as if we are all being ranked/valued according to this metric.” 

Second, leadership's use of one performance metric (the HM completion rate) in the peer 

comparison emails was viewed by many PCPs as too reductionist. For instance, one PCP stated 

that the HM completion rates “do not accurately gauge the quality of care a physician 

provide[s]”; another commented, “top physicians [are] defined by so much more than HM 

completion.”  

Several PCPs explicitly stated that they felt that the peer comparison emails should be 

accompanied by greater leadership and organizational support. For instance, one PCP cited a lack 

of “support from upper management to help”; another noted that “completion of health 

maintenance items should be a ‘system’ effort, not at the individual PCP level.” The leadership 

support training provided participants (physician leads and non-clinical managers) with 

information on how completing HM measures would benefit patients, which they were 

encouraged to share with the non-participating PCPs in their clinics. We conjecture that such 

information may have helped PCPs—regardless of whether they participated in the training—

contextualize the peer comparison emails, making them more amenable to accepting the HM 

completion metric as a marker of performance, or showing them that management realized that 

this metric was not the only important measure of job performance. As a result, PCPs may have 

felt that their leaders were evaluating them more fairly and holistically when leadership support 

training was included as part of the intervention. Consistent with our speculation, leadership 

training in Condition 3 did appear to improve perceived leadership support both among 

physician leads who received the leadership training and among the non-lead physicians who did 
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not personally attend the leadership training (SI Appendix Table A2-25), though effects in these 

subgroups are no longer statistically significant due to the smaller sample sizes.  

In sum, these qualitative responses suggest that the manner in which the peer comparison 

intervention was administered in our context was seen as normatively inappropriate and 

reductionist; and that adding leadership support training buffered against these perceptions by 

helping leaders contextualize the intervention.  

GENERAL DISCUSSION 

Using a five-month field experiment involving 199 physicians and 46,631 patients, we 

examined the effects of a peer comparison intervention, administered alone or in conjunction 

with leadership support training, on physicians’ preventive care performance and work-related 

well-being. In this setting, the peer comparison intervention did not significantly improve 

physicians’ performance (measured as order rates for preventive measures). But it did 

unexpectedly harm job satisfaction and increase burnout, with the effect on job satisfaction 

persisting for at least four months. Importantly, this negative effect of the peer comparison 

intervention on physician well-being was substantially attenuated by leadership support training. 

We find evidence that perceived leadership support may help explain both effects: The peer 

comparison intervention caused doctors to feel less supported by their leaders, but leadership 

training buffered against that negative effect.  

Although we did not find a statistically significant effect of the peer comparison 

intervention on physician behavior, previous studies have found significant positive effects, even 

within similar contexts (Meeker et al. 2016; Navathe et al. 2020; Song et al. 2018). Likewise, 

peer comparison interventions outside of the healthcare context have had inconsistent effects on 

targeted behaviors, with some showing null or negative effects (Ashraf, Bandiera, and Lee 2014; 
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Bandiera, Barankay, and Rasul 2013; Barankay 2012; Buntinx et al. 1993; Bursztyn and Jensen 

2015; Hennig-Schmidt, Sadrieh, and Rockenbach 2010) and others showing positive effects 

(Azmat and Iriberri 2010; Meeker et al. 2016; Navathe et al. 2020; Tran and Zeckhauser 2012; 

Verbeke, Bagozzi, and Belschak 2016; Vidal and Nossol 2011). There are many different ways to 

operationalize and communicate peer comparison interventions. We speculate that details in the 

intervention design, implementation, and context matter in determining their success. Among 

other aspects of our design, publicly displaying a list of the Top 25 performers using a composite 

performance metric may have curbed any motivating effects of peer comparisons for a few 

reasons. First, PCPs may have found it reductionist for their leaders to evaluate their job 

performance using a single metric (Ranganathan and Benson 2020). Second, it may have seemed 

unjust to evaluate performance in relative terms (i.e., Top 25), rather than using an absolute 

criterion that reflects top quality of care (Mayer, Venkatesh, and Berwick 2021). Using an 

absolute criterion instead would have also allowed for the public list of top performers to 

potentially grow over time, which could have motivated people by highlighting a growing trend 

(Sparkman and Walton 2017). Third, highlighting exemplary performance (e.g., Top 25 

Physicians) could be discouraging to people who do not believe improvement is possible 

(Lockwood and Kunda 1997). In our case, people at the bottom of the performance distribution 

were the most likely to feel incapable of behavior change, even though they had the most room 

for improvement (see Section 15 of the SI Appendix for details). These features of our design 

may have been perceived as particularly inappropriate or offensive in the present social context, 

where physicians’ roles and responsibilities typically involve communal norms that foster care 

and collaboration (Blader, Gartenberg, and Prat 2020; Gallus et al. 2021). 
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Our findings offer three key contributions to the peer comparison literature. First, we 

provide the first field experimental evidence to our knowledge of the negative effects of a peer 

comparison intervention on workers’ job satisfaction and burnout. Second, our findings 

underscore the importance of attending to the way in which implementation details of a peer 

comparison intervention are perceived by targeted individuals within the relevant social context. 

Researchers have recently argued that behavioral interventions are not experienced “in a 

vacuum,” but rather that they are “embedded in a social ecosystem involving an implicit or 

explicit interaction between targeted individuals and the [intervention] designer" (Fox et al. 

2020). According to this account, people attend to the details of behavioral interventions—

especially interventions that have been newly introduced—to infer their leaders’ beliefs and 

values. When such inferences are negative (e.g., my leaders do not seem to support me), targeted 

individuals may respond unfavorably to the intervention. Thus, to enhance the effectiveness of 

behavioral interventions, our research suggests that policymakers and organizational leaders 

ought to engage targeted individuals in the design phase of an intervention, probe the inferences 

they draw about it, and revise the design to reduce negative inferences before scaling the 

intervention in the field. Finally, our work highlights that when leaders offer the necessary 

context and support to accompany a peer comparison intervention, recipients may draw more 

positive inferences about their leaders’ intent. This can buffer against the harmful effects of peer 

comparison interventions on well-being.  

Our study has several limitations that suggest interesting directions for future research. 

First, our interventions had to be discontinued after only five months due to the COVID-19 

pandemic. It remains an open question whether the peer comparison intervention would have 

become normalized over time and thus might have stopped affecting physician well-being. 
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Second, the leadership support training intervention was multifaceted with a variety of 

components and a broad curriculum. Future research is needed to discern which aspects of the 

leadership support training affected job satisfaction and burnout. Finally, although job 

satisfaction and burnout were pre-registered secondary outcomes, we did not predict a negative 

effect a priori. It would be valuable to design future experiments to deductively test hypotheses 

concerning the conditions under which a broader range of behavioral interventions harm the 

well-being of targeted individuals.  

When measuring both the behavioral and psychological impact of an intervention, 

difficult trade-offs may arise: How are we to decide whether an intervention is worthwhile if it 

produces desired behavior change (e.g., motivating physicians to improve patient outcomes) 

but reduces well-being? For instance, notifying doctors about their patients who suffered fatal 

overdoses has been shown to reduce subsequent opioid prescriptions (Doctor et al. 2018). 

Although such notifications were likely highly aversive to doctors, one could argue that this is 

justified by the behavior change that saves lives. Naturally, other cases will be more ambiguous. 

In order to design and deploy interventions that holistically improve social welfare, researchers, 

policymakers, and ethicists will need to continue examining these trade-offs and develop new 

approaches to quantify or even price the psychological consequences of interventions (Allcott 

and Kessler 2019; Butera et al. 2022).  

CONCLUSION 

Behavioral interventions such as providing peer comparison information offer attractive, 

cost-effective ways to promote positive behavior change. Our work suggests that if policymakers 

and organizational leaders only measure the behavioral outcomes of such interventions, they risk 

overlooking important effects on less visible outcomes, such as job satisfaction and burnout. 



 

 

 

105 

These psychological outcomes need to be accounted for to estimate the aggregate impacts of 

policies and to improve their design and implementation.  

MATERIALS AND METHODS 

Setting. Between November 5, 2019 and March 3, 2020, we collaborated with the UCLA 

Health Department of Medicine (DOM) Quality Team to run a field experiment across the health 

system’s entire primary care network. In line with the DOM Quality Team’s goal of motivating 

physicians to improve their patients’ uptake of preventive care services, all PCPs in our study 

were part of a pay-for-performance program that incentivized them to meet a threshold HM 

completion rate. For each PCP, the HM completion rate reflects the proportion of recommended 

preventive care measures that were completed by their patients in a given time period. There are 

26 different measures recommended by the U.S. Preventive Service Task Force and other 

medical associations (e.g. American Diabetes Association), of which the DOM Quality Team 

identified nine high-priority “focus measures” (e.g., diabetes hemoglobin A1c screening). Details 

regarding how HM completion rates were calculated are available in Section 1 of the SI 

Appendix.  

Experimental Design. The experiment was originally designed and pre-registered to span 

twelve months but was discontinued in March 2020 due to the COVID-19 pandemic 

(ClinicalTrials.gov # NCT04237883). The experiment included 199 PCPs across 42 clinic sites 

that specialized in internal medicine, geriatrics, or family medicine, and that had a clinical full-

time employment (FTE) rate of at least 50%. PCPs were unaware of this research investigation. 

They were cluster-randomized at the clinic level to one of three study conditions: Control, Peer 

Comparison, Peer Comparison and Leadership Training (Table 2-1). Each condition involved 14 

clinics. For more information on the inclusion criteria and randomization algorithm, see Sections 
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1 and 2 in the SI Appendix. Section 3 in the SI Appendix shows that conditions were balanced on 

all observable patient, physician, and clinic characteristics.  

All PCPs received monthly emails from the DOM Quality Team that informed them of 

their HM completion rate over the prior three months. They were signed by the health system’s 

management. The emails contained other information and links intended to help PCPs improve 

HM completion rates (see SI Appendix Sections 4 and 5 for email details, examples, and email 

engagement statistics). Emails were sent near the start of each month. A maximum of two 

reminder emails–identical to the initial email–were sent to those who had not opened the initial 

email after 7 and 14 days, respectively. 

 

Table 2-1. Descriptions of Intervention(s) Implemented in Each Condition 

Condition Main Intervention Elements 

1. Control - Monthly emails informed PCPs of their HM completion rate over the 

prior three months, the focus measure on which they had performed the 

best, and the two focus measures that they could most improve on  

2. Peer Comparison - Same information as in the monthly emails in the Control Condition 

- Monthly emails also included list of the names of the top 25 PCPs as 

well as messaging based on the recipient’s placement in the performance 

distribution (Top 25 Physician, High Performer, Almost High Performer, 

Low Performer) 

 

3. Peer Comparison and Leadership 

Training  

- Same monthly emails as in the Peer Comparison Condition  

- Clinical physician leaders and non-clinical managers received two 

training workshops (on how to provide effective support to fellow 

physicians) and monthly check-in emails 

- Physician leads had one-on-one meetings with members of the DOM 

Quality Team to identify specific challenges at their clinics and brainstorm 

strategies to address these challenges 

 

 

 For PCPs in the Peer Comparison Condition (Condition 2) and the Peer Comparison and 

Leadership Training Condition (Condition 3), the emails also included information about their 
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peers’ performance. These emails contained a banner displaying the names of PCPs whose HM 

completion rate in the prior three months was within the top 25 of all PCPs in the study 

population. These PCPs were labeled “Top 25 Primary Care Physicians.” Additionally, emails in 

Conditions 2 and 3 informed PCPs of their relative standing in terms of HM completion rates 

compared to all other PCPs in the prior three months.  

● PCPs who were one of the Top 25 PCPs in a given month received a message saying, 

“Congratulations! You are a Top 25 Primary Care Physician in [respective month]!”  

● PCPs whose HM completion rate was above 65% but who were not one of that month’s 

Top 25 PCPs were informed, “Congratulations! You are a High Performer!”  

● PCPs whose HM completion rate was between 55%-65% were told, “You are almost a 

High Performer.”  

● PCPs with an HM completion rate under 55% were informed that “the majority of 

physicians have a HM completion rate of 55% or higher.”  

The emails further informed all PCPs of the HM completion rates necessary to be a “High 

Performer” or a “Top 25 Primary Care Physician,” whichever was more proximate, and they 

encouraged PCPs to improve their performance (or maintain their performance if they were 

already a Top 25 PCP). The performance tier cutoffs had been selected to ensure that most PCPs 

would fall into the two middle performance tiers, where they would feel close to reaching the 

next-higher group (see Section 4 of the SI Appendix for details).   

For the 14 clinics assigned to the Peer Comparison and Leadership Training Condition 

(Condition 3), physician leads and non-clinical managers participated in two four-hour training 

workshops, one in December 2019 and one in March 2020. These workshops focused on training 

attendees to develop their leadership skills and effectively support their fellow PCPs. 
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Importantly, a primary goal of the training was to help attendees provide fellow PCPs at their 

clinics with the necessary contextual information to understand and appreciate why UCLA 

Health uses HM completion rates to measure performance. Among the physician leads in 

Condition 3 clinics, 11 were in our experiment, overseeing a total of 59 other PCPs.  

Following the training workshops, clinic physician leads and their non-clinical manager 

counterparts received additional resources from the DOM Quality Team through monthly check-

in emails. Additionally, in-person meetings with clinic physician leads in Condition 3 occurred in 

January and February 2020. During these one-on-one meetings, the DOM Quality Team helped 

physician leads identify specific challenges at their clinic and develop corresponding solutions. 

Section 6 of the SI Appendix includes detailed information about the leadership training 

intervention along with materials from the training workshops. 

Data. For each PCP, we measure their order rate for patients who satisfy the following 

pre-registered criteria: 1) patients were empaneled to a PCP participating in the field experiment 

(based on the attribution logic laid out in Section 1 of the SI Appendix), 2) had at least one in-

office visit with their PCP during the intervention period (November 5, 2019 to March 3, 2020), 

and 3) had at least one focus measure due at the time of that in-office visit. A total of 46,631 

patients met these inclusion criteria. See Section 3 of the SI Appendix for more information on 

the sample characteristics.  

From October 2019 through July 2020, PCPs who were part of the field experiment were 

asked to complete quarterly surveys assessing their experiences at work and participation in 

professional activities. The surveys (sent by the DOM leadership) collected longitudinal 

measures of job satisfaction, burnout, and feelings of leadership support, along with other 

measures not pertinent to the current investigation. Since the field experiment had to be 
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discontinued in March 2020 (due to COVID-19), we used the April 2020 survey data for our 

primary analysis. We also examined the sustained impact of our interventions by analyzing the 

July 2020 survey data. Completion of these surveys was tied to the aforementioned pay-for-

performance incentive program. Thus, 93.0% (185/199) of physicians completed the April 2020 

survey and 88.4% (176/199) completed the July 2020 survey (see SI Appendix Section 7 for 

survey details and quarterly completion rates). See Figure 2-5 for a timeline of the study. 

 

Figure 2-5. Study Timeline.  

This timeline depicts the timing of the relevant events in the study. The L-shaped lines depict 

events that occurred over sustained periods of time: the performance feedback emails were 

initially sent at the beginning of each month and up to two reminders were sent during the month 

to those who had not opened the initial emails; PCPs had approximately two weeks to complete 

the quarterly surveys. The straight vertical lines depict discrete events. For ease of visualization, 

the email and survey dates are approximate. See Section 4 of the SI Appendix for the precise 

dates of each email sent and survey launched.  
 

 

Measures. For each patient empaneled to a PCP, our pre-registered primary behavioral 

outcome was the HM order rate for focus measures that were due at the patient’s first in-office 

primary care visit during the intervention period (hereafter, “order rate”). It equals the share of 

open HM focus measures (i.e., focus measures recommended for the patient based on the 

national guidelines but not yet completed at the time of the patient’s first visit) that were ordered 

by the PCP within seven days following the patient’s first visit: 
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Order Rate = 
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑟𝑑𝑒𝑟𝑒𝑑 𝐻𝑀 𝑓𝑜𝑐𝑢𝑠 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑠 7 𝑑𝑎𝑦𝑠 𝑓𝑜𝑙𝑙𝑜𝑤𝑖𝑛𝑔 𝑓𝑖𝑟𝑠𝑡 𝑣𝑖𝑠𝑖𝑡 𝑑𝑢𝑟𝑖𝑛𝑔 𝑡ℎ𝑒 𝑠𝑡𝑢𝑑𝑦 𝑝𝑒𝑟𝑖𝑜𝑑

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑝𝑒𝑛 𝐻𝑀 𝑓𝑜𝑐𝑢𝑠 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑠 𝑎𝑡 𝑡ℎ𝑒 𝑡𝑖𝑚𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑓𝑖𝑟𝑠𝑡 𝑣𝑖𝑠𝑖𝑡 𝑑𝑢𝑟𝑖𝑛𝑔 𝑡ℎ𝑒 𝑠𝑡𝑢𝑑𝑦 𝑝𝑒𝑟𝑖𝑜𝑑
  

The order rate was chosen as the primary behavioral outcome because it is clinically 

important and not subject to factors outside the PCPs’ control (e.g., patients’ willingness or 

ability to obtain preventive service). 

Our pre-registered secondary outcomes included two measures of physician well-being: 

job satisfaction and burnout, which we assessed using validated single-item scales in every 

quarterly survey. Job satisfaction was measured with the question, “Taking everything into 

consideration, how do you feel about your job as a whole?”, with responses ranging from 

“extremely dissatisfied” to “extremely satisfied” on a seven-point Likert scale (Dolbier et al. 

2005). We used a validated and widely-used burnout measure (Dolan et al. 2015): “Overall, 

based on your definition of burnout, how would you rate your level of burnout?”, with five 

response options ranging from 1 = “I enjoy my work. I have no symptoms of burnout” to 5 = “I 

feel completely burned out and often wonder if I can go on. I am at the point where I may need 

some changes or may need to seek some sort of help.”  

Statistical Analysis. To compare patient-level order rates between conditions, we 

estimated a mixed effects binomial logistic regression model. This model assumes that each 

patient’s number of orders placed follows a binomial distribution, where the number of trials is 

the patient’s number of open topics and a logit-linear function is used to estimate the probability 

that a patient has an order placed for any given open topic. Physician and clinic random effects 

account for clustering of patients. The pre-registered baseline controls are: patient characteristics, 

including their completion rate measured from July-October 2019, age, gender, and zip code 

(using fixed effects for the 3-digit zip code for all Southern California zip codes and a single 
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indicator for everyone else)3; and physician characteristics, including their gender, race, years 

since graduating medical school, and years of working at UCLA Health. We pre-registered the 

following gatekeeping approach for our analysis in order to reduce multiple hypothesis testing 

(Dmitrienko and Tamhane 2007): We would first test whether HM order rates differed between 

the combination of Conditions 2 and 3 versus Condition 1. If and only if this comparison was 

statistically significant, we would conduct additional comparisons across conditions using a 

Holm-Bonferroni adjustment, for an overall significance level of 0.05. Our results are robust to 

alternate specifications including binomial logistic regressions with standard errors clustered at 

the clinic level, mixed effects linear models with physician and clinic random effects, and linear 

regression models with standard errors clustered at the clinic level (reported in Section 8 of the 

SI Appendix). 

To assess differences in survey measures (e.g., job satisfaction, burnout) between 

conditions, we used linear regression models, with cluster-robust standard errors at the clinic 

level. These regressions controlled for the respective outcome measure taken from the baseline 

October 2019 quarterly survey, as well as the same set of physician demographics as pre-

registered in our analysis of order rates (physician gender, race, years since graduating medical 

school, and years of working at UCLA Health). 

 

  

 
3We had also pre-registered controlling for patient comorbidity and insurance plan. We unexpectedly did not have 

access to these variables, and thus, they are not included in the reported regressions.  
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CHAPTER 2 

 

APPENDIX 

 

1. HM Completion Rate and UCLA Patient Attribution Model Details 
 

HM Completion Rate Details 

 

PCPs’ Health Maintenance (HM) completion rate equals the total completed primary 
care clinical quality measures divided by the total number of open clinical quality 
measure opportunities within their patient panel. There are a total of 26 clinical quality 
measures (focus and complementary measures) tracked by the UCLA Department of 
Medicine’s (DOM) Quality Team. The measures are based on the recommendations of 
the United States Preventive Services Taskforce. The HM completion rate is used, in 
conjunction with other measures (e.g., productivity, patient satisfaction), to determine 
each PCP’s incentive compensation.  
 
Focus measures: 
Breast Cancer Screening: Mammogram 
Cervical Cancer Screening 
Colorectal Cancer Screening 
Diabetic Eye Exams 
Diabetic Foot Exams 
Diabetes HbA1c Testing 
Diabetes Nephropathy Testing 
Chlamydia Screening (Med-Peds/FM only*) 
HPV Immunization (Med-Peds/FM only*) 
 
Complementary measures:  
Abdominal Aortic Aneurysm (AAA) Screening 
Annual Preventive Wellness Visit 
Diabetes: Pneumococcal Vaccine 
DTaP/Tdap/Td Vaccine 
Complete Hepatitis A Vaccines 
Hepatitis B Vaccines 
Hepatitis C Screening 
HIV Screening 
IPV Vaccines 
Meningococcal Vaccine (MCV4) 
MMR Vaccines 
Osteoporosis Early Detection DEXA Scan 
Pneumococcal Vaccine 
Shingles (Shingrix) Vaccine 
Statin prescribed for ASCVD Prevention or Treatment 
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Tdap During Pregnancy (If > 28 Weeks) 
Tdap/Td Vaccine 
*Note: Med-Peds refers to Internal Medicine-Pediatrics. FM refers to Family Medicine.  
 
UCLA Health Primary Care Patient Attribution Model Details 
 

The UCLA Health Primary Care Patient Attribution Model is the methodology used to 
designate patients to each PCP’s patient panel. The attribution model is detailed below: 

● If a patient has seen the PCP listed in UCLA’s electronic health record (Epic 
Systems ©1979) in the prior 3 years, the patient is attributed to that provider.  

● If the patient has not seen the PCP listed in the electronic health record in the 
prior 3 years or if the electronic health record’s PCP field is blank or if the 
provider listed in the CareConnect PCP field is a UCLA specialist, then the 
patient’s visit history over the prior 3 years is reviewed and the UCLA PCP is 
attributed as follows:  

1) The UCLA PCP with a preventive/wellness visit in the prior 1 year is 
attributed first 
2) If there is no preventive/wellness visit in the prior 1 year, the UCLA PCP 
with the highest volume of visits is attributed 
3) If there is a tie in either the preventive/wellness visit or volume of visit 
scenario, the UCLA PCP with the most recent visit is attributed. 
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2. Inclusion Criteria, Randomization Algorithm, and Pre-registration Details 
 

Physician Inclusion Criteria  

 
PCPs were included in the experiment if they satisfied the following criteria at the beginning of the 
intervention period (i.e., in October 2019):  
 

1) They were part of the UCLA Health DOM primary care network 
2) They were a Board-certified Internal Medicine, Geriatrics, Internal Medicine-Pediatrics, and/or 

Family Medicine physician 
3) They had a clinical full-time employment (FTE) level of at least 50% (for reference, 100% FTE is 

equivalent to 40 hours of clinical work per week) 
4) They were eligible for a quarterly primary care quality incentive based on meeting DOM’s 

productivity threshold, and  
5) They had a panel size of over 50 patients.  

PCPs included in our experiment accounted for 83% of all regularly working PCPs (i.e., with at least 50% 
FTE) in the UCLA Health DOM network.  

 

Randomization Algorithm 

 

Randomization was performed at the clinic level, using a 1:1:1 allocation ratio. Clinics 
were stratified by UCLA clinic group (DOM vs. CPN/EIMG). For reference, DOM refers 
to the Department of Medicine clinic group; and CPN/EIMG stands for Community 
Physician Network/Entertainment Industry Medical Group, and it is treated as a single 
clinic group by UCLA Health. A covariate-constrained randomization procedure was 
used to randomize clinics within UCLA clinic groups. This involved 1) generating 
100,000 random allocations, 2) computing a balance score for each allocation, and 3) 
randomly drawing one from the 1,000 most balanced allocations as our implemented 
allocation. Factors incorporated into the balance score were 1) total clinical FTE, and 2) 
clinic-level baseline HM completion rates. Since clinics were being randomized between 
3 arms, we used one-way ANOVA F-statistics (evaluating differences in each factor 
across arms) to measure imbalance, and then computed a balance score by summing 
the F-statistics for the two factors. Randomization was performed using r. 
 

Pre-Registration Details  

 

The pre-registration document can be found on Clinicaltrials.gov (ClinicalTrials.gov Identifier: 

NCT04237883).  

 

Our pre-registration was submitted after the experiment started because we had to launch at a 

specific date based on external deadlines set by UCLA Health before we were able to put 

together a detailed analysis plan. Importantly, we did not have access to data from the 

experimental period prior to our pre-registration submission. 
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3. Sample Characteristics  

 

Table A2-1. Sample Characteristics 

 Condition 1 Condition 2 Condition 3 

 

 
Control  

 

Peer 
Comparison  

Peer 
Comparison 

and Leadership 
Training  

Clinic Characteristics  (N=14) (N=14) (N=14) 

Clinical Full Time Employment (FTE) 4.31 4.33 4.43 

Baseline HM Completion Rate 0.52 0.52 0.54 

CPN/EIMG, n (%) 8 (57%) 7 (50%) 7 (50%) 

Physician Characteristics (N=65) (N=64) (N=70) 

Gender, n (%)       

Male 27 (42%) 22 (34%) 27 (39%) 

Female 33 (51%) 35 (55%) 30 (43%) 

Unknown 5 (8%) 7 (11%) 13 (19%) 

Race, n (%)       

White 30 (46%) 29 (45%) 33 (47%) 

Black 1 (2%) 2 (3%) 0 

Asian 20 (31%) 16 (25%) 16 (23%) 
Native Hawaiian/Pacific  

    Islander 0 0 2 (3%) 

Other 6 (9%) 4 (6%) 3 (4%) 

Multiple 1 (2%) 0 2 (3%) 

Unknown 7 (11%) 13 (20%) 14 (20%) 

Patient Panel Size, Mean (SD) 1507 (808) 1427 (812) 1501 (762) 

Years at UCLA, Mean (SD) 7.0 (6.5) 6.2 (6.1) 4.7 (3.6) 
Baseline Job Satisfaction* (October 
2019), Mean (SD) 5.27 (1.03) 5.40 (1.17) 5.54 (1.26) 
Baseline Burnout* 
(October 2019), Mean (SD) 2.13 (0.72) 2.44 (0.90) 2.37 (1.00) 

Patient Characteristics  (N=16,425) (N=14,781) (N=15,425) 

Age (in years) at Visit, Mean (SD) 53.4 (16.6) 52.5 (17.4) 52.8 (16.8) 

Gender, n (%)       

Female 11,938 (72.7%) 
10,951 
(74.1%) 11,125 (72.1%) 

Male 4,487 (27.3%) 3,830 (25.9%) 4,300 (27.9%) 
Baseline HM Completion Rate, Mean 
(SD) 0.28 (0.30) 0.29 (0.30) 0.27 (0.30) 

 
Note: This table displays clinic, physician, and patient-level characteristics across the three 
study conditions. *An F-test of joint significance confirms that the conditions were balanced 
during the baseline period in job satisfaction (p = 0.432) and burnout (p = 0.134). 
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4. Monthly Performance Feedback Email Details 

In all conditions, PCPs received monthly emails from the DOM Quality Team informing 
them of their HM completion rate over the prior three months, the focus measure on 
which they had performed the best, and the two focus measures on which they had 
performed the worst. All emails contained links to: 1) a dashboard showing their 
performance on all nine focus measures, 2) a document that was updated monthly with 
tips and guidance for improving performance on focus measures, and 3) a document 
containing frequently asked questions about the DOM’s pay-for-performance program. 
See below for email examples, images of these resources, and engagement statistics 
including email open rates. Emails were sent near the beginning of each month. A 
maximum of two reminder emails, which were identical to the initial email, were sent to 
those who had not opened the initial email after 7 and 14 days, respectively.  
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Monthly Performance Feedback Email (Condition 1) 

 

This is an example template of monthly performance feedback emails for physicians in 
Condition 1 of our field experiment. Text within brackets (<<text>>) was personalized for 
each physician. The email contained the following hyperlinks (see Section 5 for 
examples): FAQ sheet regarding the PCCE Program, Tableau Dashboard which 
provided a detailed breakdown of the physician’s quality measure performance, and a 
PDF of the monthly Best Practices document for both the current month and the 
previous months.  
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Monthly Performance Feedback Email with Peer Comparison Information (Conditions 2 & 3) 

 

This is an example template of monthly performance feedback and peer comparison 
emails for physicians in Conditions 2 and 3 of our field experiment. All the hyperlinks in 
Conditions 2 and 3 emails were the same as those in Control 1 emails. Also, the email 
layout and design (including style, length, and non-experimental content) were crafted 
to be as similar as possible between these two conditions and Condition 1.  
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The following information was disp”ayed’In the emails in Conditions 2 and 3. 

● At the top of the email, the names of the Top 25 PCPs were listed in a banner. 
This list was updated each month. 

● The first paragraph included a high performer benchmark (65% completion 
rate). This benchmark was held constant during the study period.  
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● A personalized message notified PCPs about how they compared to other 
physicians. Physicians were classified into one of four performance tiers, and 
the personalized message varied depending on their classification. The subject 
line also varied depending on their classification. Below we provide more 
information on the four performance tiers: 
 

o Top 25 Performer: Participants were labelled a “Top 25 Primary Care 
Physician” in a given month if their 90-day HM completion rates were 
among the top 25 scores across all three study conditions. The email 
subject line and the email body congratulated them on being a Top 25 
PCP.  
 

o High Performer: Participants who achieved a 90-day HM completion 
rate of 65% or higher, but were not among the Top 25, were labelled as 
a “High Performer”. A 65% threshold was chosen for the High Performer 
threshold to be above the median HM completion rate. At baseline, the 
65% threshold corresponded with the 59th percentile across all PCPs in 
our study. The email subject line and the email body congratulated them 
on being a High Performer and encouraged them to become a Top 25 
performer.  

 
 

o Almost High Performer: Participants with a 90-day HM completion rate 
between 55% and 65% were labelled “Almost a High Performer”. At 
baseline, 55% and 65% HM completion rates corresponded with the 
29th percentile and the 59th percentile, respectively. The email subject 
line and the email body both acknowledged their status as almost being 
a High Performer and encouraged them to become a High Performer. 

 
 

o Low Performer: Participants with a 90-day HM completion rate lower 
than 55% were internally classified as “Low Performers”. However, to 
avoid offending these physicians, this negative label was not mentioned 
in the emails. Their email subject line was instead worded, “Your 
Current Performance” and the personalized message in the email body 
noted that, “The majority of physicians have an HM completion rate of 
55% or greater”.  
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Email Distribution Schedule 
 

The emails were distributed monthly, with two reminder emails per month for those who 
had not yet opened that month’s email. Email operations were conducted using 
Mailchimp©. The date each email was sent out is listed below: 
 

Table A2-2. Email Distribution Dates 

Monthly Email 1st Follow Up Email 2nd Follow Up Email 

November 5th, 2019 November 12th, 2019 November 18th, 2019 

December 4th, 2019 December 11th, 2019 December 18th, 2019 

January 16th, 2020 January 23rd, 2020 January 30th, 2020 

February 11th, 2020 February 18th, 2020 February 25th, 2020 

March 4th, 2020 March 10th, 2020 March 17th, 2020 
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5. Monthly Email Materials and Engagement Statistics 
 

FAQ Document 

 
This FAQ document was provided as a reference in each of the monthly emails.  
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Image of Dashboard 

 

Below is an example image of the PCCE Dashboard (©Tableau) that physicians saw 
when they clicked on the dashboard link from their monthly email. The Dashboard 
breaks down how a physician is performing in each respective quality measure. Table 
A2-3 below shows the number of emails and dashboard clicks on a month-to-month 
basis.  
 

 
 
 
Table A2-3. Engagement with Intervention Emails 
 

Month Percentage of Opened 
Emails Across all 

Participants 

Percentage of Dashboard Links 
Clicked Across all Participants 

November 
2019 

73.4% 13.6% 

December 
2019 

79.4% 14.1% 

January 2020 71.4% 16.1% 

February 2020 69.8% 15.1% 

March 2020 68.8% 6.5% 
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Example of Monthly Best Practices Document  

 

The monthly best practices documents were disseminated through the monthly 
performance emails as a link. These best practices included tips from UCLA physician 
champions on how to streamline certain orders and improve team-based primary care 
to ultimately improve HM completion rates. Displayed below is a page taken from the 
January 2020 Best Practices document.  
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6. Leadership Support Training Intervention Details 
 

Overview 

 

In addition to the standard communication and peer comparison interventions, the 
physician leads and non-clinical managers in Condition 3 also received leadership 
training. Note that there were only 11 clinic leads in Condition 3 (and 33 clinic leads in 
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the experiment) because non-clinical managers covered for physician leads in some 
clinics and some physician leads did not meet the experiment’s inclusion criteria (e.g., 
due to FTE < 50%).  
 
The aim of the leadership training intervention was to provide physician leads and non-
clinical managers with the skills needed to foster a collaborative environment at their 
workplace, improve team-based primary care at their clinic, support their fellow PCPs, 
and engage their colleagues in a continuous cycle of quality improvement. The workshop 

curriculum guided them to formulate quality improvement goals for their clinic, design strategies 

to reach these goals, and disseminate best practices and key takeaways to the other PCPs at their 

clinic (e.g., core principles of team-based primary care, meaningful use of data to drive quality 

improvement). 

As part of the leadership training intervention, physician leads and non-clinical 
managers within clinics randomized into Condition 3 attended two workshops on 
leadership and quality improvement. The two seminars occurred on December 3rd, 
2019, and March 10th, 2020, respectively. Following the first workshop, physician leads 
and non-clinical managers also received additional one-on-one advice (via telephone 
calls, emails, and in-person meetings) from the DOM Quality Team. These meetings 
were intended to allow the clinic leadership team to revisit the takeaways from the 
workshop so they could formulate quality improvement goals and implementation plans 
to further improve team-based primary care at their clinics. All dyads were encouraged 
to schedule monthly all-clinic staff meetings to foster a communicative, positive team 
environment, discuss care gaps, and find strategies to enhance primary care quality.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
December 2019 Workshop 

 

The first primary care leadership workshop was designed to help clinic physician leads 
and non-clinical managers recognize the importance of team-based primary care and 
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encourage them to subsequently collaborate with clinical staff (e.g., front desk staff, 
nursing staff, other physicians) to more effectively foster team-based primary care within 
their own clinic. A copy of the workshop agenda can be found below.  

● The workshop began by providing attendees a history and background on UCLA 
DOM’s primary care network along with a discussion of the increasingly complex 
nature of primary care in recent years.  

● Participants were then asked to participate in a Plan-Do-Study-Act (PDSA) team-
building exercise with those at their table. This exercise (Constructing a Mr. 
Potato Head) is a quality improvement exercise for team building designed by the 
Institute for Healthcare Improvement. 

○ Mr. Potato Head activity (see photo further below): Each team was tasked 
to try and construct the Mr. Potato Head as quickly as possible. After each 
timed attempt at constructing Mr. Potato Head, teams were encouraged to 
debrief with one another to identify what went right and what could be 
improved before beginning another attempt. Once all teams had made 
three attempts, the workshop attendees reconvened to debrief each other 
about the exercise. This was done to highlight the importance of 
communication and teamwork in complex tasks such as primary care.  

● Next, the DOM Quality Team discussed the fundamental tenets of effective team-
based primary care. These core tenets include: 

○ Defined Purpose  
○ Shared Goals 
○ Clear Roles 
○ Mutual Trust 
○ Effective Communication 
○ Measurable Processes and Outcomes 

● Attendees were then split into groups for a breakout session where they 
brainstormed how to improve team-based primary care at UCLA Health using 
these core tenets. Following the brainstorming period, attendees were asked to 
report their suggestions to the larger group.  

● To conclude the session, attendees were told to anticipate in one-on-one Quality 
Improvement (QI) meetings with the DOM Quality Team in the upcoming months. 
Additionally, attendees were asked to take 10-15 minutes out of their monthly 
clinic meetings to have data-driven conversations with their clinic staff. Whether 
or not these conversations occurred was not formally tracked. 
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Agenda for December 2019 Leadership Training Workshop 

 

Displayed below is the agenda from the first Primary Care Leadership Workshop which 
took place in December 2019. Attendees (Condition 3 clinic physician leads and non-
clinical managers) learned about UCLA’s vision for primary care excellence, participated 
in team-building exercises, and brainstormed how to utilize best practices from the 
workshop in order to improve primary care practices at their respective clinics.  
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Mr. Potato Head Teamwork Exercise 
 
As part of the Primary Care Leadership Workshop, attendees participated in a Mr. 
Potato head exercise in order to learn about Plan-Do-Study-Act cycles while 
emphasizing the importance of communication. Participants were informed that these 
skills could be used to experiment with solutions to clinic workflow challenges.  
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Presentation Slides from December 2019 Leadership Training Workshop 
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*Note the “Feb 2020” date listed on Slide 16 was tentative. Following the first workshop in 

December 2019, DOM leadership decided to have the second workshop take place in March 

2020. 
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March 2020 Leadership Training Workshop 

 

The second primary care leadership workshop aimed to continue the conversation 
about fostering team-based primary care and translating these efforts into practice so as 
to improve clinical quality measures at a clinic level. Attendees were encouraged to take 
initiative to improve clinic performance in ways they saw fit for their clinic. 

● This second primary care leadership workshop included a guest speaker who is 
a widely recognized expert in designing and implementing pay-for-performance 
models in primary care. The central message of this part of the workshop was 
that successful primary care networks would foster the following: 

○ Core values 
○ Team-based care 
○ Senior management and board buy-in 
○ A non-judgmental workspace  

● Next, a UCLA DOM member shared an experience about how they track up-to-
date information on their patients’ health statuses. 

● Attendees were then split up for a breakout session. Each table was assigned a 
clinical quality measure (HbA1c screening, BP control, etc.) and asked to identify 
current primary care gaps and craft solutions to address them. After 
brainstorming ideas, each group then reported their findings to the larger group. 

● Finally, attendees were reminded to utilize available data and their own clinical 
experience to identify best practices for their own clinics in order to deliver high 
quality primary care to their patients.  

Attendees were trained on how to guide conversations with their co-workers whereby 
they could formulate performance/quality improvement goals, design effective strategies 
to reach these goals, and track their clinic's progress.  
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Presentation Slides from March 2020 Leadership Training Workshop 
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7. Quarterly Survey Materials, Schedule, and Completion Rates 
 

Quarterly Survey Questions 

 

The questions from the quarterly survey are displayed below (excluding the questions 
that measured physicians’ self-reported attendance at professional activities and 
committees). See questions 8, 15, and 16 for our measures of perceived leadership 
support, job satisfaction, and burnout, respectively. Note that CareConnect is the name 
of UCLA Health’s Electronic Health Record system (Epic Systems, ©1979).  
 
 1.  The degree to which my care team works efficiently together is:  

● Poor  
● Marginal 
● Satisfactory 
● Good 
● Optimal  

 
2.  My proficiency with using CareConnect is:  

● Poor  
● Marginal 
● Satisfactory 
● Good 
● Optimal  

 
3.  I have frequent opportunities to make improvements at my clinic.  

● Strongly Disagree 
● Disagree 
● Neither Agree Nor Disagree 
● Agree 
● Strongly Agree 
 

4.  I am involved in deciding on changes that affect my work and care team.  
● Strongly Disagree 
● Disagree 
● Neither Agree Nor Disagree 
● Agree 
● Strongly Agree 

 
5.  I have adequate performance feedback and best practice guidelines to help me 
provide high quality care. 

● Strongly Disagree 
● Disagree 
● Neither Agree Nor Disagree 
● Agree 
● Strongly Agree 
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6.  I am confident in my ability to use performance feedback and best practice 
guidelines to help me provide high quality care.  

● Strongly Disagree 
● Disagree 
● Neither Agree Nor Disagree 
● Agree 
● Strongly Agree 

 
7.  I feel supported, understood, and valued by my work colleagues.  

● Strongly Disagree 
● Disagree 
● Neither Agree Nor Disagree 
● Agree 
● Strongly Agree 
 

8.  I feel supported, understood, and valued by my department leaders.  
● Strongly Disagree 
● Disagree 
● Neither Agree Nor Disagree 
● Agree 
● Strongly Agree 

 

Most people compare themselves from time to time with others. For example, they may 
compare the way they feel, their opinions, their abilities, and/or their situation with those 
of other people. There is nothing particularly ‘good’ or ‘bad’ about this type of 
comparison, and some people do it more than others.  
 
We would like to find out how often you compare yourself with other people. To do that 
we would like to ask you to indicate how much you agree with each statement below. 
 
9.  If I want to find out how well I have done something, I compare what I have done 
with how others have done.  

● Strongly Disagree 
● Disagree 
● Neither Agree Nor Disagree 
● Agree 
● Strongly Agree 

 
10.  If I want to learn more about something, I try to find out what others think about it.  

● Strongly Disagree 
● Disagree 
● Neither Agree Nor Disagree 
● Agree 
● Strongly Agree 
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Please rate the extent to which each reason below describes why you are currently 
engaged in your profession: 
 
11.  Because I enjoy this work very much.  

● Not at all 
● Very Little 
● A Little 
● Moderately 
● Strongly 
● Very Strongly 
● Exactly 

 
12.  Because this job fits my personal values.  

● Not at all 
● Very Little 
● A Little 
● Moderately 
● Strongly 
● Very Strongly 
● Exactly 

 
13.  Because this job affords me a desirable standard of living.  

● Not at all 
● Very Little 
● A Little 
● Moderately 
● Strongly 
● Very Strongly 
● Exactly 

 
14.  Because my reputation depends on it.  

● Not at all 
● Very Little 
● A Little 
● Moderately 
● Strongly 
● Very Strongly 
● Exactly 

 
15.  Taking everything into consideration, how do you feel about your job as a whole?  

● Extremely Dissatisfied  
● Dissatisfied 
● Somewhat Dissatisfied 
● Neutral 
● Somewhat Satisfied 
● Satisfied 
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● Extremely Satisfied 
 
16.  Overall, based on your definition of burnout, how would you rate your level of 
burnout?  

● I enjoy my work. I have no symptoms of burnout.   
● Occasionally I am under stress, and I don’t always have as much energy as I 

once did, but I don’t feel burned out.   
● I am definitely burning out and have one or more symptoms of burnout, such as 

physical and emotional exhaustion.   
● The symptoms of burnout that I am experiencing will not go away. I think about 

frustration at work a lot.  
● I feel completely burned out and often wonder if I can go on. I am at the point 

where I may need some changes or may need to seek some sort of help. 
 
17.  In the past three months, what were the two most significant barriers that hindered 
your delivery of excellent patient care?  

________________________________________________________________ 
________________________________________________________________ 
________________________________________________________________ 
________________________________________________________________ 

 
Demographic Information 

Please answer the following confidential demographic questions. You will only need to 
complete this section once. This section will help us identify how population 
characteristics might relate to physician experiences. 
 
1.  What is your age? 

__________________________________________ 
 
2.  What year did you graduate from medical school? 

__________________________________________ 
 
3.  When did you start practicing medicine at your current clinic?  

● Year   _________________________________ 
● Month   ________________________________ 

 
4.  Are you of Hispanic or Latino origin or descent? 

● Yes, Hispanic or Latino  
● No, not Hispanic or Latino   

 
5.  What is your race? (Mark one or more)  

● White   
● Black or African American   
● Asian   
● Native Hawaiian or other Pacific Islander   
● American Indian or Alaska Native   
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● Some other race, ethnicity, or origin   
● I would rather not answer   

 
6.  Do you currently describe yourself as male, female or transgender? 

● Male   
● Female   
● Transgender   
● None of these   
● I would rather not answer   

 
7.  Please describe your relationship status. 

● Single   
● Married  
● In a relationship  
● Living as married  
● Widowed/Widower  
● Divorced or Separated 

 
8.  Do you have any children or dependents that you look after?  

● Yes  
● No 
(If yes to above question, then ask) 
 

9.  If yes, how many? 
________________________________________________________ 
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Quarterly Survey Schedule and Completion Rates 

 

Table A2-4. Quarterly Survey Launch Dates 

Quarterly 
Survey 

Launch Date 
 

  
1 October 3rd, 2019 

2 January 8th, 2020 

3 April 7th, 2020 

4 July 13th, 2020 
 

 
 
 
Table A2-5. Survey Completion Rates 
 

Quarterly Survey Overall Condition 1 Condition 2 Condition 3 p 

      
1. October, 2019 98.0% 

(195/199) 
 

98.4% 
(64/65) 

98.4% 
(63/64) 

97.1% 
(68/70) 

1.00 

2. January, 2020 91.5% 
(182/199) 

 

93.8% 
(61/65) 

93.8% 
(60/64) 

87.1% 
(61/70) 

0.32 

3. April, 2020 93.0% 
(185/199) 

 

92.3% 
(60/65) 

90.6% 
(58/64) 

94.3% 
(66/70) 

0.84 

4. July, 2020 88.4% 
(176/199) 

90.8% 
(59/65) 

82.8% 
(53/64) 

 

91.4% 
(64/70) 

0.26 

 
Note: The p-value in the right column is from a Fisher’s exact test, which evaluates whether 
the completion rates in each of the three conditions are statistically different from one another. 
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8. Primary Analysis of HM Order Rates  
 

Table A2-6 includes our primary regressions reported in the manuscript using mixed effects 

binomial logistic regressions. As explained in the statistical analysis section of the manuscript, 

the model assumes that each patient’s number of orders placed follows a binomial distribution, 

where the number of trials is the patient’s number of open topics, and a logit-linear function is 

used to estimate the probability that a patient has an order placed for any given open topic.  

Table A2-6. Estimated Treatment Effects on HM Order Rates (Mixed Effects Binomial 
Logistic Regressions) 

A. Conditions 2 and 3 Combined (vs. Condition 1) Contrast 

 Dependent variable: 

 HM Order Rate 
 (1) (2) (3) 

Condition 2+3 (vs. Condition 1) 0.078 0.078 0.120 
 (0.100) (0.096) (0.082) 

Controlling for Patient Baseline HM Completion 
Rate 

No Yes Yes 

Controlling for Patient and Provider Characteristics No No Yes 

Observations 46,631 44,282 44,166 

Note: Mixed effects binomial logistic regressions with physician and clinic random 
effects were used to estimate the treatment effect of Conditions 2 and 3 combined (vs. 
1) on HM order rates. Patient characteristics include patients’ age, gender, and ZIP 
code. Provider characteristics include providers’ gender, race, years since graduating 
medical school, and years of working at UCLA Health. Observations differ between 
models because of variables with missing values. Statistical significance is indicated 
by: *** p < 0.01; ** p < 0.05; * p < 0.10. 
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B. Condition 2 (vs. Condition 1) and Condition 3 (vs. Condition 1) Contrasts 

 Dependent variable: 
 HM Order Rate 
 (1) (2) (3) 

Condition 2 (vs. Condition 1) 0.078 0.075 0.092 
 (0.114) (0.110) (0.093) 

Condition 3 (vs. Condition 1) 0.078 0.081 0.145 

 (0.116) (0.112) (0.096) 

Controlling for Patient Baseline HM 
Completion Rate 

No Yes Yes 

Controlling for Patient and Provider 
Characteristics 

No No Yes 

Observations 46,631 44,282 44,166 

Note: Mixed effects binomial logistic regressions with physician and clinic random 
effects were used to estimate differences between conditions in HM order rates. Patient 
characteristics include patients’ age, gender, and ZIP code. Provider characteristics 
include providers’ gender, race, years since graduating medical school, and years of 
working at UCLA Health. Observations differ between models because of variables with 
missing values. Statistical significance is indicated by: *** p < 0.01; ** p < 0.05; * p < 
0.10. 

 

C. Condition 3 (vs. 2) Contrast 
 Dependent variable: 

 HM Order Rate 

 (1) (2) (3) 
 

Condition 3 (vs. Condition 2) 0.000 0.006 0.054 
 (0.116) (0.112) (0.095) 

Note: The coefficients reflect linear contrasts using the coefficients from 
the corresponding models in Panel B above. Statistical significance is 
indicated by: *** p < 0.01; ** p < 0.05; * p < 0.10. 
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9. Robustness Checks and Secondary Analyses for HM Order Rates 

 

Robustness Check: Pre-registered Alternative Models Estimating Treatment Effects on Order 

Rates 

 

Table A2-7 shows results from binomial logistic regressions with standard errors clustered by 

clinic. Again, the model assumes that each patient’s number of orders placed follows a binomial 

distribution, where the number of trials is the patient’s number of open topics, and a logit-linear 

function is used to estimate the probability that a patient has an order placed for any given open 

topic. Table A2-8 shows linear mixed effects regressions with physician and clinic random 

effects, and Table A2-9 shows Ordinary Least Squares (OLS) regressions with standard errors 

clustered by clinic.  

Table A2-7. Estimated Treatment Effects on HM Order Rates (Binomial Logistic 
Regressions with Clustered Standard Errors) 

A. Conditions 2 and 3 Combined (vs. Condition 1) Contrast 

 Dependent variable: 

 HM Order Rate 
 (1) (2) (3) 

Condition 2+3 (vs. Condition 1) 0.073 0.069 0.106 
 (0.087) (0.082) (0.074) 

Controlling for Patient Baseline HM Completion 
Rate 

No Yes Yes 

Controlling for Patient and Provider Characteristics No No Yes 

Observations 46,631 44,282 44,166 

Note: Binomial logistic regressions with standard errors clustered by clinic were used to 
estimate the treatment effect of Conditions 2 and 3 combined (vs. 1) on HM order 
rates. Patient characteristics include patients’ age and gender. Zip codes could not be 
included as a control because the regression did not converge. Provider characteristics 
include providers’ gender, race, years since graduating medical school, and years of 
working at UCLA Health. Observations differ between models because of variables with 
missing values. Statistical significance is indicated by: *** p < 0.01; ** p < 0.05; * p < 
0.10. 
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B. Condition 2 (vs. Condition 1) and Condition 3 (vs. Condition 1) Contrasts 

 Dependent variable: 

 HM Order Rate 
 (1) (2) (3) 

Condition 2 (vs. Condition 1) 0.102 0.097 0.106 
 (0.101) (0.100) (0.089) 

Condition 3 (vs. Condition 1) 0.043 0.041 0.106 

 (0.109) (0.102) (0.094) 

Controlling for Patient Baseline HM 
Completion Rate 

No Yes Yes 

Controlling for Patient and Provider 
Characteristics 

No No Yes 

Observations 46,631 44,282 44,166 

Note: Binomial logistic regressions with standard errors clustered by clinic were 
used to estimate differences between conditions in HM order rates. Patient 
characteristics include patients’ age and gender. Zip code could not be included 
as a control because the regression did not converge. Provider characteristics 
include providers’ gender, race, years since graduating medical school, and 
years of working at UCLA Health. Observations differ between models because 
of variables with missing values. Statistical significance is indicated by: *** p < 
0.01; ** p < 0.05; * p < 0.10. 

 
C. Condition 3 (vs. 2) Contrast 

 Dependent variable: 

 HM Order Rate 

 (1) (2) (3) 
 

Condition 3 (vs. Condition 
2) 

-0.059 -0.056 0.000 

 (0.122) (0.122) (0.109) 

Note: The coefficients reflect linear contrasts using the 
coefficients from the corresponding models in Panel B above. 
Statistical significance is indicated by: *** p < 0.01; ** p < 0.05; * p 
< 0.10. 
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Table A2-8. Estimated Treatment Effects on HM Order Rates (Linear Mixed Effects 
Regressions) 

A. Conditions 2 and 3 Combined (vs. Condition 1) Contrast 

 Dependent variable: 

 HM Order Rate 
 (1) (2) (3) 

Condition 2+3 (vs. Condition 1) 0.008 0.008 0.013* 
 (0.009) (0.009) (0.007) 

Controlling for Patient Baseline HM Completion 
Rate 

No Yes Yes 

Controlling for Patient and Provider 
Characteristics 

No No Yes 

Observations 46,631 44,282 44,166 

Note: Linear mixed effects regressions with physician and clinic random 
effects were used to estimate the treatment effect of Conditions 2 and 3 
combined (vs. 1) on HM order rates. Patient characteristics include patients’ 
age, gender, and ZIP code. Provider characteristics include providers’ gender, 
race, years since graduating medical school, and years of working at UCLA 
Health. Observations differ between models because of variables with missing 
values. Statistical significance is indicated by: *** p < 0.01; ** p < 0.05; * p < 
0.10. 
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B. Condition 2 (vs. Condition 1) and Condition 3 (vs. Condition 1) Contrasts 

 Dependent variable: 

 HM Order Rate 
 (1) (2) (3) 

Condition 2 (vs. Condition 1) 0.008 0.008 0.011 
 (0.011) (0.010) (0.009) 

Condition 3 (vs. Condition 1) 0.008 0.009 0.015* 

 (0.011) (0.011) (0.009) 

Controlling for Patient Baseline HM 
Completion Rate 

No Yes Yes 

Controlling for Patient and Provider 
Characteristics 

No No Yes 

Observations 46,631 44,282 44,166 

Note: Linear mixed effects regressions with physician and clinic random effects 
were used to estimate differences between conditions in HM order rates. 
Patient characteristics include patients’ age, gender, and ZIP code. Provider 
characteristics include providers’ gender, race, years since graduating medical 
school, and years of working at UCLA Health. Observations differ between 
models because of variables with missing values. Statistical significance is 
indicated by: *** p < 0.01; ** p < 0.05; * p < 0.10. 

 

C. Condition 3 (vs. Condition 2) Contrast 
 Dependent variable: 

 HM Order Rate 

 (1) (2) (3) 
 

Condition 3 (vs. Condition 
2) 

0.0002 0.001 0.004 

 (0.011) (0.011) (0.009) 

Note: The coefficients reflect linear contrasts using the 
coefficients from the corresponding models in Panel B above. 
Statistical significance is indicated by: *** p < 0.01; ** p < 0.05; * p 
< 0.10. 

The marginally significant coefficients in Model (3) of Panels A and B are not stable 
across specifications so we do not interpret them as revealing true treatment effects. 
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Table A2-9. Estimated Treatment Effects on HM Order Rates (OLS Regressions with 
Clustered Standard Errors) 

A. Conditions 2 and 3 Combined (vs. Condition 1) Contrast 

 Dependent variable: 

 HM Order Rate 
 (1) (2) (3) 

Condition 2+3 (vs. Condition 1) 0.008 0.008 0.014** 
 (0.009) (0.008) (0.007) 

Controlling for Patient Baseline HM Completion 
Rate 

No Yes Yes 

Controlling for Provider Characteristics No No Yes 

Observations 46,631 44,282 44,166 

R2 0.0002 0.004 0.018 

Note: OLS regressions with standard errors clustered by clinic were used to 
estimate the treatment effect of Conditions 2 and 3 combined (vs. 1) on HM 
order rates. Patient characteristics include patients’ age, gender, and ZIP 
code. Provider characteristics include providers’ gender, race, years since 
graduating medical school, and years of working at UCLA Health. 
Observations differ between models because of variables with missing values. 
Statistical significance is indicated by: *** p < 0.01; ** p < 0.05; * p < 0.10. 
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B. Condition 2 (vs. Condition 1) and Condition 3 (vs. Condition 1) Contrasts 

 Dependent variable: 

 HM Order Rate 
 (1) (2) (3) 

Condition 2 (vs. Condition 1) 0.011 0.011 0.015* 
 (0.011) (0.010) (0.008) 

Condition 3 (vs. Condition 1) 0.005 0.005 0.013 

 (0.011) (0.010) (0.009) 

Controlling for Patient Baseline HM Completion 
Rate 

No Yes Yes 

Controlling for Patient and Provider Characteristics No No Yes 

Observations 46,631 44,282 44,166 

R2 0.0003 0.004 0.018 

Note: OLS regressions with standard errors clustered by clinic were used to 
estimate differences between conditions in HM order rates. Patient 
characteristics include patients’ age, gender, and ZIP code. Provider 
characteristics include providers’ gender, race, years since graduating medical 
school, and years of working at UCLA Health. Observations differ between 
models because of variables with missing values. Statistical significance is 
indicated by: *** p < 0.01; ** p < 0.05; * p < 0.10. 

 

C. Condition 3 (vs. Condition 2) Contrast 
 Dependent variable: 

 HM Order Rate 

 (1) (2) (3) 
 

Condition 3 (vs. Condition 
2) 

-0.006 -0.006 -0.002 

 (0.012) (0.012) (0.008) 

Note: The coefficients reflect linear contrasts using the 
coefficients from the corresponding models in Panel B above. 
Statistical significance is indicated by: *** p < 0.01; ** p < 0.05; * p 
< 0.10. 

The significant and marginally significant coefficients in Model (3) of Panels A and B are 
not stable across specifications so we do not interpret them as revealing true treatment 
effects. 
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Secondary Analysis: Order Rates Moderated by Physician Baseline Performance  

 
We examined whether the effects of peer comparison on order rates were moderated by 
baseline performance (physicians’ HM completion rates at baseline; from July-October 
2019) using both a continuous and categorical version of the moderator (Tables A2-10 
and A2-11). We were specifically interested in the Condition 2 (vs. Condition 1) contrast and its 

interaction with baseline performance because they allow us to isolate the heterogeneous 

treatment effects of peer comparison information (without conflation with the potential 

heterogeneous effects of leadership support training). 

Table A2-10. Order Rates Moderated by Physicians’ Baseline Performance 

(Continuous) 

 Dependent variable: 

 HM Order Rate 
 (1) (2) 

Condition 2 (vs. Condition 1) 0.097 0.083 
 (0.100) (0.092) 

Condition 3 (vs. Condition 1) 0.058 0.091 
 (0.102) (0.095) 

Baseline HM Completion Rate 0.022*** 0.013** 
 (0.006) (0.005) 

Condition 2 (vs. Condition 1) *  
Baseline HM Completion Rate 

-0.005 -0.002 

(0.007) (0.006) 

Condition 3 (vs. Condition 1) *  
Baseline HM Completion Rate 

0.000 0.004 

(0.007) (0.006) 

Controlling for Patient and Provider 
Characteristics 

No Yes 

Observations 46,336 46,218 

Note: Mixed effects binomial logistic regressions with physician and clinic 
random effects were used to estimate the coefficients. Baseline HM Completion 
Rate is mean-centered. Patient characteristics include patients’ age, gender, and 
ZIP code. Provider characteristics include providers’ gender, race, years since 
graduating medical school, and years of working at UCLA Health. Observations 
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differ between models because of variables with missing values. Statistical 
significance is indicated by: *** p < 0.01; ** p < 0.05; * p < 0.10. 
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Table A2-11. Order Rates Moderated by Baseline Performance (Categorical) 

A. Regressions with Interactions 

 Dependent variable: 

 HM Order Rate 
 (1) (2) 

Condition 2 (vs. Condition 1) 0.133 0.004 
 (0.167) (0.151) 

Condition 3 (vs. Condition 1) 0.068 -0.020 
 (0.169) (0.151) 

Baseline “Almost High Performer” 0.209 -0.001 
 (0.144) (0.126) 

Baseline “High Performer” 0.356** 0.167 
 (0.149) (0.133) 

Baseline “Top Performer” 0.625*** 0.311* 
 (0.196) (0.178) 
   

Condition 2 (vs. Condition 1) * 
Baseline “Almost High Performer” 

-0.036 0.144 

(0.194) (0.173) 

Condition 2 (vs. Condition 1) *  
Baseline “High Performer”  

-0.064 0.045 

(0.198) (0.174) 

Condition 2 (vs. Condition 1) * 
Baseline “Top Performer” 

-0.066 0.043 

(0.260) (0.227) 

Condition 3 (vs. Condition 1) * 
Baseline “Almost High Performer” 

-0.109 0.112 

(0.190) (0.167) 

Condition 3 (vs. Condition 1) *  
Baseline “High Performer” 

0.028 0.158 

(0.202) (0.175) 

Condition 3 (vs. Condition 1) *  
Baseline “Top Performer” 

0.107 0.220 

(0.252) (0.222) 

Controlling for Patient and Provider 
Characteristics 

No Yes 

Observations 46,336 46,218 

Note: Mixed effects binomial logistic regressions with physician and clinic random 
effects were used to estimate the coefficients. The baseline performance tiers include: 
“Almost High Performer” = 55-65% completion rate; “High Performer” = >65% 
completion rate, but not top 25 ranked score; “Top Performer” = top 25 ranked score; 
with “Low Performer = <55% completion rate as the reference group. Patient 
characteristics include patients’ age, gender, and ZIP code. Provider characteristics 
include providers’ gender, race, years since graduating medical school, and years of 
working at UCLA Health. Observations differ between models because of variables 
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with missing values. Statistical significance is indicated by: *** p < 0.01; ** p < 0.05; * 
p < 0.10. 

B. Treatment Effects within Each Performance Tier 

 Dependent variable: 

 HM Order Rates 
 (1) (2) (3) (4) 

Condition 2 (vs. Condition 
1) 

0.004 0.149 0.050 0.047 

 (0.151) (0.125) (0.132) (0.196) 
     

Condition 3 (vs. Condition 
1) 

-0.020 0.092 0.138 0.200 

 (0.151) (0.129) (0.136) (0.187) 

Baseline Performance Tier 
Low  

Performer 
Almost High 
Performer 

High 
Performer 

Top 
Performer 

Note: The coefficients reflect the estimated treatment effects among PCPs within each 
performance tier (indicated in the last row of the table) and come from Model (2) in 
Panel A. For instance, the treatment effect of Condition 2 (vs. 1) within the “Top 
Performer” tier (0.047) is estimated using the following linear contrast with the 
coefficients from Model (2) in Panel A: Condition 2 (vs. Condition 1) * Baseline “Top 
Performer” + Condition 2 (vs. Condition 1) = (0.043 + 0.004). The baseline 
performance tiers include: “Low Performer” = <55% completion rate; “Almost High 
Performer” = 55-65% completion rate; “High Performer” = >65% completion rate, but 
not top 25 ranked score; “Top Performer” = top 25 ranked score. Statistical 
significance is indicated by: *** p < 0.01; ** p < 0.05; * p < 0.10. 
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10. Primary Analysis of Job Satisfaction and Burnout in April 2020 
 
Table A2-12. Estimated Treatment Effects on Job Satisfaction (April 2020) 

A. Condition 2 (vs. Condition 1) and Condition 3 (vs. Condition 1) Contrasts 
 

 Dependent variable: 
  
 Job Satisfaction 
 (1) (2) (3) (4) 

Condition 2 (vs. Condition 1) -0.519** -0.631*** -0.549** -0.564** 

 (0.250) (0.217) (0.235) (0.240) 

Condition 3 (vs. Condition 1) -0.179 -0.237 -0.103 -0.120 
 (0.207) (0.148) (0.155) (0.150) 

 

Controlling for Baseline Job 
Satisfaction 

No Yes Yes Yes 

Controlling for Provider 
Characteristics 

No No Yes Yes 

Controlling for COVID Case Load No No No Yes 

Observations 183 177 177 177 

R2 0.028 0.361 0.398 0.415 

Note: OLS regressions with standard errors clustered by clinic were used 
to estimate differences between conditions in job satisfaction. Provider 
characteristics include providers’ gender, race, years since graduating 
medical school, and years of working at UCLA Health. Observations differ 
between models because of variables with missing values. Statistical 
significance is indicated by: *** p < 0.01; ** p < 0.05; * p < 0.10. 

B. Condition 3 (vs. Condition 2) Contrast 
 

 Dependent variable: 
 Job Satisfaction 
 (1) (2) (3) (4) 

Condition 3 (vs. 
Condition 2) 

0.341 0.395** 0.447** 0.444* 



 

 

 

163 

 (0.249) (0.197) (0.219) (0.230) 

Note: The coefficients reflect linear contrasts using the coefficients 
from the corresponding models in Panel A above. Statistical 
significance is indicated by: *** p < 0.01; ** p < 0.05; * p < 0.10. 

 

Table A2-13. Estimated Treatment Effects on Burnout (April 2020) 

A. Condition 2 (vs. Condition 1) and Condition 3 (vs. Condition 1) Contrasts 
 

 Dependent variable: 
  
 Burnout 
 (1) (2) (3) (4) 

Condition 2 (vs. Condition 1) 0.539** 0.360** 0.329** 0.330** 

 (0.217) (0.152) (0.151) (0.152) 

Condition 3 (vs. Condition 1) 0.159 -0.070 -0.112 -0.111 
 (0.141) (0.112) (0.123) (0.121) 

 

Controlling for Baseline Burnout No Yes Yes Yes 

Controlling for Provider 
Characteristics 

No No Yes Yes 

Controlling for COVID Case Load No No No Yes 

Observations 180 174 174 174 

R2 0.065 0.471 0.486 0.488 

Note: OLS regressions with standard errors clustered by clinic were used 
to estimate differences between conditions in burnout. Provider 
characteristics include providers’ gender, race, years since graduating 
medical school, and years of working at UCLA Health. Observations differ 
between models because of variables with missing values. Statistical 
significance is indicated by: *** p < 0.01; ** p < 0.05; * p < 0.10. 

B. Condition 3 (vs. Condition 2) Contrast 
 

 Dependent variable: 
 Burnout 
 (1) (2) (3) (4) 

Condition 3 (vs. 
Condition 2) 

-0.380* -0.430** -0.441** -0.441** 

 (0.211) (0.172) (0.181) (0.183) 
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Note: The coefficients reflect linear contrasts using the coefficients 
from the corresponding models in Panel A above. Statistical 
significance is indicated by: *** p < 0.01; ** p < 0.05; * p < 0.10. 
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11. Robustness Checks and Secondary Analyses for Job Satisfaction and 
Burnout  
 

Placebo Test: Regression Analysis of Proficiency with CareConnect 

 

We estimated our primary specification with an outcome that we would not expect to be 

impacted by the interventions. We specifically used physicians’ responses to the following item 

in the April 2020 quarterly survey as the outcome: “My proficiency with using CareConnect 
is: (1) Poor, (2) Marginal, (3) Satisfactory, (4) Good, (5) Optimal.”  

Table A2-14. Estimated Treatment Effects on Proficiency with CareConnect (April 2020) 

A. Condition 2 (vs. Condition 1) and Condition 3 (vs. Condition 1) Contrasts 
 

 Dependent variable: 
  
 CareConnect Proficiency 
 (1) 

Condition 2 (vs. Condition 1) -0.139 
 (0.087) 

Condition 3 (vs. Condition 1) -0.168** 
 (0.082) 

Controlling for Baseline 
CareConnect Proficiency 

Yes 

Controlling for Provider 
Characteristics 

Yes 

Observations 179 

R2 0.320 

Note: OLS regression with standard errors clustered by 
clinic was used to estimate differences between 
conditions in CareConnect proficiency. Provider 
characteristics include providers’ gender, race, years 
since graduating medical school, and years of working 
at UCLA Health. Statistical significance is indicated by: 
*** p < 0.01; ** p < 0.05; * p < 0.10. 
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B. Condition 3 (vs. Condition 2) Contrast 
 

 Dependent variable: 
 CareConnect Proficiency 
 (3) 

Condition 3 (vs. Condition 2) -0.029 
 (0.093) 

Note: The coefficient reflects a linear contrast using the 
coefficients from Panel A above. Statistical significance 
is indicated by: *** p < 0.01; ** p < 0.05; * p < 0.10. 

 
The placebo item was not impacted by either intervention: the effect of the peer comparison 

intervention alone (Condition 2 (vs. 1)) was null, and the effect of leadership training was null 

(Condition 3 (vs. 2)). We do not know why the two interventions combined (Condition 3 (vs. 1)) 

had a negative effect on the placebo item, and we suspect this is spurious. Importantly, this effect 

could not explain our findings about job satisfaction and burnout.  

  



 

 

 

167 

Secondary Analysis: Effects on Physician Leads and Non-Leads 

 

To better understand the effects of leadership support training, we also examined 
whether the benefits trickled down to fellow PCPs who were not physician leads and 
thus did not receive training personally. Specifically, we analyzed the effects of our 
interventions on PCPs who were not leaders [“non-leads”; columns (1)-(3)] and PCPs 
who were leaders [“leads”; columns (4)-(6)]. Note that we use Condition 2 as the 
reference group in these regressions because the main contrast of interest is Condition 
3 (vs. Condition 2), which reflects the impact of leadership training. 
 
Table A2-15. Estimated Treatment Effects on Job Satisfaction for Physician Leads and Non-

Leads (April 2020) 
 

 Dependent variable: 

 Job Satisfaction 
 (1) (2) (3) (4) (5) (6) 

Condition 1 (vs. Condition 
2) 

0.542* 0.536* 0.524 0.505 0.745 0.463 

 (0.299) (0.296) (0.330) (0.569) (0.569) (0.614) 

Condition 3 (vs. Condition 
2) 

0.294 0.356 0.435 0.636 0.636 0.946* 

 (0.329) (0.348) (0.362) (0.498) (0.437) (0.543) 

Subsample 
Only 
Non-

Leads 

Only 
Non-

Leads 

Only 
Non-

Leads 

Only  
Leads 

Only  
Leads 

Only 
Leads 

Controlling for Baseline 
Job Satisfaction 

No Yes Yes No Yes Yes 

Controlling for Provider 
Characteristics 

No No Yes No No Yes 

Observations 152 147 147 31 31 31 

R2 0.030 0.056 0.135 0.060 0.161 0.488 

Note: OLS regressions with standard errors clustered by clinic were used to estimate 
the differences between conditions in job satisfaction. Provider characteristics include 
providers’ gender, race, years since graduating medical school, and years of working at 
UCLA Health. Statistical significance is indicated by: *** p < 0.01; ** p < 0.05; * p < 
0.10. 
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Table A2-16. Estimated Treatment Effects on Burnout for Physician Leads and Non-Leads 
(April 2020) 
 

 Dependent variable: 

 Burnout 
 (1) (2) (3) (4) (5) (6) 

Condition 1 (vs. 
Condition 2) 

-0.511** -0.520** -0.518** -0.744** -0.775** -0.852** 

 (0.249) (0.233) (0.254) (0.322) (0.302) (0.363) 

Condition 3 (vs. 
Condition 2) 

-0.419 -0.476* -0.469* -0.209 -0.210 -0.453 

 (0.256) (0.264) (0.282) (0.301) (0.305) (0.446) 

Subsample 
Only 
Non-
Leads 

Only 
Non-
Leads 

Only 
Non-
Leads 

Only  
Leads 

Only  
Leads 

Only  
Leads 

Controlling for Baseline 
Burnout 

No Yes Yes No Yes Yes 

Controlling for Provider 
Characteristics 

No No Yes No No Yes 

Observations 150 145 145 30 30 30 

R2 0.059 0.082 0.102 0.173 0.177 0.360 

Note: OLS regressions with standard errors clustered by clinic were used to estimate 
the differences between conditions in burnout. Provider characteristics include 
providers’ gender, race, years since graduating medical school, and years of working at 
UCLA Health. Statistical significance is indicated by: *** p < 0.01; ** p < 0.05; * p < 0.10. 
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Secondary Analysis: Job Satisfaction and Burnout Moderated by Baseline Performance  

 

We examined whether the effects of peer comparison on job satisfaction and burnout were 

moderated by baseline performance (physicians’ HM completion rates at baseline; from July-

October 2019) using both a continuous and categorical version of the moderator (Tables A2-17 

and A2-18). We were specifically interested in the Condition 2 (vs. Condition 1) contrast and its 

interaction with baseline performance because they allow us to isolate the heterogeneous 

treatment effects of peer comparison information (without conflation with the potential 

heterogeneous effects of leadership support training). 

 
Table A2-17. Job Satisfaction Moderated by Baseline Performance (Continuous) 

 
 Dependent variable: 
  
 Job Satisfaction 
 (1) (2) (3) 

 

Condition 2 (vs. Condition 1) -0.507** -0.605*** -0.524** 
 (0.243) (0.218) (0.230) 
    

Condition 3 (vs. Condition 1) -0.170 -0.215 -0.090 
 (0.196) (0.143) (0.153) 
    

Baseline HM Completion Rate -0.020** -0.005 -0.006 
 (0.010) (0.008) (0.007) 
    

Condition 2 (vs. Condition 1) * 
Baseline HM Completion Rate 

0.031* 0.019 0.017 

(0.016) (0.015) (0.013) 
    

Condition 3 (vs. Condition 1) *  
Baseline HM Completion Rate 

0.034*** 0.012 0.014 

(0.013) (0.011) (0.010) 
    

Controlling for Baseline Job 
Satisfaction 

No Yes Yes 

Controlling for Provider 
Characteristics 

No No Yes 

Observations 182 176 176 

R2 0.044 0.371 0.409 

Note: OLS regressions with standard errors clustered by clinic were used to 
estimate the coefficients. Baseline HM Completion Rate is mean-centered. 
Provider characteristics include providers’ gender, race, years since 
graduating medical school, and years of working at UCLA Health. 
Observations differ between models because of variables with missing 
values. Statistical significance is indicated by: *** p < 0.01; ** p < 0.05; * p < 
0.10. 
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Table A2-18. Burnout Moderated by Baseline Performance (Continuous) 

 
 Dependent variable: 
  
 Burnout 
 (1) (2) (3) 

 

Condition 2 (vs. Condition 1) 0.533** 0.349** 0.315** 
 (0.213) (0.152) (0.150) 
    

Condition 3 (vs. Condition 1) 0.153 -0.083 -0.135 
 (0.131) (0.110) (0.128) 
    

Baseline HM Completion Rate 0.014 0.005 0.009 
 (0.011) (0.006) (0.007) 
    

Condition 2 (vs. Condition 1) * 
Baseline HM Completion Rate 

-0.007 -0.007 -0.008 

(0.016) (0.009) (0.010) 
    

Condition 3 (vs. Condition 1) *  
Baseline HM Completion Rate 

-0.006 -0.003 -0.005 

(0.012) (0.008) (0.008) 
    

Controlling for Baseline Burnout No Yes Yes 

Controlling for Provider 
Characteristics 

No No Yes 

Observations 179 173 173 

R2 0.078 0.473 0.492 

Note: OLS regressions with standard errors clustered by clinic were used to 
estimate the coefficients. Baseline HM Completion Rate is mean-centered. 
Provider characteristics include providers’ gender, race, years since 
graduating medical school, and years of working at UCLA Health. 
Observations differ between models because of variables with missing 
values. Statistical significance is indicated by: *** p < 0.01; ** p < 0.05; * p < 
0.10. 
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Table A2-19. Job Satisfaction Moderated by Baseline Performance Tier (Categorical) 

A. Regressions with Interactions 

 Dependent variable: 
 Job Satisfaction 
 (1) (2) (3) 

Condition 2 (vs. Condition 1) -1.250*** -1.020*** -0.886*** 
 (0.247) (0.193) (0.198) 

Condition 3 (vs. Condition 1) -0.900*** -0.440** -0.352* 
 (0.252) (0.188) (0.208) 

Baseline “Almost High Performer” -0.700** -0.336 -0.333 
 (0.269) (0.217) (0.204) 

Baseline “High Performer” -0.762*** -0.274 -0.313 
 (0.277) (0.236) (0.293) 

Baseline “Top Performer” -0.600*** -0.080 -0.227 
 (0.229) (0.735) (0.584) 

Condition 2 (vs. Condition 1) * 
Baseline “Almost High Performer” 

0.950 0.585 0.448 

(0.613) (0.440) (0.479) 

Condition 2 (vs. Condition 1) *  
Baseline “High Performer”  

1.130** 0.569 0.551 

(0.523) (0.461) (0.499) 

Condition 2 (vs. Condition 1) * 
Baseline “Top Performer” 

0.707* 0.376 0.371 

(0.403) (0.799) (0.696) 

Condition 3 (vs. Condition 1) * 
Baseline “Almost High Performer” 

0.700* 0.240 0.272 

(0.366) (0.265) (0.278) 

Condition 3 (vs. Condition 1) *  
Baseline “High Performer” 

1.329*** 0.450 0.446 

(0.505) (0.355) (0.388) 

Condition 3 (vs. Condition 1) *  
Baseline “Top Performer” 

0.955** 0.103 0.345 

(0.428) (0.792) (0.643) 

Controlling for Baseline Job 
Satisfaction 

No Yes Yes 

Controlling for Provider Characteristics No No Yes 

Observations 182 176 176 
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R2 0.063 0.374 0.411 

Note: OLS regressions with standard errors clustered by clinic were used to 
estimate the coefficients. Provider characteristics include providers’ gender, 
race, years since graduating medical school, and years of working at UCLA 
Health. Observations differ between models because of variables with missing 
values. Statistical significance is indicated by: *** p < 0.01; ** p < 0.05; * p < 
0.10. 

B. Treatment Effects within Each Performance Tier 

 Dependent variable: 
  
 Job Satisfaction 
 (1) (2) (3) (4) 

Condition 2 (vs. 
Condition 1) 

-0.886*** -0.438 -0.335 -0.515 

 (0.198) (0.414) (0.459) (0.719) 

Condition 3 (vs. 
Condition 1) 

-0.352* -0.081 0.093 -0.008 

 (0.208) (0.222) (0.343) (0.678) 
 

Baseline Performance 
Tier 

Low  
Performer 

Almost High 
Performer 

High 
Performer 

Top 
Performer 

Note: The coefficients reflect the estimated treatment effects among PCPs within 
each performance tier (indicated in the last row of the table) and come from Model 
(3) in Panel A. For instance, the treatment effect of Condition 2 (vs. 1) within the “Top 
Performer” tier (-0.515) is estimated using the following linear contrast with the 
coefficients from Model (3) in Panel A: Condition 2 (vs. Condition 1) * Baseline “Top 
Performer” + Condition 2 (vs. Condition 1) = (0.371 - 0.886). The baseline 
performance tiers include: “Low Performer” = <55% completion rate; “Almost High 
Performer” = 55-65% completion rate; “High Performer” = >65% completion rate, but 
not top 25 ranked score; “Top Performer” = top 25 ranked score. Statistical 
significance is indicated by: *** p < 0.01; ** p < 0.05; * p < 0.10. 
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Table A2-20. Burnout Moderated by Baseline Performance (Categorical) 

A. Regressions with Interactions 

 Dependent variable: 
 Burnout 
 (1) (2) (3) 

Condition 2 (vs. Condition 1) 0.731** 0.533*** 0.485*** 
 (0.309) (0.164) (0.168) 

Condition 3 (vs. Condition 1) 0.231 -0.125 -0.164 
 (0.206) (0.177) (0.189) 

Baseline “Almost High Performer” 0.181 0.026 0.112 
 (0.202) (0.108) (0.116) 

Baseline “High Performer” 0.183 0.002 0.085 
 (0.261) (0.125) (0.129) 

Baseline “Top Performer” 0.631 0.428** 0.669** 
 (0.538) (0.203) (0.283) 

Condition 2 (vs. Condition 1) * 
Baseline “Almost High Performer” 

-0.347 -0.333 -0.289 

(0.426) (0.249) (0.265) 

Condition 2 (vs. Condition 1) *  
Baseline “High Performer”  

-0.271 -0.274 -0.248 

(0.420) (0.238) (0.235) 

Condition 2 (vs. Condition 1) * 
Baseline “Top Performer” 

-0.274 -0.195 -0.294 

(0.597) (0.312) (0.389) 

Condition 3 (vs. Condition 1) * 
Baseline “Almost High Performer” 

-0.231 -0.059 -0.090 

(0.244) (0.163) (0.160) 

Condition 3 (vs. Condition 1) *  
Baseline “High Performer” 

0.217 0.415** 0.431** 

(0.331) (0.178) (0.174) 

Condition 3 (vs. Condition 1) *  
Baseline “Top Performer” 

-0.531 -0.495* -0.640** 

(0.578) (0.261) (0.282) 

Controlling for Baseline Burnout No Yes Yes 
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Controlling for Provider Characteristics No No Yes 

Observations 179 173 173 

R2 0.098 0.511 0.532 

Note: OLS regressions with standard errors clustered by clinic were used to 
estimate the coefficients. Provider characteristics include providers’ gender, 
race, years since graduating medical school, and years of working at UCLA 
Health. Observations differ between models because of variables with missing 
values. Statistical significance is indicated by: *** p < 0.01; ** p < 0.05; * p < 
0.10. 

 

B. Treatment Effects within Each Performance Tier 

 Dependent variable: 
  

 Burnout 
 (1) (2) (3) (4) 

Condition 2 (vs. Condition 
1) 

0.485*** 0.196 0.237 0.191 

 (0.168) (0.254) (0.226) (0.387) 

Condition 3 (vs. Condition 
1) 

-0.164 -0.254 0.267* -0.805*** 

 (0.189) (0.156) (0.157) (0.285) 

Baseline Performance Tier 
Low  

Performer 

Almost 
High 

Performer 

High 
Performer 

Top 
Performer 

Note: The coefficients reflect the estimated treatment effects among 
PCPs within each performance tier (indicated in the last row of the table) 
and come from Model (3) in Panel A. For instance, the treatment effect of 
Condition 2 (vs. 1) within the “Top Performer” tier (0.191) is estimated 
using the following linear contrast with the coefficients from Model (3) in 
Panel A: Condition 2 (vs. Condition 1) * Baseline “Top Performer” + 
Condition 2 (vs. Condition 1) = (0.485 - 0.294). The baseline 
performance tiers include: “Low Performer” = <55% completion rate; 
“Almost High Performer” = 55-65% completion rate; “High Performer” = 
>65% completion rate, but not top 25 ranked score; “Top Performer” = 
top 25 ranked score. Statistical significance is indicated by: *** p < 0.01; 
** p < 0.05; * p < 0.10. 
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12. Treatment Effect Persistence 
 
Table A2-21. Estimated Long-term Treatment Effects on Job Satisfaction (July 2020) 

A. Condition 2 (vs. Condition 1) and Condition 3 (vs. Condition 1) Contrasts 
 

 Dependent variable: 
  
 Job Satisfaction 
 (1) (2) (3) 

Condition 2 (vs. Condition 1) -0.579** -0.748*** -0.601** 

 (0.286) (0.242) (0.247) 

Condition 3 (vs. Condition 1) -0.014 -0.169 0.014 
 (0.251) (0.209) (0.223) 

Controlling for Baseline Job 
Satisfaction 

No Yes Yes 

Controlling for Provider 
Characteristics 

No No Yes 

Observations 175 170 170 

R2 0.038 0.358 0.412 

Note: OLS regressions with standard errors clustered by 
clinic were used to estimate differences between conditions in 
job satisfaction. Provider characteristics include providers’ 
gender, race, years since graduating medical school, and 
years of working at UCLA Health. Observations differ 
between models because of variables with missing values. 
Statistical significance is indicated by: *** p < 0.01; ** p < 
0.05; * p < 0.10. 

B. Condition 3 (vs. Condition 2) Contrast 
 

 Dependent variable: 
 Job Satisfaction 
 (1) (2) (3) 

Condition 3 (vs. 
Condition 2) 

0.565* 0.579** 0.615** 

 (0.327) (0.247) (0.245) 

Note: The coefficients reflect linear contrasts using the 
coefficients from the corresponding models in Panel A 
above. Statistical significance is indicated by: *** p < 
0.01; ** p < 0.05; * p < 0.10. 
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Table A2-22. Estimated Long-term Treatment Effects on Burnout (July 2020) 

A. Condition 2 (vs. Condition 1) and Condition 3 (vs. Condition 1) Contrasts 
 

 Dependent variable: 
  
 Burnout 
 (1) (2) (3) 

Condition 2 (vs. Condition 1) 0.380* 0.212* 0.088 

 (0.207) (0.124) (0.148) 

Condition 3 (vs. Condition 1) 0.176 -0.041 -0.123 
 (0.193) (0.167) (0.192) 

Controlling for Baseline Burnout No Yes Yes 

Controlling for Provider 
Characteristics 

No No Yes 

Observations 172 168 168 

R2 0.027 0.418 0.492 

Note: OLS regressions with standard errors clustered by 
clinic were used to estimate differences between conditions in 
burnout. Provider characteristics include providers’ gender, 
race, years since graduating medical school, and years of 
working at UCLA Health. Observations differ between models 
because of variables with missing values. Statistical 
significance is indicated by: *** p < 0.01; ** p < 0.05; * p < 
0.10. 

B. Condition 3 (vs. Condition 2) Contrast 
 

 Dependent variable: 
 Burnout 
 (1) (2) (3) 

Condition 3 (vs. 
Condition 2) 

-0.203 -0.252 -0.211 

 (0.239) (0.188) (0.215) 

Note: The coefficients reflect linear contrasts using the 
coefficients from the corresponding models in Panel A 
above. Statistical significance is indicated by: *** p < 
0.01; ** p < 0.05; * p < 0.10. 
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13. Regression Analysis of Perceived Leadership Support 

Table A2-23. Estimated Treatment Effects on Perceived Leadership Support (April 2020) 

A. Condition 2 (vs. Condition 1) and Condition 3 (vs. Condition 1) Contrasts 
 

 Dependent variable: 
  
 Perceived Leadership Support 
 (1) (2) (3) (4) 

Condition 2 (vs. Condition 1) -0.499* -0.635*** -0.599** -0.599** 

 (0.275) (0.222) (0.237) (0.240) 

Condition 3 (vs. Condition 1) 0.029 -0.099 -0.040 -0.039 
 (0.251) (0.156) (0.162) (0.164) 

 

Controlling for Baseline Perceived 
Leadership Support 

No Yes Yes Yes 

Controlling for Provider 
Characteristics 

No No Yes Yes 

Controlling for COVID Case Load No No No Yes 

Observations 184 179 179 179 

R2 0.049 0.398 0.434 0.434 

Note: OLS regressions with standard errors clustered by clinic were used 
to estimate differences between conditions in perceived leadership 
support. Provider characteristics include providers’ gender, race, years 
since graduating medical school, and years of working at UCLA Health. 
Observations differ between models because of variables with missing 
values. Statistical significance is indicated by: *** p < 0.01; ** p < 0.05; * p 
< 0.10. 

B. Condition 3 (vs. Condition 2) Contrast 
 

 Dependent variable: 
 Perceived Leadership Support 
 (1) (2) (3) (4) 

Condition 3 (vs. 
Condition 2) 

0.528* 0.536** 0.560** 0.560** 

 (0.282) (0.233) (0.238) (0.242) 

Note: The coefficients reflect linear contrasts using the coefficients 
from the corresponding models in Panel A above. Statistical 
significance is indicated by: *** p < 0.01; ** p < 0.05; * p < 0.10. 
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Table A2-24. Estimated Long-term Treatment Effects on Perceived Leadership Support 
(July 2020) 

A. Condition 2 (vs. Condition 1) and Condition 3 (vs. Condition 1) Contrasts 
 

 Dependent variable: 
  

 Perceived Leadership 
Support 

 (1) (2) (3) 

Condition 2 (vs. Condition 1) -0.590** -0.740*** -0.689*** 
 (0.276) (0.222) (0.219) 

Condition 3 (vs. Condition 1) -0.077 -0.275* -0.199 
 (0.246) (0.166) (0.174) 

Controlling for Baseline 
Perceived Leadership Support 

No Yes Yes 

Controlling for Provider 
Characteristics 

No No Yes 

Observations 175 171 171 

R2 0.055 0.437 0.451 

Note: OLS regressions with standard errors clustered by 
clinic were used to estimate differences between conditions in 
perceived leadership support. Provider characteristics include 
providers’ gender, race, years since graduating medical 
school, and years of working at UCLA Health. Observations 
differ between models because of variables with missing 
values. Statistical significance is indicated by: *** p < 0.01; ** 
p < 0.05; * p < 0.10. 

B. Condition 3 (vs. Condition 2) Contrast 
 

 Dependent variable: 
 Perceived Leadership Support 
 (1) (2) (3) 

Condition 3 (vs. 
Condition 2) 

0.513 0.465* 0.489* 

 (0.316) (0.251) (0.251) 

Note: The coefficients reflect linear contrasts using the 
coefficients from the corresponding models in Panel A 
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above. Statistical significance is indicated by: *** p < 
0.01; ** p < 0.05; * p < 0.10. 

 
 
 
 
We also examined whether the effects of leadership training on perceived leadership 
support trickled down to fellow PCPs who were not physician leads and thus did not 
receive training personally. Specifically, we analyzed the effects of our interventions on 
PCPs who were not leaders [“non-leads”; columns (1)-(3)] and PCPs who were leaders 
[“leads”; columns (4)-(6)]. Again, we use Condition 2 as the reference group in these 
regressions because the main contrast of interest is Condition 3 (vs. Condition 2), which 
reflects the impact of leadership training. 
 
 
Table A2-25. Estimated Treatment Effects on Perceived Leadership Support for Physician 
Leads and Non-Leads (April 2020) 

 Dependent variable: 

 Perceived Leadership Support 
 (1) (2) (3) (4) (5) (6) 

Condition 1 (vs. 
Condition 2) 

0.431 0.430 0.491 0.909* 0.967* 0.565 

 (0.279) (0.285) (0.323) (0.477) (0.503) (0.547) 

Condition 3 (vs. 
Condition 2) 

0.491* 0.541* 0.607* 0.727 0.727 0.990 

 (0.279) (0.296) (0.315) (0.529) (0.533) (0.586) 

Subsample 
Only 
Non-
Leads 

Only 
Non-
Leads 

Only 
Non-
Leads 

Only  
Leads 

Only  
Leads 

Only  
Leads 

Controlling for Baseline 
Perceived Leadership 
Support 

No Yes Yes No Yes Yes 

Controlling for Provider 
Characteristics 

No No Yes No No Yes 

Observations 153 148 148 31 31 31 

R2 0.041 0.062 0.163 0.122 0.128 0.418 

Note: OLS regressions with standard errors clustered by clinic were used to estimate 
differences between conditions in perceived leadership support. Provider characteristics 
include providers’ gender, race, years since graduating medical school, and years of 
working at UCLA Health. Statistical significance is indicated by: *** p < 0.01; ** p < 0.05; 
* p < 0.10. 
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14. Coding of Open-Ended Responses 

The follow-up survey (conducted in April 2021) showed all the PCPs, regardless of their 

original experimental condition, an example of the peer comparison email. Then PCPs were 

asked, “Would you prefer that the Department resumes sending these types of emails to 

physicians?” The responses were qualitatively coded by two PCPs, who had the necessary 

contextual knowledge on how clinical care is practiced at the DOM primary care network. They 

were blind to the hypotheses, design of the experiment, and survey respondents’ study 

conditions. The coders categorized the responses based on whether the PCPs expressed any 

negative reaction and, more specifically, whether they indicated that the peer comparison 

information would be harmful (e.g., offensive, stress-inducing). After confirming that the 

responses had high interrater reliability (negative reaction, Cohen’s Kappa = 0.83; harm, Cohen’s 

Kappa = 0.77), the coders reconciled the remaining differences in their categorizations through 

discussion. According to their final ratings, 35.3% of PCPs reacted negatively to the peer 

comparison information, and 14.1% of PCPs went as far as to indicate that it would be harmful.  
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15. Perceived Control over HM Completion Rates 

 
The follow-up survey (conducted in April 2021), asked for agreement (1- Strongly 
Disagree; 5- Strongly Agree) with the following item: 
 

Physicians can improve their Health Maintenance completion rate with enough effort. 

 
Table A2-26. Distribution and Summary Statistics of Perceived Control Item 

 

A. Distribution 

Response  Count (Frequency) 

Strongly disagree (1) 7 (4.6%) 

Disagree 27 (17.8%) 

Neither agree nor disagree 44 (29.0%) 

Agree 64 (42.1%) 

Strongly agree (5) 10 (6.6%) 

 
B. Summary Statistics by Baseline Performance Tier 
 

Statistic 

All 
Respondents Low 

Performers 

Almost 
High 

Performers 

High 
Performers 

Top 
Performers 

Mean (SD) 3.3 (1.0) 3.1 (1.1) 3.3 (1.0) 3.3 (1.0) 3.7 (0.7) 

Median (Q1, 

Q3) 3 (3, 4) 3 (2, 4) 3 (2, 4) 4 (3, 4) 4 (3, 4) 

 
Note that responses to the perceived control item were predicted by PCPs’ baseline 
performance tier (p = 0.010; estimated from a linear regression with tier treated as a 
continuous variable, with values ranging from 1 = Low Performers to 4 = Top 
Performers, and with clustered SEs at the clinic level). 
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Abstract: Firms often try to motivate customers to share feedback by telling customers that their 

feedback will have an impact on the organization (e.g., “Have your say in our company’s 

direction”). We examine whether such “impact appeals” indeed increase compliance with 

customer feedback requests. In a field experiment across seven countries, 430,666 customers of a 

Fortune 500 company received a customer feedback survey invitation email where the subject 

lines were manipulated. Contrary to our initial prediction and expert forecasts, we found that 

impact appeals on average decreased feedback provision (compared to a straightforward control 

message). Importantly, impact appeals backfired to a greater extent in countries with lower trust 

in business (e.g., Japan) than in countries with higher trust in business (e.g., China). We theorize 

that impact appeals are more likely to reduce compliance among customers with lower trust in 

business because these customers perceive impact appeals as more inauthentic. Pre-registered lab 

experiments (N=7,926) support our theoretical account and test more effective impact appeals 

informed by it. This research sheds light on when and why highlighting impact can fail to 

motivate customers and even backfire, and more generally, it advances the field’s understanding 

of what drives customer engagement in empowering behaviors.  

 

Keywords: customer feedback, empowerment, inauthenticity, trust, social influence, field 

experiment 
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INTRODUCTION AND THEORY 

Soliciting customers’ feedback is a common way that firms learn about the customer 

experience, improve their products and services, and keep customers engaged. Customer 

feedback helps firms identify barriers to customer satisfaction, improve product development, 

and conduct customer segmentation (Berry, Carbone, and Haeckel 2002; Lemon and Verhoef 

2016; Meyer and Schwager 2011; Morgan, Anderson, and Mittal 2005). Beyond these direct 

benefits for firms, customers who contributed feedback typically develop more positive 

perceptions of the firm, purchase more, and exhibit greater brand loyalty (Bone et al. 2017; 

Chandon, Morwitz, and Reinartz 2004; Dholakia 2010; Dholakia and Morwitz 2002; Liu and Gal 

2011; Morwitz, Johnson, and Schmittlein 1993). While previous research has identified these 

important downstream consequences of customer feedback provision, it is largely unknown how 

to effectively motivate customers to provide feedback in the first place.   

 To increase compliance with feedback requests, firms often tell customers that their 

feedback can impact the organization—a tactic that we call an “impact appeal” (e.g., “You can 

help shape the Delta experience”, “Have your say in Prolific’s direction”). In a survey we 

conducted with customer experience professionals (N = 76; Web Appendix A), we asked which 

strategies their organizations most frequently use to collect feedback: 48.7% of professionals 

reported using impact appeals, followed by 32.9% who reported using neutral requests that 

simply state the call to action (e.g., “Bank of America Requests Your Feedback”), and only 

11.8% who reported offering rewards. Similarly, customers whom we surveyed (N = 201; Web 

Appendix A) on average reported that they “frequently” received customer feedback solicitations 

with impact appeals or neutral requests (and “rarely” received solicitations offering rewards).18 

 
18 Participants rated three strategies—impact appeals, neutral requests, and rewards—on a 1-6 scale: 1 – Never, 2 – 

Very Rarely, 3 – Rarely, 4 – Occasionally, 5 – Frequently, and 6 – Very Frequently. The median values were 5 for 
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Despite their widespread use, research has yet to investigate whether impact appeals are effective 

in motivating feedback provision.  

We conducted a multinational natural field experiment and two controlled lab studies to 

examine the effect of impact appeals on customers’ compliance with feedback requests. The field 

experiment shows that, contrary to both our initial prediction and the forecasts of marketing 

experts, impact appeals on average decreased customers’ likelihood of offering feedback 

(compared to a neutral control request). Yet, this average effect masks important heterogeneity 

across countries. We develop and test a theoretical account about the roles of perceived 

inauthenticity and trust in business, which can explain this cross-cultural heterogeneity and, more 

generally, when impact appeals motivate feedback provision and when they backfire. By testing 

different customer feedback requests and examining the psychological processes behind 

customer responses, the current research simultaneously advances theoretical understanding of 

influence tactics while offering prescriptive implications for marketers who hope to motivate this 

important customer behavior. 

THEORETICAL DEVELOPMENT 

Self-efficacy and Empowerment 

Impact appeals are an influence tactic in which firms attempt to motivate consumers to 

take an action by telling them that their action can impact the organization. We initially theorized 

that impact appeals would motivate compliance with feedback requests because people value 

having an impact. This prediction is consistent with the broad idea in psychology and marketing 

that people have an innate desire to perceive personal control over outcomes (Langer 1975; 

 
both impact appeals and neutral requests versus 3 for rewards. To validate these judgments based on participants’ 

recollection, participants also shared their most recently received email containing a customer feedback request. This 

data confirmed that reward offerings were less common than impact appeals.  
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Cutright and Wu 2023). More specifically, our initial hypothesis was inspired by the literatures 

on self-efficacy and customer empowerment. 

Self-efficacy, or the belief that one can take steps to make an impact, is linked to 

heightened motivation across domains (see Bandura 2006 for a review). For instance, self-

efficacy positively predicts work performance (Stajkovic and Luthans 1998), academic 

achievement (Multon, Brown, and Lent 1991), and healthy behaviors (Holden 1992). Relatedly, 

the belief that individual political action can change the government yields greater voter turnout 

(Abramson and Aldrich 1982), and the belief that one’s donation is impactful boosts charitable 

giving (Cryder, Loewenstein, and Scheines 2013; Sharma and Morwitz 2016). As explained by 

Bandura (2001, p. 10), “Unless people believe they can produce desired results and forestall 

detrimental ones by their actions, they have little incentive to act or to persevere in the face of 

difficulties.” 

The empowerment literature further suggests that customers generally value having 

impact and that they engage more with firms that make them feel like they can shape the 

organization (Fuchs and Schreier 2011; Wathieu et al 2002). For example, customers have more 

positive brand attitudes and stronger purchasing intentions after they contribute to the creation of 

a firm’s products (i.e., “co-creation”; Franke, Schreier, and Kaiser 2010; Füller et al. 2009) or 

after they share their opinions about products (Fuchs, Prandelli, and Schreier 2010). Such 

“empowerment strategies” are theorized to generate positive outcomes by increasing individuals’ 

perceptions of their personal impact on the organization (Fuchs, Prandelli, and Schreier 2010; 

Spreitzer 1995). 

The self-efficacy and customer empowerment literatures therefore led to our initial 

hypothesis, that by highlighting the prospect of having impact, impact appeals would motivate 
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customers to offer feedback. To our knowledge, previous research has not tested whether 

prospectively framing an action as empowering—highlighting its potential impact on the 

organization—would motivate customers to engage in that action.  

We tested this initial hypothesis in a large-scale field experiment with a Fortune 500 

technology company (Study 1). Over 400,000 customers across seven countries around the world 

were invited by email to provide feedback on their recent customer service experience with the 

company. The emails differed in whether the subject line contained one of three variants of an 

impact appeal (e.g., “Your voice is important: Shape [Company]’s customer experience”) or a 

control subject line (“[Company] customer experience survey invitation”).19 The primary 

outcome was the share of customers who started the survey in response to each subject line 

(“response rate”). 

Expert Predictions  

To quantitatively assess marketing experts’ beliefs about the effectiveness of impact 

appeals in this context, we conducted two pre-registered surveys. In one survey, we partnered 

with the Customer Experience Professionals Association (CXPA) to poll their members and 

followers. Respondents learned about the context and design of the field experiment, as well as 

the response rate among USA-based customers who received the control subject line. They then 

predicted USA-based customers’ survey response rate for each impact appeal; The 76 experts 

who had worked in customer experience or marketing expected impact appeals to increase the 

 
19 The field experiment also tested a subject line that was identical to the control subject line but it also included the 

expected time it would take to complete the survey (i.e., “[Company] customer experience survey invitation (only 

takes 2 minutes)”). See Study 1, Part 1 for more information.  
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response rate relative to the control subject line (by an average 5.4 percentage points).20 Thus, 

these marketing experts shared our initial hypothesis about the effectiveness of impact appeals.  

The second survey involved 68 members of a large business school’s marketing 

association, all of whom had worked in marketing, taken graduate-level courses in marketing, or 

both. Consistent with the results from the first survey, respondents were more likely to predict 

that impact appeals and not the control subject line would most effectively motivate customers to 

provide feedback. See Web Appendix A for detailed protocols and results for both expert 

surveys.  

Preview of Field Experimental Results 

Contrary to our initial hypothesis and expert predictions, impact appeals on average 

decreased customers’ willingness to provide feedback in the field experiment. Importantly, the 

effects of the impact appeals varied across countries: The impact appeals backfired in Japan, 

France, Brazil, and USA; they had no statistically significant effects in Canada and Germany; 

and they increased feedback provision in China. The negative main effect and substantial cross-

country heterogeneity led us to develop and test a theoretical account about when and why 

impact appeals fail to motivate customers and even backfire. 

We propose that impact appeals are more likely to reduce compliance with feedback 

requests among customers with lower trust in business because these customers perceive impact 

appeals as more inauthentic (Figure 3-1 summarizes the theoretical model). We next develop this 

theoretical account, drawing on literature in marketing, management, and psychology.  

  

 
20 Since a large proportion of CXPA’s members and social media followers work in the USA, we designed the 

survey to collect predictions about the USA-based customers in our field experiment. Among the 42 marketing 

professionals who self-reported living in the USA, they similarly expected impact appeals to increase the response 

rate (by an average of 3.7 percentage points.)   
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Figure 3-1. Theoretical Model 

 

 

 

The Limits of Persuasion 

For an impact appeal to increase compliance with feedback requests, presumably 

customers must believe the appeal’s claim that customer feedback could have the stated impact. 

Despite proposing verbal persuasion as a key source of self-efficacy, Bandura (1977) himself 

warned that such tactics may be too weak to instill efficacy expectations if people do not have a 

lived experience of generating impact in a given situation. In that sense, firms’ attempts to use 

impact appeals may not yield any motivational effects as they could simply be seen as cheap talk. 

Even worse, we propose that impact appeals may elicit negative perceptions about firms. 

Our theorizing is built on the psychology and marketing literatures suggesting that people are 

vigilant of firms’ persuasion tactics. In particular, the Persuasion Knowledge Model (Friestad and 

Wright 1994) posits that people accumulate knowledge about marketers’ persuasion tactics, 

which they use to recognize and cope with persuasion attempts. The Persuasion Knowledge 

Model further proposes that people draw inferences about marketers’ intentions based on the 

tactics in use, which subsequently influence their decisions (Campbell and Kirmani 2000; 

Kirmani and Campbell 2004). For example, when consumers perceive that a firm is attempting to 

control their behavior and limit their freedom, they may exhibit reactance and avoid transacting 

with that organization in the future (Brehm 1966; Clee and Wicklund 1980; Fitzsimons and 

Lehman 2004). The use of attention-getting tactics (e.g., including a puppy in an advertisement 
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for cookware; Campbell 1995) or statements derogating the competition (Jain and Posavac 2004) 

can lead people to infer that the firm is deploying a manipulative persuasion tactic, which lowers 

consumers’ purchasing intentions. In the context of customer feedback, suspicions of marketers’ 

persuasive intent have been found to attenuate the otherwise positive effects of answering 

marketers’ survey questions (Williams, Fitzsimons, and Block 2004). Extending this literature, 

we theorize how and when consumers’ inferential processes may lead them to perceive 

inauthenticity from marketers’ use of impact appeals, which can influence their compliance with 

marketers’ feedback requests.  

Perceived Inauthenticity 

We define perceived inauthenticity in the context of social influence as a negative 

judgment about an influence tactic that arises when consumers perceive a mismatch between the 

intentions a firm deliberately communicates (i.e., stated intentions) and the firm’s presumed true 

intentions. Perceptions of inauthenticity can arise for multiple reasons (Silver, Newman, and 

Small, 2021): Consumers may perceive a firm’s stated intentions to be entirely different from its 

true intentions (i.e., it has ulterior motives), or they may view a firm’s stated intentions as an 

exaggeration of its true intentions. In our context, when a firm uses an impact appeal, customers 

may perceive a mismatch between the firm’s stated intentions of using the feedback to impact the 

organization and the firm’s true intentions. This mismatch could arise due to perceived ulterior 

motives if customers infer, for example, that the firm’s true intention is to use impact appeals to 

promote its brand image by leaving the positive impression that it “listens” to its customers 

(DeCarlo 2005; Morrison and Bies 1991). Or customers may feel that the firm purposefully 

overstates its true intention about how it plans to use the feedback, exaggerating customers’ 

potential impact (Darke and Ritchie 2007; Falbo 1977). These perceptions would lead customers 

to judge the firm’s impact appeal as inauthentic.  
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When customers feel that a firm’s influence tactic is an inauthentic representation of its 

true intentions, they typically become less willing to comply with the firm’s request (Amengual 

and Apfelbaum 2021; Barasch, Berman, and Small 2016; Wang, Krishna, and McFerran 2017). 

In the context of feedback solicitation, if customers view the use of impact appeals as 

inauthentic, impact appeals may inadvertently reduce customers’ willingness to provide 

feedback. Next, we theorize about when impact appeals are more likely to elicit perceptions of 

inauthenticity and reduce customers’ compliance with feedback solicitation requests. 

Trust in Business 

We propose that customers’ level of trust in business play a pivotal role in shaping their 

perceptions and subsequent responses to impact appeals. Generally speaking, when customers do 

not trust organizations, they may be more likely to scrutinize firms’ marketing messages (Priester 

and Petty 1995). In this sense, consumers’ desire to understand marketers’ underlying 

intentions—a key component of the Persuasion Knowledge Model (Friestad and Wright 1994)—

is enhanced when consumers have lower trust in business (Kirmani and Campbell 2004). 

Moreover, upon scrutinizing marketers’ messages, customers with lower trust in business are also 

more skeptical about the nature of marketers’ underlying intentions and more prone to make 

negative inferences about them (Chaudhuri and Holbrook 2001; Mayer, Davis, and Schoorman 

1995; Kirmani and Campbell 2004; Rajavi, Kushwaha, and Steenkamp 2019). For instance, 

when customers are less trusting of a firm, they react more negatively to strategies that make 

expensive options pre-selected defaults (Brown and Krishna 2004). In advertising, customers 

who have been targeted by deceptive advertisements subsequently become less trusting of 

advertisements in general, causing them to evaluate future advertisements as more deceptive 

(Darke and Ritchie 2007). Relatedly, when firms have worse reputations, their extreme claims 

are more strongly discounted (Goldberg and Hartwick 1990).  
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Building on this research, we theorize that customers’ trust in business influences how 

they perceive the intentions behind marketers’ use of impact appeals. Since customers with lower 

trust in business apply greater scrutiny and skepticism towards firms’ tactics and underlying 

intentions, these customers are more likely to infer from a firm’s use of an impact appeal that the 

firm has ulterior motives, that the firm is exaggerating how much it actually plans to rely on the 

customer feedback, or both. Customers with lower trust in business may thus perceive impact 

appeals as more inauthentic. As we previously theorized, such perceptions of inauthenticity 

should reduce customers’ willingness to comply with the feedback requests.   

Bringing this all together, we propose three hypotheses. We first predict that customers 

with lower trust in business will perceive impact appeals as more inauthentic, and that 

perceptions of inauthenticity will negatively predict compliance with feedback requests.  

Hypothesis 1a:  Impact appeals increase perceptions of inauthenticity to a greater extent 

when customers have lower (vs. higher) trust in business. 

Hypothesis 1b. Customers with stronger perceptions of inauthenticity are less willing to 

provide feedback.  

Given Hypotheses 1a and 1b, we can predict when impact appeals will be more likely to 

backfire. 

Hypothesis 2: Impact appeals are more likely to reduce feedback provision when customers 

have lower (vs. higher) trust in business. 

To summarize, our model posits that impact appeals are more likely to reduce feedback provision 

among customers with lower trust in business because these customers perceive impact appeals 

as more inauthentic (see Figure 3-1). 
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Together, our research makes five key theoretical contributions. First, while prior 

research has explored the downstream consequences of customer feedback provision (Bone et al. 

2017; Chandon, Morwitz, and Reinartz 2004; Dholakia 2010; Dholakia and Morwitz 2002; Kim 

et al. 2019; Lemon and Verhoef 2016; Morwitz, Johnson, and Schmittlein 1993), we examine the 

antecedents of customer feedback provision—that is, what affects the adoption of this important 

customer behavior. Second, extending prior research suggesting that customers value feeling 

empowered (Fuchs and Schreier 2011; Fuchs, Prandelli, and Schreier 2010; Wathieu et al. 2002), 

we study the effects of prospectively framing an action as empowering—by highlighting its 

potential impact on the organization. Third, while previous research suggests that it can be 

motivating to tell people that their acts are consequential (e.g., Cryder, Loewenstein, and 

Scheines 2013; Sharma and Morwitz 2016), we shed light on when and why appealing to impact 

reduces customer engagement. Fourth, we contribute to work on perceptions of inauthenticity by 

showing that this construct may help explain the effects of impact appeals, and we empirically 

delineate two sources of inauthenticity recently proposed by Silver, Newman, and Small (2021). 

Fifth, in response to a call for more cross-cultural research on the Persuasion Knowledge Model 

(Campbell and Kirmani 2008), we provide some of the first field evidence showing that 

responses to the same influence tactic may differ widely across cultures, and we propose trust in 

business as a moderator that can help explain this cross-cultural heterogeneity. Overall, the 

current research provides a “phenomenon-to-construct mapping” by identifying and helping 

explain an otherwise puzzling real-world phenomenon—the unexpected negative effects of a 

commonly used marketing tactic (Lynch and van Osselaer 2022). 

We focus on reporting one field and two lab experiments and briefly summarize insights 

from three additional experiments described in detail in the Web Appendix. We first present the 
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design and results of the field experiment that tested the effects of impact appeals on customers’ 

likelihood of providing feedback across seven countries (Study 1). We report the field 

experiment in two parts: In part 1, we report results from our pre-registered analyses, which 

reveal a negative average treatment effect of impact appeals, and in part 2, we analyze the data to 

test our theoretical account about when impact appeals backfire. We then report two pre-

registered lab experiments that deductively test all three hypotheses (Studies 2 and 3). 

Pre-registrations, study materials, non-proprietary data, and code are available at 

https://researchbox.org/433&PEER_REVIEW_passcode=ELFWGO. All analytic choices in this 

paper follow pre-registrations unless otherwise specified. 

STUDY 1, PART 1: IMPACT APPEALS ACROSS THE WORLD 

Methods 

Setting 

We collaborated with a Fortune 500 technology company that sells computer hardware 

and software. Like many other firms, the company routinely sends customers an email inviting 

them to complete a voluntary customer feedback survey approximately 24 hours after they 

receive customer service help. The survey remains open for 10 days following the initial 

invitation date. If a customer does not respond to the initial request within 72 hours, they receive 

an identical invitation as a reminder. We conducted a pre-registered field experiment in this 

context.  

Experimental Design 

The experiment ran for eight weeks (from 10/12/2020 through 12/06/2020) and involved 

all customers in Brazil, Canada, China, France, Germany, Japan, and the USA who received 

customer service help from the company during this period and who used the respective 

https://researchbox.org/433&PEER_REVIEW_passcode=ELFWGO
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country’s primary language in their communication with the firm.21 An a priori power calculation 

suggested that running the experiment for eight weeks would give us 80% power to detect a 10% 

relative increase22 in the share of customers who start the survey within most countries in the 

study (and that we would be slightly underpowered to detect this effect size within Canada, 

France, and Germany). The relative effect size of 10% is a conservative lower bound based on 

the effects observed in another field experiment involving an email campaign (Sahni, Wheeler, 

and Chintagunta 2018). 

During the experiment, customers were randomly assigned to one of five conditions at an 

equal probability prior to receiving their initial survey invitation. We exogenously varied the 

email subject lines of these invitations. The subject line either straightforwardly invited 

customers to take the survey (Control; the company’s status quo), additionally indicated the short 

amount of time the survey was estimated to take (Time), or contained an impact appeal (Impact). 

We had three variants of impact appeals: Impact (Voice), Impact (Help), and Impact (Expert). 

Specifically, the five subject lines read: 

Control: [Company] customer experience survey invitation 

Time: [Company] customer experience survey invitation (only takes 2 minutes) 

Impact (Voice): Your voice is important: Shape the [Company] customer experience 

Impact (Help): Your help is needed: Shape the [Company] customer experience 

Impact (Expert): Your expert advice is appreciated: Shape the [Company] customer experience 

 
21 Customers in Canada received the same English subject lines as customers in the USA. 
22 This effect size is relative to the share of customers who started the survey in response to the 

control subject line (i.e., the status quo) within each country during the month prior to the 

experiment (April 2020). 
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The Time subject line was included as a benchmark, to see whether the impact appeals could 

outperform a message that highlighted the low time costs of taking the survey. The experiment 

included three variants of impact appeals for stimuli sampling purposes—to ensure the effects 

would not be driven by any one specific instantiation of an impact appeal. This approach also has 

the advantage that it reflects practice; there are different ways that firms can convey customers 

can make an impact—for instance, customers can make an impact by offering their help or 

expertise—and thus it was important to test different instantiations of impact appeals. The 

subject lines were professionally translated into the respective native language (see Table A3-2 in 

Web Appendix B for the translations). 

The email subject lines were pre-tested on Prolific, where we recruited bi-lingual 

speakers (N = 954) who were fluent in English and one of the other five languages. We 

confirmed that, across all languages, participants rated the impact appeals as more strongly 

conveying that customer feedback would have an impact, compared to the control subject line 

(p-values < .01; see Web Appendix C for more information about the pre-test). 

The email body was identical across conditions and used a standard customer feedback 

invitation format. Specifically, the email body briefly explained that the feedback would be 

useful for the company. It then displayed a standard customer satisfaction question. If customers 

clicked on the question, they were directed to the survey, which contained three questions about 

their recent customer experience and took customers approximately 80 seconds to complete 

(median). 

Sample Characteristics and Balance Checks 

As pre-registered, we focused the analysis on the first instance when a customer received 

service help during the 8-week experimental period. We confirmed that email bounce rates were 
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balanced across conditions (p = .757 for the F-test of joint significance) and thus excluded 

customers whose email invitation bounced, following our pre-registration. The final sample 

includes 430,666 customers. Table 3-1 displays the sample size by country and language. 

Table 3-1. Sample Size by Country in Study 1. 

 

Country Language N 

Brazil Brazilian Portuguese 28,559 

Canada English 13,926 

China Simplified Chinese 137,890 

France French 16,769 

Germany German 17,603 

Japan Japanese 36,435 

USA English 179,484 

    Total = 430,666 

 

At the time of data collection, 91.2% of the final sample had a warranty contract, 48.8% 

had a premium account, 47.8% had purchased their computer for personal use (rather than for 

business or other non-personal use), and 50.8% were customers of the company’s subsidiary 

firm. 62.7% had not received a customer feedback survey invitation in the previous year, and 

16.7% had received just one invitation. With respect to the specific service they were asked to 

provide feedback on during our study period, 77.5% of customers had received customer service 

help remotely (either online or over the phone) rather than in-person. Demographic information 

about the sample was not available. Table A3-5 (Web Appendix D) shows results from a balance 

test, which confirms that customers do not significantly differ between conditions in the 

aforementioned baseline characteristics.  
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Outcome Variables and Analysis Strategy 

 Our primary outcome of interest, survey starting, is a binary variable indicating whether a 

customer started the survey within 10 days of receiving the invitation (i.e., before the survey 

expired). Hereafter, we refer to the share of customers who started the survey as the response 

rate. We report two pre-registered secondary outcomes: survey completion, measured with a 

binary variable indicating whether a customer completed the survey within 10 days of receiving 

the invitation (i.e., before the survey expired), and unsubscribing, a binary variable that indicates 

whether, during the 8-week experimental period, the customer unsubscribed from future 

customer feedback invitation emails. We were unable to track email opening due to technological 

restrictions.  

To test the overall effect of impact appeals, our primary pre-registered analysis looks at 

the combined effect of the three variants of impact appeals. The main model is an OLS 

regression with the outcome variable on the left-hand side, where the right-hand side includes a 

dummy variable (Impact) indicating whether participants were in one of the Impact conditions 

and another dummy variable (Time) indicating whether participants were in the Time condition. 

The Control condition is the reference group. The model includes language and week fixed 

effects and uses heteroskedasticity robust standard errors. The model relies on intention-to-treat 

and thus includes the full sample of customers (N = 430,666). 

To study the effects of each experimental condition, we also estimated a pre-registered 

secondary model that is identical to the main model except that it includes a separate dummy 

variable for each of the treatment conditions (rather than grouping the three Impact conditions 

together). To estimate treatment effects within each country, we used separate OLS regressions, 

each containing one country’s data. The right-hand side of the regressions includes the Impact 
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dummy variable, the Time dummy variable, and week fixed effects, with heteroskedasticity 

robust standard errors. 

Results 

Main Effects Aggregated Across Countries 

Our pre-registered hypothesis was that the impact appeals would increase customers’ 

likelihood of sharing their feedback with the company. Yet, in contrast to both our initial 

hypothesis and expert predictions (described earlier), the Impact conditions resulted in a lower 

average response rate (25.7%) than the Control condition (26.1%). Using our main model, we 

estimated that the impact appeals significantly reduced the likelihood of survey starting by .4 

percentage points (b = -.004, p = .015), or a 1.6% relative decrease compared to the Control 

condition.23 The secondary analysis shows that all three impact appeals either statistically 

significantly decreased survey starting or had an effect statistically indistinguishable from zero: 

Impact (Voice), b = -.010, p < .001; Impact (Help), b = .002, p = .254; Impact (Expert), b = -

.005, p = .031. The Time condition did not have a statistically significant effect on survey 

starting (b = .003, p = .183). The regression tables for the primary and secondary analyses are 

reported in Web Appendices E and F. 

Looking at survey completions, we estimated that the impact appeals significantly 

reduced the likelihood of survey completion by .9 percentage points (b = -.009, p < .001), 

representing a 4.1% decrease, compared to the 21.2% completion rate in the Control condition. 

All three impact appeals either significantly or marginally significantly decreased survey 

completion: Impact (Voice), b = -.013, p < .001; Impact (Help), b = -.003, p = .085; Impact 

(Expert), b = -.010, p < .001.  

 
23 Hereafter, we use “survey starting” for brevity when referring to the likelihood of survey starting. 



 

 

 

208 

We further estimated the effect of impact appeals on unsubscribing. Compared to the 

unsubscribe rate of 0.16% in the Control condition, the impact appeals significantly increased the 

likelihood that customers unsubscribed by 0.04 percentage points (b = .0004, p = .020), 

representing a 25% increase.24 In other words, customers who received an impact appeal were 

more likely to unsubscribe in order to spare themselves from future communications, compared 

to customers in the Control condition.25 

The results are robust to including the baseline sample characteristics as covariates (see 

Web Appendix E), as well as to using logistic regressions and mixed effects regressions with 

language and week random effects (see Web Appendix F). For the remaining analyses reported in 

the manuscript, we continue to follow our pre-registered plan to focus our analyses on the 

combined effect of the impact appeals. 

Country-Specific Effects 

Going beyond the negative average treatment effect whereby impact appeals reduced 

survey starting, we also uncovered considerable heterogeneity across countries. The impact 

appeals reduced survey starting in Japan (-9.2% change relative to the Control condition; b = -

.042, p < .001), France (-5.8%; b = -.022, p = .022), Brazil (-5.6%; b = -.018, p = .011), and USA 

(-5.8%; b = -.015, p < .001); they did not have a statistically significant effect in Canada (-.2%; b 

= -.001, p = .957) and Germany (+4.1%; b = .015, p = .109); but the impact appeals significantly 

 
24 The effect of the impact appeals on unsubscribing was primarily driven by the Impact (Help) condition (see Table 

A3-8 in Web Appendix F). 
25 We also examined whether satisfaction scores reported in the survey differed between conditions. Satisfaction 

scores could range from 0 (= Not at all Satisfied) to 10 (= Extremely Satisfied). Among the 108,671 customers who 

provided satisfaction scores, there was no statistically significant difference in scores between the Impact conditions 

(Mean = 8.25, SD = 3.01) and the Control condition (Mean = 8.26, SD = 3.00; b = -.02, p = .415). That said, the 

analysis of satisfaction scores naturally only includes people who took the survey. It is possible that the type of 

person who took the survey in the Impact conditions differed from the type of person who took the survey in the 

Control condition. This means that the satisfaction results could be partially driven by selection effects induced by 

the treatments. 
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increased survey starting in China (+13.5%; b = .022, p < .001). We observed similar 

heterogeneity in terms of survey completion. Figure 3-2 displays the average estimated treatment 

effects on survey starting and survey completion as well as the estimates by country. 

 

Figure 3-2. Estimated Average and Heterogeneous Treatment Effects of Impact Appeals on 

Survey Starting and Survey Completion (Study 1).  

The black dots reflect estimated treatment effects of the impact appeals (relative to Control), and 

the vertical black lines reflect the treatment effects’ 95% confidence intervals. The far-left side of 

the figure shows the average treatment effects across all seven countries in the sample (using the 

main model), and the rest of the figure shows treatment effects within each country (using the 

country-specific models). The top panel shows the effects on survey starting and the bottom 

panel shows the effects on survey completion. 
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Discussion 

 Thus far, we have shown that impact appeals on average reduced survey starting, reduced 

survey completion, and increased unsubscribing. However, there was significant heterogeneity 

across countries. Why do impact appeals decrease customer engagement in some countries, but 

increase engagement in others? For customers who generally do not trust business, the impact 

appeal may feel like an inauthentic influence tactic. Perceiving this inauthenticity may reduce 

customers’ willingness to comply with the firm’s request. However, customers who generally 

trust business may not perceive the impact appeal as inauthentic; instead, they may be positively 

motivated by the impact appeal, as we initially theorized. 

STUDY 1, PART 2: MODERATION BY TRUST IN BUSINESS 

To test this theoretical account, we examined whether a country’s level of trust in 

business moderated the effect of the impact appeals on feedback provision in the field 

experiment (Hypothesis 2). This hypothesis was developed after we had run the field experiment, 

and therefore, this analysis was not pre-registered.  

Methods 

Trust in Business Measure 

 We merged the data from the field experiment with country-level data about trust in 

business from the Edelman Trust Barometer (Edelman 2021). Edelman is a global 

communications firm that regularly conducts surveys around the world assessing people’s 

opinions about various types of organizations. We were able to draw on survey data that 

overlapped with our experimental period. Specifically, Edelman conducted its annual survey 

from October 19, 2020 to November 18, 2020, across 28 countries, including all the countries in 

our field experiment. The survey included approximately 1,150 respondents in each country, 
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except for the USA and China, which had 1,650 respondents each. Edelman used nationally 

representative sampling on age, gender, education, and region (Edelman 2021). 

The survey asked respondents, “Below is a list of institutions. For each one, please 

indicate how much you trust that institution to do what is right.” The list included “Government 

in general”, “NGOs in general”, “Media in general”, and “Business in general.” Participants 

rated their degree of trust in each type of institution on a 9-point scale (1 - Do not trust them at 

all; 9 – Trust them a great deal). To assess country-level trust in business, which is our measure 

of interest, Edelman calculated the percent of people within each country that selected one of the 

top 4 scale points and thus indicated some degree of trust in business in general. For instance, 

China’s trust in business score of 70 reflects that 70% of respondents in China selected one of the 

top 4 scale points. This method of coding trust mitigates cultural differences in Likert scale 

response styles (Chen, Lee, and Stevenson 1995). For instance, western cultures typically use 

more extreme scale points than eastern cultures, which makes it difficult to interpret mean 

differences across countries (i.e., differences could reflect true variation in a psychological 

construct or artifactual variation based on how the scale points were used by respondents). 

Nevertheless, we obtained similar results when using mean responses instead of Edelman’s 

coding scheme (see Web Appendix G).  

Analysis Strategy 

To test Hypothesis 2—that trust in business moderates the effect of impact appeals on 

feedback provision—we ran an OLS regression with the survey starting outcome on the left-hand 

side. The right-hand side includes the (mean-centered) country-level measure of trust in business, 

the Impact and Time dummy variables, and two interaction terms (between trust in business and 
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each dummy variable). The model also includes week and country fixed effects, with standard 

errors clustered by country. 

 

Results 

 Consistent with our theoretical account, the significant positive interaction between the 

impact appeals and trust in business (b = .002, p < .001) suggests that the impact appeals (vs. 

Control condition) had more negative effects on survey starting in countries with lower trust in 

business (e.g., Japan) than in countries with higher trust in business (e.g., China). That is, a 10-

percentage-point decrease in the share of people who trust business within a country is associated 

with a 2-percentage-point decrease in the estimated treatment effect of impact appeals (relative to 

the control condition) on survey starting. See Web Appendix G for the corresponding regression 

table. 

Using the same regression model, we estimated the simple effects of the impact appeals 

on survey starting at each level of trust in business (plotted in Figure 3-3). For example, for 

countries whose trust in business score was 45, close to Japan’s level of trust, the impact appeals 

were estimated to decrease survey starting by 3.6 percentage points (b = -.036, p < .001) 

compared to the Control group; for countries whose trust in business score was 70, close to 

China’s level of trust, the impact appeals were estimated to increase survey completion by 2.2 

percentage points (b = .022, p < .001). Figure 3-3 also displays the regression-estimated 

treatment effect of impact appeals within each country (reported in Part 1). The relationship 

between the regression-estimated treatment effects and trust in business across countries depicted 

in Figure 3-3 reflects a correlation of Pearson r = .726. 
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Figure 3-3. Impact Appeals’ Simple Effects and Estimated Treatment Effects by Trust in 

Business (Study 1).  

Using the moderation regression reported in Part 2, the black slope represents the regression-

estimated simple effects of the impact appeals on survey starting at every level of trust in 

business across the range of countries in our sample. The gray band contains the simple effects’ 

95% confidence intervals. Using the country-specific OLS regressions reported in Part 1, the 

black dots reflect each country’s estimated treatment effect of the impact appeals (relative to 

Control), and the vertical black lines reflect the treatment effects’ 95% confidence intervals. 

 

Similar moderation results were found in our analyses of the secondary dependent 

variables (see Web Appendix G for the corresponding regression tables). In countries with lower 

(vs. higher) trust in business, impact appeals (vs. Control condition) had more negative effects on 
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survey completion (interaction b = .002, p < .001) and increased unsubscribing to a greater 

extent (interaction b = -.00003, p = .003).26 These patterns add robustness to our primary 

analyses, which looked at survey starting. The unsubscribing dependent variable moreover lends 

support to our theoretical account: The impact appeals appear to have been received poorly by 

customers with lower trust in business, so much so that these customers were more willing to 

unsubscribe from future communications with the firm.  

We conducted several additional robustness checks to test alternative explanations (all 

reported in Web Appendix G). First, to ensure the results were not driven by trust ratings that 

may have been affected by the COVID-19 pandemic (the Edelman survey was collected in 

November 2020), we conducted a robustness check using a measure of trust in business from 

2019 (Edelman Trust Barometer 2020) and found consistent results. Second, the results were 

robust to re-estimating the moderation models with a different coding scheme for trust in 

business: using each country’s mean trust rating, rather than using Edelman’s recommended 

approach to capture the share of people within each country who trust business. Third, we found 

that trust in business remains a significant moderator when also controlling for relevant 

alternative moderators—including uncertainty avoidance, power distance, and individualism 

(Hofstede, Hofstede, and Minkov 2010).  

Discussion 

 In support of Hypothesis 2, impact appeals decreased survey starting to a greater extent in 

countries with lower trust in business. While the field experiment was particularly informative 

due to its large sample size and naturally assessed behaviors, it has limitations: (1) we were 

 
26 For a 10-percentage-point decrease in the share of people who trust business within a country, the treatment effect 

of impact appeals (relative to the control condition) on unsubscribing is estimated to increase by 0.03 percentage 

points, which corresponds to a roughly 20% relative change compared to the unsubscribing rate in the control 

condition (i.e., 0.16 percentage points). 
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unable to directly measure perceptions of the appeals, so we could not assess the underlying 

mechanisms; (2) the moderator of trust in business was measured at the country level, so 

variation in this measure only came from seven countries; (3) we used a one-item scale to 

measure trust; and (4) we developed the current hypothesis about trust in business after analyzing 

our original pre-registered hypotheses. We therefore designed a series of pre-registered lab 

experiments to deductively test our full theoretical account while addressing these concerns. 

STUDY 2: THE ROLE OF PERCEIVED INAUTHENTICITY 

 Study 2 uses a hypothetical vignette asking people how they would feel and respond if 

they were to receive a customer feedback survey invitation from their computer company (as in 

the field experiment). We randomized whether they saw a subject line containing an impact 

appeal or a control subject line. The study has four main objectives. First, we sought to 

conceptually replicate the findings from the field experiment and test Hypothesis 2 again—that 

the effect of impact appeals on compliance with feedback requests is moderated by trust in 

business. But this time we recruited people from a single country (USA) and used a multi-item, 

individual-level measurement of trust in business. Second, we investigated underlying 

mechanisms by testing if people with lower trust in business perceive impact appeals as more 

inauthentic (Hypothesis 1a). Third, we examined whether perceptions of inauthenticity predict 

intentions to take customer feedback surveys (Hypothesis 1b). Fourth, to provide a deeper 

understanding of our key mechanism, we explored how two common forms of inauthenticity—

perceptions of ulterior motives and exaggerated intentions (Silver, Newman, and Small 2021)—

explain the effects of impact appeals. Together, Study 2 tests our full model (Figure 3-1) that 

impact appeals are more likely to reduce feedback provision among customers with lower trust in 

business because these customers perceive impact appeals as more inauthentic. 
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Methods 

 We recruited participants on Amazon’s Mechanical Turk who lived in the USA. 

Following our pre-registration, participants were only invited to take the survey if they passed a 

brief attention check and were using a brand-name computer (rather than having built their own 

computer). The final sample included 1,998 people (mean age = 41.3, SD age = 12.9; 56.2% 

female).  

Participants were first asked what computer brand they were using. The response options 

included 11 of the most used computer brands and an “Other” option that allowed them to write-

in the brand (done by 4.5% of participants). Participants then were asked to imagine that they 

received help from their given computer company’s customer service the previous day, the 

customer service was satisfactory, and all their questions were promptly answered.27 Next, 

participants imagined receiving an invitation from their computer company for a customer 

feedback survey that would take about 2 minutes. We randomly assigned participants to read 

either the control subject line (“[Company] customer experience survey invitation”) or an impact 

appeal subject line (“Your voice is important: Shape the [Company] customer experience”). Both 

were identical to the subject lines used in the field experiment. Every participant’s specific 

computer brand name was piped into the subject line in the place of “[Company]”. We focused 

on the Impact (Voice) subject line from the field experiment because the other two appeals 

additionally incorporated complementary psychological constructs like prosociality and status. 

 Following the manipulation, participants rated the extent to which the company’s use of 

the subject line seemed inauthentic. We used two items to measure perceived inauthenticity, 

 
27 Positive customer service experiences seem more common in our data than negative experiences. For example, 

the vast majority of rated customer service encounters with our field partner were positive (median = 10 (out of a 

maximum of 10), with nearly 80% of responses rated at or above 8).  
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adapted from a measure of perceived manipulative intent in Campbell (1995): “The way this 

subject line tries to persuade customers to take the survey seems insincere to me” and 

“[Company] tries to influence customers with this subject line in an inauthentic way” (1 - 

Strongly Disagree; 6 - Strongly Agree). The two items were highly correlated (Pearson r = .73) 

so we averaged them together to create a composite score of perceived inauthenticity. On the 

following screen, we asked participants about their survey taking intentions: “If you were in this 

situation, how likely would you be to take the customer experience survey?” (1- Extremely 

Unlikely; 6 - Extremely Likely).  

 Participants next completed scales measuring two sources of inauthenticity: perceptions 

of ulterior motives and exaggerated intentions. We used two items to measure perceptions of 

ulterior motives: “[Company] is using this subject line to look good to its customers” and “I 

think there is another reason why [Company] is using this subject line, beyond just seeking 

customer feedback” (1 - Strongly Disagree; 6 - Strongly Agree). The two items were positively 

correlated (Pearson r = .52) so we averaged them to create a composite score of ulterior motives. 

We used two items to measure perceived exaggeration: “[Company] is intentionally exaggerating 

the impact customers could have on its customer service experience by taking the feedback 

survey” and “[Company] is intentionally exaggerating customers’ ability to influence its 

customer service by taking the feedback survey” (1 - Strongly Disagree; 6 - Strongly Agree). The 

two items were highly correlated (Pearson r = .91) so we averaged them to create a composite 

score of exaggeration.  

 Participants then completed a number of scales for alternative mediators including: 

perceptions of their potential impact on the company (perceived impact; two items, r = .87; 

Spreitzer 1995; Fuchs, Prandelli, and Schreier 2010), perceptions that the company is controlling 
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their behavior (perceived threat to freedom, two items, r = .76; Irmak, Murdock, and Kanuri 

2020), perceptions that the company appreciates feedback (feedback appreciation, two items, r = 

0.88), perceptions of the personal benefits they would receive from offering feedback (personal 

benefits; one item), and perceptions of the personal costs they would incur from offering 

feedback (personal costs; one item; See Web Appendix H for the scale items). After reporting 

their age and gender, participants indicated how often they had responded to customer feedback 

requests in the prior year.28 They then responded to a four-item scale measuring their general 

trusting attitudes towards business, adapted from a measure of general interpersonal trust 

developed by Levine et al. (2018). Example items include “I believe that companies do not 

intentionally misrepresent their products and services to customers” and “If I purchased an item 

from a company and it did not work as advertised, I believe the company would offer me a full 

refund for the item” (1 - Strongly Disagree; 6 - Strongly Agree). The four items were averaged 

into a composite measure of trust in business (𝛼 = .83). See Web Appendix I for the full set of 

items. Participants also responded to a four-item scale assessing trust in their specific computer 

company (also adapted from Levine et al. 2018; see Web Appendix J; 𝛼 = .84). The two sets of 

trust measures were counterbalanced in order. We report the results for trust in business in the 

manuscript and trust in the specific company in Web Appendix J; trust in the specific company 

shows similar results, though weaker in terms of statistical significance. 

Results 

 
28 We had originally pre-registered to include prior feedback provision as a covariate in all analyses for the purpose 

of increasing our statistical power. Only after collecting the data, we realized prior feedback provision could be 

causally affected by trust in business (whereby positive trusting attitudes towards businesses may lead customers to 

be willing to provide voluntary feedback); thus, it is not appropriate to include prior feedback provision as a 

covariate in the regression models that test the effect of trust in business (Angrist and Pischke 2008). We report 

results in the manuscript without controlling for prior feedback provision, though these results hold if we do control 

for it (Web Appendix I).  
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 We first focus on Hypothesis 2 and test whether trust in business moderated the effect of 

the impact appeal on survey taking intentions. Before conducting our primary analysis, we 

confirmed that being randomly assigned to the Impact condition (vs. Control condition) did not 

affect responses to the trust in business moderator (p = .665). We then ran an OLS regression that 

predicts participants’ survey taking intentions, where the right-hand side includes a dummy 

variable indicating whether participants were in the Impact (vs. Control) condition, (mean-

centered) trust in business, and the interaction between the two variables. In line with our field 

study and Hypothesis 2, we found that the effect of the impact appeal on survey taking intentions 

depended on trust in business (interaction b = .180, p = .011; see Web Appendix I for the 

regression table). Figure 3-4 Panel A depicts the regression-estimated simple effects on survey 

taking intentions at every level of trust in business. When trust in business was low, the impact 

appeal had a negative effect on survey taking intentions. For example, for participants with 

moderately low trust in business (who tended to “disagree” with the trust in business items, with 

an average rating of 2 out of 6), the impact appeal was estimated to significantly reduce survey 

taking intentions (b = -.376, p = .011). However, this negative effect was attenuated as trust in 

business increased. For example, for people with moderately high trust in business (who tended 

to “agree” with the trust in business items, with an average rating of 5 out of 6), the impact 

appeal was estimated to increase survey taking intentions, albeit only marginally significantly (b 

= .163, p = .097). Together these results support Hypothesis 2 that the effect of impact appeals on 

survey taking intentions was more negative among individuals with lower trust in business.  

We next tested whether trust in business moderated the effect of the impact appeal on 

perceptions of inauthenticity (Hypothesis 1a). We ran an OLS regression to predict perceived 

inauthenticity as a function of an indicator for the Impact (vs. Control) condition, (mean-
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centered) trust in business, and their interaction. See Web Appendix I for the regression table. 

The positive coefficient on the Impact indicator shows that compared to the Control condition, 

the Impact condition significantly increased perceived inauthenticity at the mean level of trust in 

business (b = .475, p < .001). Importantly, in support of Hypothesis 1a, the impact appeal 

increased perceived inauthenticity to a greater extent among people with lower trust in business 

(interaction b = -.257, p < .001). Panel B of Figure 3-4 displays the simple effects of the impact 

appeal on perceived inauthenticity at every level of trust in business. For people with moderately 

low trust in business (who on average indicated “disagree” on the trust in business items), the 

impact appeal was estimated to significantly increase perceived inauthenticity by 0.97 on a 6-

point scale (b = .966, p < .001). The effect of the impact appeal on perceived inauthenticity was 

reduced to 0.20 for people with moderately high trust in business (who on average indicated 

“agree” on the trust in business items; b = .195, p = .015).  

We further tested whether perceived inauthenticity helped explain the more negative 

effects of the impact appeal on survey taking intentions among people with lower trust in 

business. In support of Hypothesis 1b, we first confirmed that perceived inauthenticity negatively 

predicted survey taking intentions (b = -.381, p < .001). Next, we used moderated mediation 

analyses to test our full theoretical model. Specifically, we tested whether the indirect effect of 

the impact appeal on survey taking intentions through perceived inauthenticity depended on trust 

in business. Using 5,000 bootstrapped samples, we estimated that the impact appeal had a 

negative indirect effect on survey taking intentions via perceived inauthenticity among people 

with moderately low trust in business (who on average indicated “disagree” on the trust in 

business items; indirect effect = -.314, 95% CI = [-.432, -.218]). Yet for people with moderately 

high trust in business (who on average indicated “agree” on the trust in business items), the 
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indirect effect of the impact appeals through perceived inauthenticity was significantly weaker 

(indirect effect = -.063, 95% CI = [-.121, -.007]; comparison of indirect effects between the two 

levels of trust, p < .001). These results suggest that perceptions of inauthenticity could help 

explain why the impact appeal decreased survey taking intentions to a greater extent among 

people with lower trust in business.   

Figure 3-4. Treatment Effects of Impact Appeals Depend on Trust in Business (Study 2). 

This figure shows the regression-estimated simple effects of the impact appeal on survey taking 

intentions (Panel A) and perceived inauthenticity (Panel B) at every level of trust in business. 

The gray bands contain the 95% confidence intervals. The trust in business scale points 

correspond to the following labels: 1 = Strongly Disagree, 2 = Disagree, 3 = Somewhat Disagree, 

4 = Somewhat Agree, 5 = Agree, and 6 = Strongly Agree.  

Panel A. Survey Taking Intentions Panel B. Perceived Inauthenticity 

  

As a secondary analysis, we examined how the effects of impact appeals were explained 

by two common sources of inauthenticity: perceptions of ulterior motives and exaggerated 

intentions (Silver, Newman, and Small 2021). We found that, for people with lower (vs. higher) 

trust in business, the impact appeal elicited stronger perceptions of ulterior motives (interaction b 
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= -.233, p < .001) and stronger perceptions of exaggeration (interaction b = -.429, p < .001). 

Furthermore, in univariate regressions, ulterior motives (b = -.184, p < .001) and exaggeration (b 

= -.290, p < .001) both predicted weaker survey taking intentions. Importantly, however, when 

including both of these variables in a multivariate regression predicting survey taking intentions, 

only exaggeration (b = -.296, p < .001) remained statistically significant (ulterior motives b = 

.011, p = .733). These results suggest that the impact appeal may have had more negative effects 

on survey taking intentions among people with lower trust in business because these people 

perceived that the company using the impact appeal was intentionally exaggerating the impact 

customers could make, not because they perceived the company was using the impact appeal for 

other reasons (e.g., to look good). 

As a robustness check, we confirmed that our moderated mediation models hold after 

controlling for the alternative mediators: perceived impact, perceived threat to freedom, feedback 

appreciation, personal benefits, and personal costs. We also confirmed that the primary 

moderation results (Hypotheses 1a and 2) were robust to the inclusion of age and gender controls 

(and if needed in the case of H1a and H2, their interactions with the indicator of the Impact (vs. 

Control) condition). See the results of the robustness checks in Web Appendices I-K. 

Discussion 

The results of Study 2 support all three hypotheses. We conceptually replicate the results 

of the field experiment, showing that the effect of the impact appeal (compared to the Control 

condition) on customers’ intentions to provide feedback was more negative among customers 

with lower trust in business (Hypothesis 2). In support of the proposed mechanism underlying 

this effect, the impact appeal was perceived as more inauthentic than the control subject line 

among customers with lower trust in business (Hypothesis 1a), and perceived inauthenticity 
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negatively predicted feedback provision intentions (Hypothesis 1b). Finally, our moderated 

mediation analysis provides evidence consistent with our full model that the impact appeal 

decreased survey taking intentions among customers with low trust in business because these 

customers perceived the appeal as inauthentic. However, customers with high trust in business 

did not perceive the impact appeal as particularly inauthentic, and as a result, the appeal did not 

reduce their survey taking intentions.  

In an additional pre-registered study with a similar experimental design (N = 1,505; see 

Web Appendix L), we replicated these results, and observed that general interpersonal trust 

(Levine et al. 2018) did not statistically significantly moderate the effects of the impact appeal on 

survey completion intentions. This suggests that our findings are not simply driven by a general 

propensity to trust.  

To provide a deeper understanding of our key mechanism, we examined two sources of 

inauthenticity in Study 2: ulterior motives and exaggeration. Perceptions that the firm was 

intentionally exaggerating customers’ potential impact, not that the firm had ulterior motives, 

helped explain the impact appeal’s negative conditional effects on survey taking intentions. 

Given that this conclusion is based on correlational results, we conducted a supplemental pre-

registered study (N = 1,999; see Web Appendix M) to causally test the role of perceived 

exaggeration by manipulating the plausibility of the stated impact in the appeal. Specifically, in 

addition to manipulating the type of feedback request, we varied whether participants learned 

that the feedback they had provided to a company in the past either had or had not made an 

impact. When people learned that their past feedback had been neglected (and thus had reason to 

suspect the stated impact in the appeal was exaggerated), impact appeals again increased 

perceptions of inauthenticity and failed to improve feedback provision intentions; importantly, 
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when people learned that their past feedback had made an impact, the effect of impact appeals on 

perceived inauthenticity was substantially attenuated, and impact appeals actually increased 

feedback provision intentions. Together, perceptions that the firm is exaggerating intentions seem 

to be a strong determinant of the inauthenticity and inefficacy of impact appeals. 

STUDY 3: MANIPULATING TRUST IN BUSINESS 

 The primary purpose of Study 3 is to use an exogenous manipulation of trust in business 

to show that it causally moderates the effect of impact appeals on survey taking intentions. The 

study has two additional goals. First, to demonstrate generalizability across various impact 

appeals, the study incorporated a wider range of stimuli; participants responded to three different 

impact appeals and three different control subject lines. Second, to demonstrate generalizability 

across contexts, the feedback request was for a company’s product, rather than about a customer 

service experience.  

Methods 

 Following our pre-registration, we recruited 1,007 participants on Amazon’s Mechanical 

Turk who lived in the USA (mean age = 39.6, SD age =12.2, 58.2% female).  

 Participants were randomly assigned to either the “Reduced Trust” or “Status Quo” 

condition. In the Reduced Trust condition, participants were asked to read about declining trust 

in business from reports by leading market research firms (Edelman and Ipsos). Participants were 

then asked to answer one comprehension check question and to briefly describe marketing 

practices that had decreased their own trust in companies in general. In the Status Quo condition, 

participants were asked to read about the 2022 Toyota Camry, answer one comprehension check 

question, and briefly describe some car features that they frequently use (or if they do not drive, 
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car features that they believe others frequently use). The Reduced Trust (vs. Status Quo) 

manipulation was adapted from previous work (Darke and Argo 2005; Kirmani and Zhu 2007). 

In the next section of the survey, participants were asked to imagine themselves as a 

customer of a large technology company referred to as “Company X.” Participants were then 

asked to imagine that on that day, Company X emailed them requesting feedback about its 

software, and Company X was considering which subject line to use for this email. Participants 

reacted to three pairs of subject lines, with each pair containing one control subject line and one 

impact appeal subject line (see Table 2).  

Table 3-2. Subject Lines from Study 3 

 

Pair Control Subject Line Impact Appeal Subject Line 

1 Company X customer feedback survey 

invitation 

Your voice is important: Have a say in 

Company X’s direction 

2 Company X requests your feedback Your opinion matters: Shape the future of 

Company X 

3 Company X customer feedback request Your expert advice will impact Company 

X 

 

Participants first answered three questions measuring survey taking intentions (one for 

each pair): “Would you be more likely to take the feedback survey if Company X actually sent 

you this email with subject line (a) or subject line (b)?” (1 – Much more likely with (a); 7 – 

Much more likely with (b)). Then participants responded to three questions measuring perceived 

inauthenticity (one for each pair): “If Company X actually sent you this email… which of these 

two subject lines would feel more inauthentic?” (1 – (a) would feel much more inauthentic; 7 – 

(b) would feel much more inauthentic).  
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The order of the pairs was randomized, and each participant was randomized to see the 

impact appeals either consistently on the left side of the scales (i.e., designated as the subject line 

(a)) or consistently on the right side of the scales (i.e., designated as the subject line (b)). Each 

pair’s control subject line was always on the opposite side of the scale from its impact appeal 

subject line. The responses were re-coded such that higher values correspond with the impact 

appeal subject lines and lower values correspond with the control subject lines. That is, for the 

measure of survey taking intentions, higher values indicate that participants more strongly 

preferred to take the survey with an impact appeal over its corresponding control subject line; for 

the measure of perceived inauthenticity, higher values indicate that participants more strongly 

believed an impact appeal was more inauthentic than its corresponding control subject line. 

Participants then completed a two-item trust manipulation check (Rajavi, Kushwaha, and 

Steenkamp 2019). The two items were highly correlated (Pearson r = .83) so we averaged them 

to create a composite measure of trust in Company X. Participants then reported their gender and 

age. 

Results 

 We first confirmed that the Reduced Trust (vs. Status Quo) manipulation reduced 

participants’ trust in Company X (b = -.565, p < .001). 

 To test our three hypotheses, we analyzed data at the subject line pair level with three 

observations per participant, using OLS regressions with subject line pair fixed effects and 

standard errors clustered by participant. We first tested Hypothesis 2 by examining whether 

prompting (vs. not prompting) people to have lower trust in business decreased their preference 

for taking a feedback survey with an impact appeal subject line (relative to a survey with a 

control subject line). The regression predicts survey taking intentions as the outcome, and the 
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right-hand side includes a dummy variable indicating whether participants were in the Reduced 

Trust (vs. Status Quo) condition. Consistent with Hypothesis 2, being randomly assigned to the 

Reduced Trust (vs. Status Quo) condition decreased the extent to which people preferred taking a 

survey with an impact appeal subject line over a control subject line (b = -.294, p = .004; Figure 

3-5, Panel A).  

We next tested Hypothesis 1a that prompting (vs. not prompting) people to have lower 

trust in business increased the extent to which an impact appeal subject line was viewed as more 

inauthentic (relative to a control subject line). The regression predicts perceived inauthenticity as 

the outcome, and the right-hand side includes a dummy variable indicating whether participants 

were in the Reduced Trust (vs. Status Quo) condition. Consistent with Hypothesis 1a, being 

randomly assigned to the Reduced Trust (vs. Status Quo) condition increased the extent to which 

the impact appeal subject lines were viewed as more inauthentic relative to control subject lines 

(b = .391, p < .001; Figure 3-5, Panel B). 
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Figure 3-5. The Effects of Trust in Business on Survey Taking Intentions and 

Inauthenticity in Study 3.  

This figure shows participants’ responses for survey taking intentions (Panel A) and perceived 

inauthenticity (Panel B) by trust condition. The square and triangular markers reflect means, 

error bars reflect 95% confidence intervals, and translucent points represent each participant’s 

response. The top row of each graph displays each participant’s average response across the three 

pairs of subject lines. In the bottom three rows of each graph, the left side displays the exact 

wording of the control subject lines, and the right side displays the exact wording of the impact 

appeal subject lines.  

Panel A. Survey Taking Intentions 

 
Panel B. Perceived Inauthenticity 
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We further tested whether the effects of the trust manipulation on survey taking intentions 

were explained by perceived inauthenticity. We first confirmed that, in support of Hypothesis 1b, 

the more impact appeals were perceived as inauthentic relative to control subject lines, the less 

likely people preferred to take surveys with impact appeals over control subject lines (b = -.374, 

p < .001). We then used mediation analysis with 5,000 bootstrapped samples and found that the 

Reduced Trust (vs. Status Quo) manipulation had a negative indirect effect on survey taking 

intentions via perceived inauthenticity (indirect effect = -.161, 95% CI = [-.257, -.068]). These 

results suggest that reducing trust in business increases the extent to which people perceive 

impact appeal subject lines as more inauthentic than control subject lines, which predicts weaker 

intentions to take a survey with an impact appeal (vs. a control) subject line.  

Discussion  

 Study 3 provides evidence that trust in business causally moderates the effects of impact 

appeals. The results support our full theoretical account that impact appeals have more negative 

effects on feedback provision when customers have lower trust in business because reducing 

trust causes these customers to perceive impact appeals as more inauthentic. The results also 

highlight the generalizability of our theorizing; the hypothesized effects were observed across a 

variety of impact appeals and in response to feedback requests about products (rather than only 

customer service).  

GENERAL DISCUSSION 

Customer feedback is a key input into marketing research and strategy. Marketers often 

try to solicit this feedback by attempting to persuade customers that their actions can impact the 

organization—a tactic we term “impact appeals.” Previous research and common wisdom among 

marketers suggest that impact appeals should be effective in increasing customers’ compliance 
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with feedback requests. We tested this hypothesis using a multinational field experiment with a 

Fortune 500 company, involving over 400,000 customers in seven countries (Study 1). In 

contrast to our initial prediction and the predictions of marketing experts, impact appeals on 

average reduced compliance with feedback requests. Importantly, the effects varied across 

countries. We theorized and showed evidence that the effect of impact appeals on feedback 

provision depends on people’s trust in business (Hypothesis 2). Specifically, in the field 

experiment, we found that impact appeals had more negative effects in countries with lower trust 

in business (e.g., Japan) than in countries with higher trust in business (e.g., China). In two lab 

studies, we showed that trust in business (measured in Study 2 and manipulated in Study 3) 

moderated the effect of impact appeals on compliance with feedback requests. We moreover 

found support for our proposed underlying mechanism: When people have lower trust in 

business, they view impact appeals as more inauthentic (Hypothesis 1a), which reduces their 

willingness to offer feedback in response to impact appeals (Hypothesis 1b).    

Our research contributes to the literatures on customer feedback, customer empowerment, 

and social influence. While previous research has largely focused on the consequences of 

customer feedback provision (e.g., Dholakia 2010; Lemon and Verhoef 2016), we provide 

insights into the antecedents of feedback provision. To do this, we conducted high-powered field 

and lab tests of an influence tactic that is commonly used to solicit feedback but unexplored in 

previous research. Although existing research suggests that people are motivated by self-efficacy 

and that people value having impact (e.g., Cryder, Loewenstein, and Scheines 2013; Fuchs and 

Schreier 2011), we find that prospectively framing an action as empowering can reduce 

motivation to take that action. To understand this backfiring effect, we identify perceived 

inauthenticity —in our case, driven by the inference that the firm is exaggerating impact—as a 
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mechanism that explains how influence tactics reduce compliance, and we provide convergent 

evidence on how trust in business shapes customers’ responses to influence tactics.    

Managerial Implications 

Our work has several managerial implications. The results first and foremost caution 

against using impact appeals to motivate customer feedback provision without accounting for 

how the appeals will be perceived by the target audience. In our surveys, marketing experts 

predicted that “Your voice is important: Shape the [Company] customer experience” would be 

the most effective subject line in increasing compliance with the feedback requests. If our field 

partner were to implement this subject line (rather than the control subject line) across the seven 

countries in our study, a back-of-the-envelope calculation suggests that this would result in 

approximately 35,000 fewer surveys completed in a year (see Web Appendix N for details). This 

underscores the importance of testing marketing strategies in the field, even seemingly attractive 

ones, before scaling them. 

 Our work further highlights that firms should attend to heterogeneous responses to their 

marketing strategies. The same impact appeal that effectively mobilizes customers with high 

trust in business disengages customers with low trust in business. Thus, a targeted approach to 

soliciting customer feedback—sending impact appeals to customers with high trust in business 

and straightforward requests to customers with low trust in business—may be the most effective 

strategy. Identifying moderators like trust in business further enables out-of-sample predictions 

that can inform broader strategies for firms. In our field partner’s case, for the countries in our 

experiment (accounting for approximately 65% of the total customer base), the firm can use the 

subject line that performed best in our experiment within each country. For the countries not 

included in the field experiment (e.g., India, South Korea), the firm can predict which subject 
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line would perform best (using the estimated moderation model from the field experiment) and 

implement that subject line within each out-of-sample country. This targeted approach would, for 

example, prescribe using an impact appeal subject line in India (with a high level of trust in 

business, similar to China) and the neutral control subject line in South Korea (with a low level 

of trust in business, similar to Japan). If our field partner were to use such a targeted approach 

based on trust in business across its entire customer base, a back-of-the-envelope calculation (see 

details in Web Appendix N) suggests it would collect approximately 40,000 additional completed 

surveys over a year compared to only using the control subject line (a 5% relative increase) or 

65,000 more surveys compared to only using impact appeals (an 8% relative increase). This 

exercise shows the value of identifying key moderators that explain heterogeneous treatment 

effects, which can inform targeted strategies that extend beyond the sample used in a specific 

field experiment. We encourage future research to more formally assess the value of our 

recommended approach.  

 Finally, our theoretical account directly informs ways to redesign impact appeals to 

effectively mobilize a broader segment of customers. Our research suggests that impact appeals 

seem inauthentic and backfire if customers feel like the organization is exaggerating potential 

customer impact. This mechanism suggests that impact appeals could feel motivating, as we 

originally theorized—if the stated impact seems plausible to customers. As one example, in a 

supplemental pre-registered study (N = 1,417; see Web Appendix O), we show that impact 

appeals have positive effects on survey taking intentions if they are complemented with “process 

transparency information” that describes how the firm actually uses customer feedback to make 

impact (Buell, Porter, and Norton 2021). Future research is needed to test whether alternative 

implementations of impact appeals that guard against perceptions of inauthenticity—such as 
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process transparency information—could lead to greater feedback provision across a broad 

audience, even among customers with low general trust in business. 

Limitations and Future Research 

 The current research has several limitations that open up avenues for future research. 

First, the analysis of trust in business as a moderator in the field was conducted post-hoc. Future 

research should deductively field test whether the effects of impact appeals and other influence 

tactics depend on trust in business. Another limitation of this research is that the theoretical 

account focuses on one reason why impact appeals can backfire; however, there could be other 

mechanisms involved. For instance, some customers may simply not want to make an impact and 

instead prefer to leave consequential decisions to experts (Kassirer, Levine, and Gaertig 2020). 

Future research should examine other mechanisms underlying the effects of impact appeals.  

Conclusion 

In this research, we find that impact appeals—that is, appeals that attempt to motivate 

customers by telling them that their actions can impact the organization—can surprisingly 

decrease customers’ willingness to comply with feedback requests. We show that impact appeals 

can backfire because they are perceived as inauthentic, particularly when customers have lower 

trust in business. While the belief that one’s actions are consequential may underlie customer 

motivation and engagement in many domains, effectively instilling that belief in customers may 

be more difficult for firms than it seems.  
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CHAPTER 3  

 

APPENDIX 

 

Web Appendix A: Surveys on Expert Predictions and Use of Feedback Request Strategies  

 

Survey 1. Customer Experience Professionals’ Predictions and Use of Strategies 

 

Methods 

 

 We collaborated with the Customer Experience Professional Association (CXPA) to 

recruit their members and social media followers for a survey via weekly email newsletters and 

social media posts. As pre-registered, we only included participants in our analysis who (1) 

completed the survey within four weeks of its initial launch, (2) reported having experience 

working in customer experience or marketing, and (3) reported having no prior knowledge about 

the results of our field experiment. Of the 85 people who responded to the survey, 76 met these 

inclusion criteria (“full sample”). Of these participants, 42 participants worked in the USA 

(“USA-based sample”).  

 

The survey explained:  

 

A large US-based technology company (let's call it “Company X”) regularly invites 

customers to take a feedback survey after customers receive help from customer 

service. Company X conducted an A/B test to examine how email subject lines 

influence whether customers are willing to take their survey. Specifically, Company X 

split their customers into equal groups and emailed each group a feedback survey 

invitation with a different subject line. For each subject line, Company X measured 

the "survey response rate" (i.e., the share of customers who started the survey).  

 

As indicated by the slider below, 25.8% of its US-based customers who received an 

email with the subject line "Company X customer experience survey invitation" 

started the survey. 

 

Note that 25.8% is the actual response rate from the control condition of the field experiment 

(Study 1) for customers in the USA. Participants then predicted the response rates for the four 

other subject lines among USA-based customers in our field experiment (using sliders that 

ranged from 0% to 100%, anchored at 0%): 

 

[Time:] Company X customer experience survey invitation (only takes 2 minutes)  

[Impact (Voice):] Your voice is important: Shape the Company X customer experience  

[Impact (Help):] Your help is needed: Shape the Company X customer experience 

[Impact (Expert):] Your expert advice is appreciated: Shape the Company X customer 

experience  
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Note that the words in brackets were not shown to survey respondents and are displayed here as 

shorthand labels of these subject lines. The order of the three impact appeals was randomized. 

 

 Participants were then asked whether they had experience working in marketing or 

customer experience, whether they were currently working in the USA, and whether they had 

prior knowledge about the results of our field experiment.  

 

 Next, participants were asked, “Based on your observations, which of the following 

approaches does your company most frequently prefer to use to request feedback from 

customers?”. They had four response options: 

 

1. [Impact appeals:] We try to persuade customers that their feedback will have an 

impact (for example, “Shape our company's customer service experience”). We do not 

offer rewards for providing feedback. 

2. [Neutral control:] We send straightforward requests (for example, “Customer 

experience survey invitation”). We do not offer rewards for providing feedback. 

3. [Reward:] We offer rewards for completing surveys (for example, “Take this survey to 

get a gift card”). 

4. I do not know / Not applicable. 

 

Again, the words in brackets were not shown to survey respondents and are displayed here as 

shorthand labels of the different types of feedback request strategies. The order of the first three 

options was randomized.   

 

Finally, participants who thought their company preferred using impact appeals were 

asked to briefly describe why they think their company prefers this approach. 

 

Results 

 

 We pre-registered to calculate each participant’s predicted response rate for impact 

appeals (by averaging across their predictions for the three impact appeal subject lines) and to 

then conduct a t-test comparing the predicted response rates for impact appeals to 25.8% (i.e., the 

response rate provided to participants for the control subject line). 

 

 Our primary pre-registered analysis only focused on the USA-based sample (N=42). The 

average predicted response rate for impact appeals (29.5%) was marginally significantly greater 

than 25.8% (p = .051). As a secondary analysis, we separately compared participants’ predictions 

for each of the four subject lines with the 25.8% response rate for the control subject line. On 

average, participants predicted that Time (31.4%; p = .021), Impact (Voice) (32.0%; p = .010), 

and Impact (Expert) (30.5%; p = .019) would significantly increase response rates relative to the 

control subject line, and that the Impact (Help) subject line (25.9%; p = .980) would not 

significantly affect response rates relative to the control. 

 

As a pre-registered robustness check we conducted the same comparisons with the full 

sample (N=76) and found that the average predicted response rate for the impact appeals (31.2%) 

was significantly greater than 25.8% (p < .001). In this larger sample, participants on average 
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predicted that all the treatment subject lines would (significantly or marginally significantly) 

increase response rates relative to the control subject line: Time (31.9%; p < .001), Impact 

(Voice) (32.6%; p < .001), Impact (Expert) (31.3%; p = .002), and Impact (Help) (29.0%; p = 

.063). 

 

In the USA-based sample, 50% of participants reported that their firm most frequently 

preferred using impact appeals, 28.6% reported using the neutral control strategy, 16.7% reported 

using rewards, and 4.8% reported “I don’t know / Not applicable.” In the full sample, 48.7% of 

participants reported that their firm most frequently preferred using impact appeals, 32.9% 

reported using the neutral control strategy, 11.8% reported using rewards, and 6.6% reported “I 

don’t know / Not applicable.” 

 

Survey 2. Customers’ Exposure to Feedback Request Strategies  

 

Methods 

 

We recruited 201 participants on Amazon’s Mechanical Turk for this survey (mean age = 

38.3, SD age = 10.1; 41.8% Female). Participants first learned that the study was about their past 

experiences with customer feedback requests from companies. Participants were then asked: “In 

the past few years, how often have you seen companies use each of the following email 

strategies?” (1 – Never to 6 – Very frequently): 

 

1. [Impact appeal:] They try to persuade customers that their feedback will have an 

impact (for example, “Your voice is important: Shape the [Company] customer 

experience”). There is no reward for providing feedback. 

2. [Neutral control:] They simply send a straightforward request (for example, 

“[Company] customer experience survey invitation”). There is no reward for 

providing feedback. 

3. [Reward:] They offer a reward for completing the survey (for example, “Take this 

survey to get a gift card”). 

 

Next, they were asked to search their email inbox for “the most recent email from a 

company that is requesting your customer feedback.” They then reported the email’s subject line 

and rated whether it was an impact appeal (similar to the definition provided above) and whether 

it offered a reward. They next were asked to read the email body and report whether the email 

body included an impact appeal and whether it offered a reward. They provided their age and 

gender at the end of the study. 

 

Results 

 

 The responses to the first question about how often they had seen different strategies are 

summarized in Table A3-1 below. 
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Table A3-1. Perceived Frequencies of Customer Feedback Solicitation Strategies 

 

 Mean (SD) Median 

Impact Appeal 4.54 (1.05) 5 

Neutral Control 4.56 (1.16) 5 

Reward 3.33 (1.44) 3 
Note: The scale ranges from: 1 – Never to 6 – Very Frequently. 

Of the 201 participants who completed the survey, 83.6% (168) reported that they were 

able to find a customer feedback request in their email inbox. Of the 168 who found a customer 

feedback request, impact appeals were reported in 39.9% (67) of subject lines and in 70.2% 

(118) of email bodies. Reward offers were reported in 17.9% (30) of subject lines and in 25% 

(42) of email bodies.  

Survey 3. MBA Marketing Association Members’ Predictions 

 

Methods 

 

In a pre-registered survey, we collaborated with the marketing association at a large 

business school and got permission to email all of their members. We pre-registered that we 

would leave the survey open for 14 days and that we would stop data collection at that point. Of 

the 68 MBA students who took the survey, 94% had completed course work in marketing and 

68% had worked in marketing. 

 

The survey explained:  

 

A large US-based technology company (“Company X”) seeks to increase the amount of 

customer feedback. About a day after customers receive help from a service agent, the 

company emails customers, inviting them to take a voluntary customer experience survey. 

The company is considering using one of the five following email subject lines for survey 

invitations sent to their U.S. customers. In this context, which subject line do you think 

will result in the highest rate of survey completion among the invited customers? 

 

Participants had 5 options: 

 

[Control:] Company X customer experience survey invitation 

[Time:] Company X customer experience survey invitation (only takes 2 minutes)  

[Impact (Voice):] Your voice is important: Shape the Company X customer experience  

[Impact (Help):] Your help is needed: Shape the Company X customer experience 

[Impact (Expert):] Your expert advice is appreciated: Shape the Company X customer 

experience  

 

Note that the words in brackets were not shown to survey respondents and are displayed here as 

shorthand labels of these subject lines.  
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Results 

 

 Of the 68 MBAs who completed the survey, 41% (28) predicted that the Impact (Voice) 

subject line would lead to the highest consumer feedback survey completion rate, 34% (23) 

predicted Time, 18% (12) predicted Impact (Help), 6% (4) predicted Impact (Expert), and 1% (1) 

predicted Control.  

 

 More formally, we pre-registered that we would estimate a multinomial logit with the 5-

option choice as the dependent variable (DV) and only constant terms on the right-hand side. For 

the DV, the reference group is the Control subject line. Consistent with our initial hypothesis, we 

found that, compared to the Control subject line, people were either significantly or at least 

directionally more likely to pick the Impact (Voice) subject line (b = 3.33, p = .002), the Impact 

(Help) subject line (b = 2.49, p = .017), and the Impact (Expert) subject line (b = 1.39, p = .215).  

 

 We confirmed that the patterns of predictions were similar among MBAs who had 

previously worked in marketing (N = 46). Specifically, among this subsample, 41% (19) 

predicted Impact (Voice), 37% (17) predicted Time, 15% (7) predicted Impact (Help), 7% (3) 

predicted Impact (Expert), and 0% (0) predicted Control would outperform the other subject 

lines. Also, when we added a binary indicator of whether a respondent had previously worked in 

marketing as an independent variable in the aforementioned multinomial logit, we did not find 

evidence that it predicted respondents’ choices (p-values > .850).
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Web Appendix B: Subject Line Translations (Study 1) 

Note that all translations included the actual company name (indicated as “[Company]” below) in English. The company confirmed 

that its consumers across the world typically use the English version of the company name. 

 

Table A3-2. Subject Line Translations 

Experimental 

Condition 

Language 

English French German Japanese 
Portuguese 

(Brazilian) 

Chinese 

(Simplified) 

Control 

[Company] 

customer 

experience survey 

invitation 

Enquête de 

satisfaction client 

[Company] 

Einladung zur 

Umfrage zur 

Zufriedenheit von 

[Company] Kunden 

[Company]お客様

満足度アンケート

のご案内 

Pesquisa de 

satisfação referente 

ao atendimento da 

[Company] 

[Company]诚邀您

参加客户体验调查 

Time 

[Company] 

customer 

experience survey 

invitation (only 

takes 2 minutes) 

Enquête de 

satisfaction client 

[Company] (ne 

prendra que 2mn) 

Einladung zur 

Umfrage zur 

Zufriedenheit von 

[Company] Kunden 

(dauert nur 2 

Minuten) 

[Company]お客様

満足度アンケート

のご案内（所要時

間約2分） 

Pesquisa de 

satisfação referente 

ao atendimento da 

[Company] (leva só 

dois minutos) 

[Company]诚邀您

参加客户体验调查

(仅需2分钟) 

Impact (Voice) 

Your voice is 

important: Shape 

the [Company] 

customer 

experience 

Votre voix est 

importante: 

Façonnez 

l'expérience client 

[Company] 

Ihre Stimme ist 

wichtig: Prägen Sie 

das [Company] 

Kundenerlebnis 

[Company]の顧客

体験をより良くす

るために、お客様

の声を大切にいた

します 

Sua opinião é 

importante: Molde a 

experiência do 

cliente [Company] 

您的意见对

[Company]很重要

：共建客户体验 

Impact (Help) 

Your help is 

needed: Shape the 

[Company] 

customer 

experience 

Votre aide est 

requise: Façonnez 

l'expérience client 

[Company] 

Ihre Hilfe wird 

benötigt: Prägen Sie 

das [Company] 

Kundenerlebnis 

[Company]の顧客

体験をより良くす

るために、お客様

のご協力が必要で

す 

Precisamos da sua 

ajuda: Molde a 

experiência do 

cliente [Company] 

[Company]需要您

的帮助：共建客户

体验 

Impact (Expert) 

Your expert advice 

is appreciated: 

Shape the 

[Company] 

customer 

experience 

Votre avis d'expert 

est apprécié: 

Façonnez 

l'expérience client 

[Company] 

Ihre Expertise wird 

geschätzt: Prägen 

Sie das [Company] 

Kundenerlebnis 

[Company]の顧客

体験をより良くす

るために、お客様

からの貴重なアド

バイスをお願いい

たします 

Valorizamos sua 

expertise: Molde a 

experiência do 

cliente [Company] 

[Company]十分重

视您的专业建议：

共建客户体验 
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Web Appendix C: Subject Line Pre-Test (Study 1) 

 

We recruited participants on Prolific to evaluate the subject lines. For non-English subject 

lines, we recruited bi-lingual participants who were fluent in English and the respective 

language. Of the 2,134 participants who started the pre-test survey, 1,336 participants passed all 

three attention checks. 382 participants pre-tested five English subject lines that we did not end 

up using in the field experiment so we will not report them here. Thus, 954 participants were 

included in the final analysis (see breakdown by language below). 

 

Table A3-3. Pre-Test Sample Size by Language 

 

Language Sample Size 

English 294 

Chinese 147 

French 216 

German 227 

Japanese 12 

Portuguese 58 

 Total = 954 

 

For English, Chinese, French, and German translations, participants were randomly 

assigned to read either the control subject line, or one of the three impact appeal subject lines. 

Because we had smaller samples for Japanese and Portuguese, we used a within-subjects design 

for those languages, where participants read all four subject lines. Note that the Impact (Expert) 

subject line in Portuguese that we tested in this pre-test (“Valorizamos seu conselho de 

especialista: Molde a experiência do cliente [Company]”) was slightly different from the one that 

we used in the field experiment (“Valorizamos sua expertise: Molde a experiência do cliente 

[Company]”) because we learned later that in Portuguese, “expertise” better captured the English 

meaning of “expert advice” than “conselho de especialista”.  

 

All participants responded to our key manipulation check: 

[Impact manipulation check:] To what extent does this subject line indicate 

that customers can actually impact the development of customer experience at 

[Company]?  

[from 1 (Not at all) to 7 (Very much)] 

 

In Table A3-4, we report the differences between the three impact subject lines and the 

control subject line in responses to this manipulation check across languages. For English, 

Chinese, French, and German, we used a simple OLS regression with a dummy variable 
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indicating whether a subject line included an impact appeal. For Portuguese and Japanese, where 

we had used a within-subjects design, we reshaped the data so that each participant had four 

observations (one for each subject line they rated). We estimated OLS regressions with 

participant fixed effects and standard errors clustered by participant. 

 

Table A3-4. Pre-Test Results 

 

 Dependent variable: 

 Impact manipulation check 

 (1) (2) (3) (4) (5) (6) 

Impact 1.118*** 0.712** 0.723*** 0.586** 1.139** 1.149*** 

 (0.185) (0.268) (0.197) (0.181) (0.348) (0.211) 

       

Design Between-subjects Within-subjects 

Language English Chinese German French Japanese Portuguese 

Observations 294 147 227 216 48 232 

R2 0.111 0.047 0.057 0.047 0.412 0.454 

 *p<0.05, **p<.01, ***p<0.001 

 

Note that we also asked about a number of other reactions to our subject lines that are not 

directly related to our current theory. The data and survey questions are available on this paper’s 

Researchbox page.  
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Web Appendix D: Balance Checks (Study 1) 

 

Each row in the following table corresponds to one of the baseline sample characteristics. The 

note below the table explains how each variable is coded. Each cell includes the respective 

variable’s mean in the given condition. For the binary and continuous baseline characteristics in 

the first five rows, an F-statistic was estimated from an OLS regression predicting the respective 

baseline characteristic using indicator variables for the four experimental conditions (vs. control 

condition) on the right-hand side, with heteroskedasticity robust standard errors. For the 

categorical baseline characteristic measuring consumer type, a single chi-squared test was used 

to estimate whether the distribution differs across conditions. None of the statistical tests were 

significant at the 5% level. 

 

Table A3-5. Balance Checks 

 

 

Condition 

Test Statistic Control Time 
Impact 

(Voice) 
Impact 

(Help) 
Impact 

(Expert) 

 

in_warranty 0.91 0.91 0.91 0.91 0.91 F = 1.27 

premium_account 0.49 0.49 0.49 0.49 0.49 F = 1.86 

subsidiary 0.51 0.51 0.51 0.51 0.51 F = 0.95 

invitation_count 0.91 0.91 0.91 0.91 0.92 F = 0.63 

onsite 0.23 0.22 0.23 0.22 0.23 F = 1.20 

consumer_type1 0.48 0.48 0.48 0.48 0.48 

𝜒2 = 27.88 

consumer_type2 0.06 0.06 0.07 0.07 0.07 

consumer_type3 0.17 0.17 0.17 0.17 0.17 

consumer_type4 0.12 0.12 0.12 0.11 0.12 

consumer_type5 0.15 0.15 0.15 0.15 0.15 

consumer_type6 0.02 0.02 0.02 0.02 0.02 

   *p<0.05, **p<.01, ***p<0.001 

Note: The variables are coded as follows, based on customers’ status at the time of data 

extraction:  

 

in_warranty: = 1 if they were in warranty; = 0 otherwise      
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premium_account: = 1 if they had premium account status; = 0 otherwise 

subsidiary: = 1 if they were a customer of a subsidiary company of our field partner; = 0 

otherwise  

invitation_count: the number of survey invitations they had received in the prior year 

(continuous) 

onsite: =1 if they had received in-person support for the customer service experience they 

were asked to take a survey about; = 0 otherwise  

consumer_type1:  = 1 if “CBO Consumer HO”; = 0 otherwise      

consumer_type2:  = 1 if “CBO G500 [Global Fortune 500]”; = 0 otherwise     

consumer_type3:  = 1 if “CBO LargeBusiness”; = 0 otherwise     

consumer_type4:  = 1 if “CBO MediumBusiness”; = 0 otherwise     

consumer_type5:  = 1 if “CBO SmallBusiness”; = 0 otherwise     

consumer_type6:  = 1 if “CBO NonSegCountries”, “Inter Company”, “CBO 

CommChannels”, or NA; = 0 otherwise   
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Web Appendix E: Primary Regression Tables (Study 1) 

 

Table A3-6 Column (1) reports results from our primary regression specification: An OLS 

regression predicting survey starting with two indicator variables (an indicator variable for the 

Time condition and an indicator variable for the three Impact conditions), and language and 

week fixed effects (FEs). The regression reported in Table A3-6 Column (2) adds the baseline 

characteristics described in Web Appendix D. Both regressions use heteroskedasticity robust 

standard errors. Table A3-6 Columns (3)-(6) and Table A3-7 apply the same regression 

specifications to other outcome variables.  

 

Table A3-6. Average Treatment Effects on Survey Starting, Survey Completion, and 

Unsubscribing 

 Dependent variable: 

 Survey  

starting 

Survey  

completion 
Unsubscribing 

 (1) (2) (3) (4) (5) (6) 

Time 0.003 0.003 0.003 0.003 -0.0001 -0.0001 
 (0.002) (0.002) (0.002) (0.002) (0.0002) (0.0002) 

Impact -0.004* -0.004* -0.009*** -0.009*** 0.0004* 0.0004* 
 (0.002) (0.002) (0.002) (0.002) (0.0002) (0.0002) 

Controls No Yes No Yes No Yes 

Language FEs Yes Yes Yes Yes Yes Yes 

Week FEs Yes Yes Yes Yes Yes Yes 

Observations 430,666 430,666 430,666 430,666 430,666 430,666 

R2 0.031 0.046 0.041 0.054 0.001 0.001 

 *p<0.05, **p<.01, ***p<0.001 
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Table A3-7. Average Treatment Effects on Satisfaction Score Provided by Customers in the 

Feedback Survey 
 

 Dependent variable: 

  

 Satisfaction 

 (1) (2) 

 

Time 0.039 0.030 

 (0.028) (0.027) 

   

Impact -0.019 -0.025 

 (0.023) (0.023) 
 

Controls No Yes 

Language FEs Yes Yes 

Week FEs Yes Yes 

Observations 108,671 108,671 

R2 0.012 0.074 

 
*p<0.05, **p<.01, 

***p<0.001 
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Web Appendix F: Secondary Models and Robustness Checks (Study 1) 

 

1. Separate Impact Appeals 

 

This table includes models that are identical to the primary models (reported in Table A3-6) 

except that these models include a separate dummy variable for each of the three impact appeal 

treatment conditions. 

 

Table A3-8. Average Treatment Effects on Survey Starting, Survey Completion, and 

Unsubscribing (Indicators for Each Condition) 

 

 Dependent variable: 

 Survey  

starting 

Survey  

completion 
Unsubscribing 

 (1) (2) (3) (4) (5) (6) 

Time 0.003 0.003 0.003 0.003 -0.0001 -0.0001 
 (0.002) (0.002) (0.002) (0.002) (0.0002) (0.0002) 

Impact (Voice) -0.010*** -0.010*** -0.013*** -0.013*** 0.00001 0.00001 
 (0.002) (0.002) (0.002) (0.002) (0.0002) (0.0002) 

Impact (Help) 0.002 0.002 -0.003 -0.003 0.001*** 0.001*** 
 (0.002) (0.002) (0.002) (0.002) (0.0002) (0.0002) 

Impact (Expert) -0.005* -0.005* -0.010*** -0.010*** 0.0002 0.0002 
 (0.002) (0.002) (0.002) (0.002) (0.0002) (0.0002) 

Controls No Yes No Yes No Yes 

Language FEs Yes Yes Yes Yes Yes Yes 

Week FEs Yes Yes Yes Yes Yes Yes 

Observations 430,666 430,666 430,666 430,666 430,666 430,666 

R2 0.031 0.046 0.041 0.054 0.001 0.001 

 *p<0.05, **p<.01, ***p<0.001 
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2. Logistic Regressions 

 

This table uses logistic regressions (instead of OLS). 

 

Table A3-9. Estimated Treatment Effects Using Logistic Regressions  

 

 Dependent variable: 

 Survey starting Survey completion Unsubscribing 
 (1) (2) (3) (4) (5) (6) 

Time 0.015 0.015 0.017 0.018 -0.042 -0.042 
 (0.011) (0.011) (0.012) (0.012) (0.123) (0.123) 

Impact -0.022* -0.023* -0.055*** -0.056*** 0.215* 0.215* 
 (0.009) (0.009) (0.010) (0.010) (0.097) (0.097) 

Controls No Yes No Yes No Yes 

Language FEs Yes Yes Yes Yes Yes Yes 

Week FEs Yes Yes Yes Yes Yes Yes 

Observations 430,666 430,666 430,666 430,666 430,666 430,666 

 * p<0.05, **p<.01, ***p<0.001 
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3. Mixed Effects Regressions 

 

This table shows results from mixed effects regressions that include language and week random 

effects (REs) with varying intercepts (instead of language and week fixed effects).  

 

Table A3-10. Estimated Treatment Effects Using Mixed Effects Regressions  

 

 Dependent variable: 

 Survey starting Survey completion Unsubscribing 
 (1) (2) (3) (4) (5) (6) 

Time 0.003 0.003 0.003 0.003 -0.0001 -0.0001 
 (0.002) (0.002) (0.002) (0.002) (0.0002) (0.0002) 

Impact -0.004* -0.004* -0.009*** -0.009*** 0.0004* 0.0004* 
 (0.002) (0.002) (0.002) (0.002) (0.0002) (0.0002) 

Controls No Yes No Yes No Yes 

Language Random Effects Yes Yes Yes Yes Yes Yes 

Week Random Effects Yes Yes Yes Yes Yes Yes 

Observations 430,666 430,666 430,666 430,666 430,666 430,666 

 * p<0.05, **p<.01, ***p<0.001 
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Web Appendix G: Moderation by Trust in Business (Study 1) 

 

Table A3-11 reports results from OLS regressions that include interactions between country-level 

trust in business (mean centered) and the two indicators for the experimental conditions (Time 

and Impact). Note that (non-interacted) country-level trust in business is not in the regressions 

because it is absorbed by the country fixed effects. Standard errors are clustered by country. 

Table A3-11 shows the effects on survey starting, survey completion, and unsubscribing. Tables 

A3-12-A3-14 report robustness checks that use the same specification and outcomes, except with 

a measure of country-level trust in business (i) that was collected by Edelman in 2019 before the 

pandemic (Table A3-12), (ii) that uses the average value of trust within each country (rather than 

the share of people who trust business within each country; Table A3-13), and (iii) while also 

controlling for alternative moderators including uncertainty avoidance, power distance, and 

individualism (Hofstede, Hofstede, and Minkov 2010; Table A3-14). All moderators are mean-

centered. In each table, “Controls” refer to baseline characteristics described in Web Appendix D. 

 

Table A3-11. Moderation by Trust in Business (Results Reported in the Main Text) 
 

 Dependent variable: 
  

 Survey starting Survey completion Unsubscribing 
 (1) (2) (3) (4) (5) (6) 

Time 0.003 0.003 0.003 0.003 -0.0001 -0.0001 
 (0.002) (0.002) (0.002) (0.002) (0.0001) (0.0001) 
       

Impact -0.004 -0.004 -0.009** -0.009** 0.0004** 0.0004** 
 (0.002) (0.002) (0.002) (0.002) (0.0001) (0.0001) 
       

Trust in business *  

Time 

0.0004* 0.0004* 0.00003 0.00004 -0.00001 -0.00001 

(0.0001) (0.0001) (0.0001) (0.0001) (0.00001) (0.00001) 
       

Trust in business *  

Impact 

0.002*** 0.002*** 0.002*** 0.002*** -0.00003** -0.00003** 

(0.0002) (0.0002) (0.0002) (0.0002) (0.00001) (0.00001) 

Controls No Yes No Yes No Yes 

Country FEs Yes Yes Yes Yes Yes Yes 

Week FEs Yes Yes Yes Yes Yes Yes 

Observations 430,666 430,666 430,666 430,666 430,666 430,666 

R2 0.033 0.047 0.042 0.056 0.001 0.001 

 * p<0.05, **p<.01, ***p<0.001 
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Table A3-12. Moderation by Trust in Business (Measured in 2019) 
 

 Dependent variable: 
  

 Survey starting Survey completion Unsubscribing 
 (1) (2) (3) (4) (5) (6) 

Time 0.003 0.003 0.003 0.003 -0.0001 -0.0001 
 (0.002) (0.002) (0.002) (0.002) (0.0001) (0.0001) 
       

Impact -0.004 -0.004 -0.009* -0.009* 0.0004** 0.0004** 
 (0.003) (0.003) (0.003) (0.003) (0.0001) (0.0001) 
       

Trust in business (2019) *  

Time 

0.0002** 0.0003* 0.00004 0.00005 -0.00000 -0.00000 

(0.0001) (0.0001) (0.0001) (0.0001) (0.00000) (0.00000) 
       

Trust in business (2019) *  

Impact 

0.001*** 0.001*** 0.001** 0.001** -0.00002* -0.00002* 

(0.0002) (0.0002) (0.0002) (0.0002) (0.00000) (0.00000) 

Controls No Yes No Yes No Yes 

Country FEs Yes Yes Yes Yes Yes Yes 

Week FEs Yes Yes Yes Yes Yes Yes 

Observations 430,666 430,666 430,666 430,666 430,666 430,666 

R2 0.033 0.047 0.042 0.056 0.001 0.001 
 

 * p<0.05, **p<.01, ***p<0.001  
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Table A3-13. Moderation by Trust in Business (Measured as the Average Rating in a 

Country) 

                              * p<0.05, **p<.01, ***p<0.001 

 

 

 

  

 

 Dependent variable: 
  

 Survey starting 
Survey 

completion 
Unsubscribing 

 (1) (2) (3) (4) (5) (6) 

Time 0.003 0.003 0.003 0.003 -0.0001 -0.0001 
 (0.002) (0.002) (0.002) (0.002) (0.0001) (0.0001) 
       

Impact -0.004 -0.004 -0.009** -0.009** 0.0004** 0.0004** 
 (0.003) (0.003) (0.002) (0.002) (0.0001) (0.0001) 
       

Trust in business (average) *  

Time 

0.010* 0.010 0.002 0.002 -0.0002 -0.0002 

(0.004) (0.004) (0.004) (0.004) (0.0002) (0.0002) 
       

Trust in business (average) *  

Impact 

0.051*** 0.051*** 0.040*** 0.040*** -0.001** -0.001** 

(0.008) (0.008) (0.007) (0.007) (0.0002) (0.0001) 
       

Controls No Yes No Yes No Yes 

Country FEs Yes Yes Yes Yes Yes Yes 

Week FEs Yes Yes Yes Yes Yes Yes 

Observations 430,666 430,666 430,666 430,666 430,666 430,666 

R2 0.033 0.047 0.042 0.056 0.001 0.001 
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Table A3-14. Moderation by Trust in Business (Controlling for Alternative Moderators) 
 

 Dependent variable: 

 Survey starting 
 (1) (2) (3) (4) (5) (6) 

Time 0.003 0.003 0.003 0.003 0.003 0.003 
 (0.001) (0.002) (0.001) (0.001) (0.001) (0.002) 

Impact -0.004 -0.004 -0.004 -0.004 -0.004 -0.004 
 (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) 

Trust in business * Time 0.001** 0.001** -0.0002 -0.0003 -0.0001 -0.0001 
 (0.0002) (0.0002) (0.0003) (0.0003) (0.0002) (0.0002) 

Trust in business * Impact 0.002** 0.002** 0.003*** 0.003*** 0.003*** 0.003*** 
 

(0.0004) (0.0004) (0.0004) (0.0004) (0.0002) (0.0002) 

Uncertainty avoidance * 

Time 

0.0003** 0.0003**     

(0.0001) (0.0001)     

Uncertainty avoidance * 

Impact 

-0.0003 -0.0003     

(0.0002) (0.0002)     

Power distance * Time 
  0.0003 0.0004   

  (0.0002) (0.0002)   

Power distance * Impact 
  -0.0004 -0.0004   

  (0.0002) (0.0002)   

Individualism * Time 
    -0.0002 -0.0002* 
    (0.0001) (0.0001) 

Individualism * Impact 
    0.0001 0.0001 
    (0.0001) (0.0001) 

Controls No Yes No Yes No Yes 

Country FEs Yes Yes Yes Yes Yes Yes 

Week FEs Yes Yes Yes Yes Yes Yes 

Observations 430,666 430,666 430,666 430,666 430,666 430,666 

R2 0.033 0.047 0.033 0.047 0.033 0.047 

 * p<0.05, **p<.01, ***p<0.001 
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While there seems to be a statistically significant interaction between trust in business and the 

Time condition in some of the models in Tables A3-11-A3-14, we believe this moderating 

relationship is not as robust as the interaction between trust in businesses and the Impact 

conditions for two reasons:  

1. Magnitude of the moderating relationship. Compared to the Impact conditions, the 

treatment effect of the Time condition on survey starting is moderated by trust in business 

to a much weaker extent. For example, in our primary model reported in Table A3-11, 

Model (1), the coefficient on Trust in business * Time (i.e., b = .0004) is only one fifth of 

the coefficient on Trust in business * Impact (i.e., b = .002). Further, when estimating the 

seven-point correlation between the regression-estimated effects of a subject line (relative 

to the Control condition) and trust in business across countries, we see that the correlation 

is quite weak for the Time condition (Pearson r = .10), but the correlation is strong for the 

Impact conditions (Pearson r = .73). 

2. Instability across secondary outcome variables and alternative specifications. In 

Tables A3-11-A3-13, the interaction between trust in business and the Time condition is 

never a statically significant predictor of survey completion or unsubscribing. Also of 

note, in Table A3-13, Model (2), the interaction between trust in business and the Time 

condition does not statistically significantly predict survey starting. In contrast, the 

interaction between trust in business and the Impact conditions is statistically significant 

across all outcome variables and model specifications. 

Together, unlike the Impact conditions, the Time condition does not seem to meaningfully and 

reliably interact with trust in business in predicting the various outcome measures. 
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Web Appendix H: Measurement of Alternative Mechanisms (Study 2) 

 

Table A3-15. Measurement of Alternative Mechanisms  

 

Scale label Scale items 

Perceived impact 

(Spreitzer 1995; 

Fuchs, Prandelli, 

and Schreier 2010) 

1. I have significant influence over [Company]'s customer service 

experience. 

2. I have a large impact on how [Company] provides customer 

service. 

Perceived threat 

to freedom 

(Irmak, Murdock, 

and Kanuri 2020) 

1. [Company] is using this subject line in an attempt to control my 

behavior as a customer. 

2. [Company] is using this subject line to try to take away my 

control over my decisions as a customer. 

Feedback 

appreciation 

 

1. [Company] is using this subject line because it really values each 

customer's opinion. 

2. [Company] is using this subject line because it really cares about 

each customer's feedback. 

Personal benefits 1. To what extent do you think you would personally benefit from 

taking [Company]’s feedback survey? 

Personal costs 1. How much time do you think it would take you to complete this 

feedback survey? 
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Web Appendix I: Trust in Business (Study 2) 

 

To measure trust in business we used the following prompt (adapted from Levine et al. 2018). 

 

The following statements are about your beliefs regarding for-profit companies in 

general.  

 

Please rate the extent to which you agree or disagree with each statement. [1 – Strongly 

disagree; 6 – Strongly agree] 

 

1. If a company provided a customer satisfaction guarantee, I believe that the 

company would honor that guarantee. 

2. If I purchased an item from a company and it did not work as advertised, I believe 

the company would offer me a full refund for the item. 

3. I believe that companies do not intentionally misrepresent their products and 

services to customers. 

4. I believe that companies tell customers the truth.  

 

Models 1 and 4 in Table A3-16 report OLS regressions that predict survey taking intentions 

(Model 1) and perceived inauthenticity (Model 4) as a function of a dummy variable indicating 

whether participants were in the Impact (vs. Control) condition, (mean-centered) trust in 

business, and the interaction between these variables. We report these results in the manuscript. 

Models 2 and 5 also include a covariate for prior feedback provision; however, we interpret these 

results with caution because this covariate could be causally affected by the moderator (see 

footnote 10 in the manuscript for more information). As a robustness check, we also controlled 

for age (mean-centered) and gender (binary) and their interactions with the Impact (vs. Control) 

condition indicator (i.e., interaction controls) in Models 3 and 6. 

 

Tables A3-17-A3-19 report OLS regressions that predict secondary mechanisms as a function of 

a dummy variable indicating whether participants were in the Impact (vs. Control) condition, 

trust in business (mean-centered), and the interaction between these variables. Each outcome is 

estimated once without controls and once controlling for age (mean-centered) and gender 

(binary) and their interactions with the Impact (vs. Control) condition indicator (i.e., interaction 

controls). 
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Table A3-16. Trust in Business Moderation 

 

 Dependent variable: 

 Survey taking  

intentions 

Perceived  

Inauthenticity 

 (1) (2) (3) (4) (5) (6) 

Impact -0.033 0.049 -0.051 0.475*** 0.470*** 0.479*** 
 (0.061) (0.047) (0.059) (0.050) (0.050) (0.050) 

Trust in business 0.449*** 0.217*** 0.481*** -0.104* -0.090* -0.163** 
 (0.051) (0.040) (0.065) (0.042) (0.042) (0.054) 

Impact * Trust in business 0.180* 0.109* 0.151* -0.257*** -0.253*** -0.237*** 
 (0.070) (0.054) (0.069) (0.057) (0.057) (0.057) 

Prior Feedback Covariate No Yes No No Yes No 

Controls & Interaction Controls No No Yes No No Yes 

Observations 1,998 1,998 1,998 1,998 1,998 1,998 

R2 0.111 0.475 0.161 0.083 0.085 0.095 

 * p<0.05, **p<.01, ***p<0.001  
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Table A3-17. Trust in Business Moderation of Exaggeration and Ulterior Motives 

 

 Dependent variable: 

 Exaggeration Ulterior motives 
 (1) (2) (3) (4) 

Impact 1.020*** 1.024*** 0.828*** 0.832*** 
 (0.051) (0.051) (0.050) (0.050) 

Trust in business -0.062 -0.094 -0.071 -0.130* 
 (0.043) (0.055) (0.042) (0.055) 

Impact * Trust in business -0.429*** -0.413*** -0.233*** -0.209*** 
 (0.058) (0.059) (0.058) (0.058) 

Controls and Interaction Controls No Yes No Yes 

Observations 1,998 1,998 1,998 1,998 

R2 0.217 0.225 0.142 0.158 

 * p<0.05, **p<.01, ***p<0.001  
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Table A3-18. Trust in Business Moderation of Alternative Mechanisms (Part 1) 

 
 

 Dependent variable: 
  

 Perceived impact Feedback appreciation 
 (1) (2) (3) (4) 

Impact 0.016 0.021 -0.142*** -0.145*** 
 (0.049) (0.049) (0.039) (0.039) 
     

Trust in business 0.550*** 0.559*** 0.501*** 0.519*** 
 (0.041) (0.053) (0.033) (0.043) 
     

Impact * Trust in business 0.125* 0.123* 0.173*** 0.163*** 
 (0.056) (0.056) (0.045) (0.045) 

Controls and Interaction 

Controls 
No Yes No Yes 

Observations 1,998 1,998 1,998 1,998 

R2 0.197 0.203 0.265 0.276 
 

 * p<0.05, **p<.01, ***p<0.001  
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Table A3-19. Trust in Business Moderation of Alternative Mechanisms (Part 2) 

 

 Dependent variable: 

 Perceived threat  

to freedom 

Personal  

costs 

Personal  

benefits 
 (1) (2) (3) (4) (5) (6) 

Impact 0.485*** 0.491*** 0.062 0.072 0.071 0.070 
 (0.047) (0.047) (0.048) (0.048) (0.058) (0.058) 

Trust in business -0.035 -0.041 -0.033 -0.053 0.516*** 0.461*** 
 (0.039) (0.051) (0.040) (0.052) (0.048) (0.063) 

Impact * Trust in business -0.248*** -0.238*** -0.022 -0.005 0.078 0.089 
 (0.054) (0.054) (0.055) (0.055) (0.066) (0.067) 

Controls and Interaction Controls No Yes No Yes No Yes 

Observations 1,998 1,998 1,998 1,998 1,998 1,998 

R2 0.077 0.089 0.002 0.020 0.127 0.128 

 * p<0.05, **p<.01, ***p<0.001  
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Web Appendix J: Trust in the Specific Company (Study 2) 

 

To measure trust in the specific company we used the following prompt (adapted from Levine et 

al. 2018). 

 

The following statements are about your beliefs regarding [Company] based on your 

real life experiences as their customer in the past.  

 

Please rate the extent to which you agree or disagree with each statement. [1 – Strongly 

disagree; 6 – Strongly agree] 

 

1. If [Company] provided a customer satisfaction guarantee, I believe that 

[Company] would honor that guarantee. 

2. If I purchased an item from [Company] and it did not work as advertised, I 

believe [Company] would offer me a full refund for the item. 

3. I believe that [Company] does not intentionally misrepresent their products and 

services to customers. 

4. I believe that [Company] tells customers the truth.  

 

Models 1 and 4 in Table A3-20 report OLS regressions that predict survey taking intentions 

(Model 1) and perceived inauthenticity (Model 4) as a function of a dummy variable indicating 

whether participants were in the Impact (vs. Control) condition, trust in the specific company 

(mean-centered), and the interaction between these variables. Models 2 and 5 also include a 

covariate for prior feedback provision; however, we interpret these results with caution because 

this covariate could be causally affected by the moderator (see footnote 10 in the manuscript for 

more information). As a robustness check, we also controlled for age (mean-centered) and 

gender (binary) and their interactions with the Impact (vs. Control) condition indicator (i.e., 

interaction controls) in Models 3 and 6. 
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Table A3-20. Trust in Specific Company Moderation 

 

 Dependent variable: 

 Survey taking  

intentions 

Perceived  

inauthenticity 
 (1) (2) (3) (4) (5) (6) 

Impact 0.008 0.071 -0.016 0.450*** 0.449*** 0.454*** 
 (0.060) (0.046) (0.058) (0.048) (0.048) (0.048) 

Trust in specific company 0.589*** 0.351*** 0.591*** -0.330*** -0.326*** -0.408*** 
 (0.053) (0.042) (0.065) (0.043) (0.044) (0.054) 

Impact * Trust in specific company 0.138 0.062 0.125 -0.193** -0.191** -0.184** 
 (0.073) (0.056) (0.071) (0.059) (0.059) (0.058) 

Prior Feedback Covariate No Yes No No Yes No 

Controls and Interaction Controls No No Yes No No Yes 

Observations 1,998 1,998 1,998 1,998 1,998 1,998 

R2 0.145 0.494 0.196 0.140 0.140 0.154 

 * p<0.05, **p<.01, ***p<0.001  
 

Note, the coefficients on the interaction term in columns (1) and (3) are marginally statistically 

significant (p = .059 and p = .077, respectively). 
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Web Appendix K: Perceived Inauthenticity and Survey Taking Intentions (Study 2) 

 

Model 1 in Table A3-21 reports an OLS regression that predicts survey taking intentions as a 

function of perceived inauthenticity. We report this result in the manuscript. Model 2 adds a 

covariate for prior feedback provision. Model 3 adds gender, age, and all alternative 

mechanisms. Models 1-3 in Table A3-22 respectively report OLS regressions that predict survey 

taking intentions as a function of exaggeration, ulterior motives, and both. Model 4 in Table A3-

22 includes a covariate for prior feedback provision, and Model 5 adds gender, age, and all 

alternative mechanisms. 

 

Table A3-21. Perceived Inauthenticity and Survey Taking Intentions  

 

 Dependent variable: 

 Survey taking intentions 
 (1) (2) (3) 

Perceived inauthenticity -0.381*** -0.298*** -0.181*** 
 (0.026) (0.020) (0.029) 

Prior feedback  0.785***  

  (0.019)  

Perceived impact   0.134*** 
   (0.029) 

Feedback appreciation    0.283*** 
   (0.036) 

Perceived threat to freedom   0.040 
   (0.030) 

Personal costs   -0.144*** 
   (0.026) 

Personal benefits   0.307*** 
   (0.023) 

Age   0.019*** 
   (0.002) 

Female   0.203*** 
   (0.052) 

Observations 1,998 1,998 1,998 

R2 0.094 0.505 0.385 

 * p<0.05, **p<.01, ***p<0.001  
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After including all of the controls (those included in Model 3 in Table A3-21), we 

replicated the moderated mediation analyses reported in the manuscript. Using 5,000 

bootstrapped samples, we estimated that the impact appeal had a negative indirect effect on 

survey taking intentions via perceived inauthenticity among people with moderately low trust in 

business (who on average indicated “disagree” on the trust in business items; indirect effect = -

.198, 95% CI = [-.282, -.133]). Yet for people with moderately high trust in business (who on 

average indicated “agree” on the trust in business items), the indirect effect of the impact appeals 

through perceived inauthenticity was significantly weaker (indirect effect = -.040, 95% CI = [-

.080, -.005]; comparison of indirect effects between the two levels of trust, p < .001).  
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Table A3-22. Exaggeration, Ulterior Motives, and Survey Taking Intentions  

 

 Dependent variable: 

 Survey taking intentions 
 (1) (2) (3) (4) (5) 

Exaggeration -0.290***  -0.296*** -0.218*** -0.079**29 
 (0.024)  (0.031) (0.023) (0.030) 

Ulterior motives  -0.184*** 0.011 0.049* 0.057* 
  (0.026) (0.033) (0.025) (0.028) 

Prior feedback    0.788***  

    (0.020)  

Perceived impact     0.133*** 
     (0.030) 

Feedback appreciation      0.326*** 
     (0.037) 

Perceived threat to freedom     -0.030 
     (0.033) 

Personal costs     -0.164*** 
     (0.026) 

Personal benefits     0.303*** 
     (0.023) 

Age     0.019*** 
     (0.002) 

Female     0.216*** 
     (0.052) 
      

Observations 1,998 1,998 1,998 1,998 1,998 

R2 0.066 0.024 0.066 0.477 0.375 

 * p<0.05, **p<.01, ***p<0.001  

 
29 We note that the coefficients on perceived inauthenticity and exaggeration are greatly attenuated once we add 

additional covariates (Model (5) of Tables A3-21 and A3-22). We speculate that this could be because perceived 

inauthenticity and exaggeration are antecedents to some of the mechanisms captured by the additional covariates. 

For instance, perceiving that the firm is exaggerating the stated impact may cause people to infer that the firm does 

not appreciate customer feedback. That is, feedback appreciation may be the consequence of exaggeration, rather 

than an independent alternative mechanism. While incorporating these more complex causal relationships into our 

conceptual model is beyond the scope of the current paper, we acknowledge that such relationships may exist and 

explain the aforementioned change in coefficients on perceived inauthenticity and exaggeration. 
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Web Appendix L: Study 2 Replication 

 

Methods 

 

 We recruited participants on Amazon’s Mechanical Turk. Following our pre-registration, 

participants were only invited to take the survey if they passed a brief attention check and were 

using a brand-name computer (rather than having built their own computer). The final sample 

included 1,505 people (mean age = 41.2, SD age = 13.6; 54.5% female).  

 

Participants were first asked what computer brand they were using. The response options 

included 10 of the most used computer brands and an “Other” option that allowed them to write-

in the brand (done by 4% of participants). Participants then were asked to imagine that they had 

received help from their respective computer company’s customer service the previous day, the 

customer service had been satisfactory, and all their questions had been promptly answered. 

Next, participants imagined receiving an invitation from their respective computer company for a 

customer feedback survey that would take about 2 minutes. We randomly assigned participants 

to read either the control subject line (“[Company] customer experience survey invitation”) or an 

impact appeal subject line (“Your voice is important: Shape the [Company] customer 

experience”), which were identical to the email lines used in the field experiment. Every 

participant’s specific computer brand name was piped into the subject line in the place of 

“[Company]”.  

 

 Following the manipulation, participants rated the extent to which the company’s use of 

the subject line seemed inauthentic. We used the same two items to measure perceived 

inauthenticity as used in Study 2 (adapted from Campbell 1995). The two items were highly 

correlated (r = .70) so we averaged them together to create a composite score of perceived 

inauthenticity. On the following screen, we asked participants about their survey completion 

intentions: “If you were in this situation, how likely would you be to complete the customer 

experience survey?” (1- Extremely Unlikely; 6 - Extremely Likely). Participants next completed 

some descriptive questions about their past experience with their computer company, including 

the number of years they had been a customer, the number of times they had interacted with the 

company’s customer service in the prior year, their general satisfaction with those interactions, 

whether they had received an email invitation asking for customer feedback in the prior year, and 

if so, whether they had responded to that invitation.  

 

 After reporting their age, gender, education, and income, participants responded to a 6-

item scale measuring their general trusting attitudes towards business, adapted from a measure of 

general interpersonal trust developed by Levine et al. (2018). Example items include “I believe 

that companies do not intentionally misrepresent their products and services to customers” and 

“If I purchased an item from a company and it did not work as advertised, I believe the company 

would offer me a full refund for the item” (1 - Strongly Disagree; 6 - Strongly Agree). The six 

items were averaged into a single measure of trust in business (𝛼 = .84). The full set of items are 

reported later in this appendix. We also included an 8-item scale about general interpersonal 

trust (adapted from Levine et al. 2018). Finally, we asked respondents whether they had ever 

received an email with a subject line similar to the one in their experimental condition.  
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Results 

 

 We first tested whether trust in business moderated the effect of the impact appeal on 

survey completion intentions (Hypothesis 2). We ran an OLS regression that predicts 

participants’ survey completion intentions. The right-hand side includes a dummy variable 

indicating whether participants were in the Impact (vs. Control) condition, trust in business 

(mean-centered), and the interaction between the two variables. In line with our field study, we 

found that the effect of the impact appeal on completion intentions depended on trust in business 

(interaction b = .190, p = .036; see Table A3-23). Figure A3-1 Panel A depicts the regression-

estimated simple effects on completion intentions at every level of trust in business. These results 

support Hypothesis 2 that the impact appeal was more likely to reduce survey completion 

intentions among individuals with lower trust in business than among individuals with higher 

trust in business. To explore whether these findings are unique to trust in business or more 

generally about trust, we examined whether general interpersonal trust (Levine et al. 2018) also 

moderated the effect of the impact appeal on survey completion intentions. We did not find 

evidence of statistically significant moderation (see details at the end of this appendix). 

 

We next tested whether the effect of the impact appeal on perceptions of inauthenticity 

was moderated by trust in business (Hypothesis 1a). We ran an OLS regression to predict 

perceived inauthenticity as a function of an indicator for the Impact (vs. Control) condition, trust 

in business (mean-centered), and their interaction. See Table A3-23. The positive coefficient on 

the Impact indicator shows that compared to the Control condition, the impact appeal 

significantly increased perceived inauthenticity at the mean level of trust in business (b = .518, p 

< .001). Importantly, in support of Hypothesis 1a, the impact appeal increased perceived 

inauthenticity to a greater extent among people with lower trust in business (interaction b = -

.236, p = .002). Panel B of Figure A3-1 displays the simple effects of the impact appeal on 

perceived inauthenticity at every level of trust in business.  

 

We further tested whether perceived inauthenticity helped explain the more negative 

effects of the impact appeal on survey completion intentions among people with lower trust in 

business. In support of Hypothesis 1b, we first confirmed that perceived inauthenticity negatively 

predicted completion intentions (b = -.451, p < .001). See Table A3-24. Next, we used moderated 

mediation analyses to test our full theoretical model. Specifically, we tested whether the indirect 

effect of the impact appeal on completion intentions through perceived inauthenticity depended 

on trust in business. Using 5,000 bootstrapped samples, we estimated that the impact appeal had 

a negative indirect effect on completion intentions via perceived inauthenticity among people 

with moderately low trust in business (who on average indicated “disagree” on the trust in 

business items; indirect effect = -.550, 95% CI = [-.803, -.356]). Yet for people with moderately 

high trust in business (who on average indicated “agree” on the trust in business items), the 

indirect effect of the impact appeal through perceived inauthenticity was not statistically 

significant (indirect effect = -.066, 95% CI = [-.160, .009). Importantly, the indirect effect was 

statistically significantly larger for people with moderately low trust in business compared to 

people with moderately high trust in business (p < .001).  
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Figure A3-1. Treatment Effects of Impact Appeals Depend on Trust in Business (Study 2 

Replication).  

This figure shows the regression-estimated simple effects of the impact appeal on survey 

completion intentions (Panel A) and perceived inauthenticity (Panel B) at every level of trust in 

business. The grey bands contain the 95% confidence intervals. The trust in business scale points 

correspond with the following labels: 1 = Strongly Disagree, 2 = Disagree, 3 = Somewhat 

Disagree, 4 = Somewhat Agree, 5 = Agree, and 6 = Strongly Agree.  

Panel A. Survey Completion Intentions Panel B. Perceived Inauthenticity 

  

As robustness checks, we confirmed that the primary moderation results (Hypotheses 1a 

and 2) were robust to the inclusion of demographic controls (age, gender, income, and education) 

and their interactions with the treatment indicator (see Table A3-23). Thus, our observed 

moderating effects of trust in business do not seem to be explained by demographic differences 

between participants. We also confirmed that the negative relationship between perceived 

inauthenticity and completion intentions (Hypothesis 1b) was robust to the inclusion of the 

demographic controls (see Table A3-24). 

 

Study 2 Replication Supplemental Information 

 

To measure trust in business in this study we used the following prompt. 

 

The following statements are about your beliefs regarding for-profit companies in 

general.  

 

Please rate the extent to which you agree or disagree with each statement. [1 – Strongly 

disagree; 6 – Strongly agree] 

 

1. If a company provided a customer satisfaction guarantee, I believe that the 

company would honor that guarantee. 

2. If I purchased an item from a company and it did not work as advertised, I believe 

the company would offer me a full refund for the item. 
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3. If a company promised to send me a package and it did not arrive on time, I 

believe that the company would have a good reason for the delay. 

4. If a company knew that a product or service would be bad for my long-term 

wellbeing, I would not worry that the company might try to sell it to me. 

5. I believe that companies do not intentionally misrepresent their products and 

services to customers. 

6. I believe that companies tell customers the truth.  

 

Models 1 and 3 in Table A3-23 report OLS regressions that predict survey completion intentions 

(Model 1) and perceived inauthenticity (Model 3) as a function of a dummy variable indicating 

whether participants were in the Impact (vs. Control) condition, trust in business (mean-

centered), and their interaction. As a robustness check, we also controlled for standard 

demographic variables and their interactions with the Impact (vs. Control) condition indicator 

(i.e., interaction controls) in Models 2 and 4. The demographic variables are: age (mean-

centered), female (binary), education (one indicator for whether participants had a college degree 

or more), and annual household income (one indicator for low income, below $40k, and one 

indicator for high income, above $80k, with the reference group being the income level between 

$40k and $80k).  

 

Table A3-23. Moderation by Trust in Business  
 

 Dependent variable: 

 
Survey completion  

intentions 

Perceived  

inauthenticity 

 (1) (2) (3) (4) 

Impact -0.035 -0.046 0.518*** 0.294* 

 (0.072) (0.164) (0.057) (0.134) 

     

Trust in business 0.417*** 0.374*** -0.035 -0.012 

 (0.064) (0.062) (0.050) (0.051) 

     

Impact * Trust in 

business 
0.190* 0.186* -0.236** -0.223** 

 (0.091) (0.088) (0.072) (0.072) 

     

Controls & 

Interaction Controls 
No Yes No Yes 

Observations 1,506 1,506 1,506 1,506 

R2 0.081 0.159 0.069 0.096 

 *p<0.05, **p<.01, ***p<0.001 
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Model 1 in Table A3-24 reports an OLS regression that predicts survey completion intentions as 

a function of perceived inauthenticity. As a robustness check, we also controlled for standard 

demographic variables in Model 2: age (mean-centered), female (binary), education (one 

indicator for whether participants had a college degree or more), and annual household income 

(one indicator for low income, below $40k, and one indicator for high income, above $80k, with 

the reference group being the income level between $40k and $80k).  

 

Table A3-24. Perceived Inauthenticity and Survey Completion Intentions 

 

 Dependent variable: 

 Survey completion  

intentions 
 (1) (2) 

Perceived inauthenticity -0.451*** -0.403*** 
 (0.031) (0.030) 

Controls No Yes 

Observations 1,505 1,505 

R2 0.127 0.191 

 *p<0.05, **p<.01, ***p<0.001 
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We also asked about general interpersonal trust using the following eight items (adapted from 

Levine et al. 2018): 

 

The following statements are about your beliefs regarding other people in general.  

 

Please rate the extent to which you agree or disagree with each statement. [1 – Strongly disagree; 

6 – Strongly agree] 

 

1. If someone promised to do me a favor, I believe that the person would follow through.  

2. If someone borrowed something of value and returned it broke, I believe the person 

would offer to pay for the repairs. 

3. I would be willing to lend someone almost any amount of money, because I believe that 

others would pay me back as soon as they could.  

4. If someone were going to give me a ride somewhere and the person didn’t arrive on time, 

I would believe there was a good reason for the delay. 

5. If someone knew what kinds of things hurt my feelings, I would not worry that the person 

would use them against me, even if our relationship changed.  

6. If I decided to meet someone for lunch, I would be certain the person would be there.  

7. I believe that others will not intentionally misrepresent my point of view. 

8. I expect that others will tell me the truth. 

 

We averaged the items together to create a single measure of general interpersonal trust ( = 

.84). 

 

Using the same specification as the one we used for trust in business moderation, we tested 

whether the effect of the impact appeal on survey completion intentions was similarly moderated 

by general interpersonal trust. We specifically ran an OLS regression to predict survey 

completion intentions as a function of an indicator for the Impact (vs. Control) condition, general 

interpersonal trust (mean-centered), and their interaction. In this case, the coefficient on the 

interaction term was not statistically significant (b = .158, p = .119).  
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Web Appendix M: Prior Impact Experience Study 

 

This study examines how individuals’ prior experience with having an impact moderates 

the effect of impact appeals. It involves a 2 (Experienced Low Impact vs. Experienced High 

Impact) X 2 (Impact Appeal vs. Control) between-subjects design.  

 

Methods 

Following our pre-registration, we recruited 1,999 participants on Prolific (mean age = 

34.8, SD age =13.6, 62.1% female).1 Participants were asked to imagine themselves as a 

customer of a large technology company (i.e., “Company X”). In a similar vignette as Study 2, 

participants imagined that on the previous day they had received help from Company X’s 

customer service, the customer service was satisfactory, and all their questions were promptly 

answered. Participants then were asked to imagine that today they received an email from 

Company X requesting their feedback on customer service. They were then asked to imagine that 

they had offered their feedback to Company X multiple times in the past. They were then 

randomly assigned to either the “Experienced Low Impact” condition, where they were told that 

Company X had not made any of the changes they had suggested in the past, or the “Experienced 

High Impact” condition, where they were told that Company X seems to have made some of the 

changes they had suggested.  

 

Next, participants were randomly assigned to either the Impact Appeal condition, where 

they learned that Company X’s survey invitation used an impact appeal as the subject line (“Your 

voice is important: Shape the Company X customer experience”), or the Control condition, 

where they learned that the survey invitation had a control subject line (“Company X customer 

experience survey invitation”). Participants then completed questions about perceived 

inauthenticity (2 items, r = .84), survey taking intentions, exaggeration (2 items, r = .93), ulterior 

motives (2 items, r = .51), perceived impact (2 items, r = .93), perceived threat to freedom (2 

items, r = .69), as well as personal costs and benefits of taking the survey. These scale items were 

identical to those used in Study 2, except that these items used “Company X” in place of 

participants’ own computer brands. The survey also included an exploratory two-item scale 

measuring perceptions that Company X values customer impact (r = .90), a two-item measure of 

trust in Company X (r = .87), age, gender, and one item measuring how often they had provided 

customer feedback over the prior year.  

 

Results 

We tested whether prior experience with having had impact on a company moderated the 

effect of the impact appeal on survey taking intentions. We ran an OLS regression that predicts 

participants’ survey taking intentions. The right-hand side includes a dummy variable for 

whether participants were in the Impact Appeal (vs. Control) condition, a dummy variable for 

whether participants were in the Experienced High Impact (vs. Low Impact) condition, and the 

interaction between these two variables. As pre-registered, in this model and all remaining 

models in this study, we included a covariate that measured how often participants had provided 

 
1 In the pre-registration, we originally labelled the Experienced High (vs. Low) Impact manipulation as a 

manipulation of trust in feedback usage. However, we decided that it was not clearly a trust manipulation and 

therefore revised the labels here.  
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customer feedback over the prior year.2 Randomly assigning participants to imagine experiencing 

high (vs. low) impact in the past increased the effect of the impact appeal on survey taking 

intentions (interaction b = .350, p = .002). This result is displayed in Figure A3-2, Panel A. 

 

We next tested whether prior experience impacting a company moderated the effect of the 

impact appeal on perceptions of inauthenticity. We ran an OLS regression to predict perceived 

inauthenticity as a function of a dummy variable for the Impact Appeal (vs. Control) condition, a 

dummy variable for the Experienced High Impact (vs. Low Impact) condition, and the 

interaction between these two variables. Randomly assigning participants to imagine having 

experienced high (vs. low) impact in the past decreased the effect of the impact appeal on 

perceived inauthenticity (interaction b = -.607, p < .001). This result is displayed in Figure A3-2, 

Panel B.  

 

Figure A3-2. The Effects of Impact Appeals by Past Experience Making an Impact.  

This figure shows participants’ responses for survey taking intentions (Panel A) and perceived 

inauthenticity (Panel B) by subject line condition and past impact experience condition. The 

solid points reflect means, error bars reflect 95% confidence intervals, and translucent points 

represent each participant’s response. 

 

Panel A. Survey Taking  

Intentions 

Panel B. Perceived  

Inauthenticity 

 

  
 

We next tested whether perceived inauthenticity could help explain why having 

experienced high (vs. low) impact in the past increased the effect of the impact appeal on survey 

taking intentions. In support of Hypothesis 1b, we again confirmed that perceived inauthenticity 

 
2 Unlike in Study 2, the moderator was manipulated in the hypothetical scenario here, rather than measured. As a 

result, in this study it is not possible that this covariate (i.e., prior real world experience providing feedback) would 

be influenced by the moderator (i.e., hypothetical past experience). Thus, unlike in Study 2, we do include this 

covariate in our models in this study.  
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negatively predicted survey taking intentions (b = -.571, p < .001). Next, we used moderated 

mediation analyses to estimate whether being randomly assigned to imagine having experienced 

high (vs. low) impact in the past causally moderated the indirect effect of the impact appeal 

through perceived inauthenticity on survey taking intentions. Using 5,000 bootstrapped samples, 

we estimated that, for people randomly assigned to the Experienced Low Impact condition, the 

impact appeal had a negative indirect effect on survey taking intentions via perceived 

inauthenticity (indirect effect = -.427, 95% CI = [-.521, -.341]). For people randomly assigned to 

the Experienced High Impact condition, the indirect effect of the impact appeals through 

perceived inauthenticity was weaker (indirect effect = -.127, 95% CI = [-.189, -.068]; 

comparison of indirect effects between the Experienced High Impact vs. Experienced Low 

Impact conditions, p < .001). These results suggest that perceptions of inauthenticity could help 

explain why the impact appeal increased survey taking intentions to a greater extent when 

customers imagined having experienced high (vs. low) impact in the past.  

 

 As a secondary analysis, we again examined how the effects of impact appeals were 

explained by perceptions of ulterior motives and exaggerated intentions. We found that randomly 

assigning people to imagine having experienced high (vs. low) impact decreased the effect of the 

impact appeal on perceptions of exaggeration (interaction b = -.446, p < .001), but it did not 

moderate the effect of impact appeals on perceptions of ulterior motives (interaction b = -.027, p 

= .769). In univariate regressions, exaggeration (b = -.420, p < .001) and ulterior motives (b = -

.360, p < .001) both predicted weaker survey taking intentions, but when including both of these 

variables in the same multivariate regression, only exaggeration (b = -.427, p < .001) remained a 

statistically significant predictor (ulterior motives b = .013, p = .704). These results suggest that 

the impact appeal may have had more positive effects on survey taking intentions among people 

with previous experience making a high (vs. low) impact because these people perceived impact 

appeals as less exaggerated, not because they perceived weaker ulterior motives. 

 

As a robustness check, we confirmed that moderated mediation models remained 

significant after controlling for the alternative mediators: perceived impact, perceived threat to 

freedom, appreciation of impact, personal benefits, and personal costs.  
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Web Appendix N: Back-of-the-Envelope Calculations 

 

The Impact (Voice) Subject Line vs. the Control Subject Line 

In the general discussion of the manuscript, we claim that if our field partner were to 

implement the Impact (Voice) subject line (rather than the Control subject line) across the seven 

countries in our study, a back-of-the-envelope calculation suggests that this would result in 

approximately 35,000 fewer surveys completed in a year. 

 

This is calculated by taking the treatment effect of the Impact (Voice) subject line relative 

to the Control (b = -.013), multiplying it by the sample size over the 8-week study period 

(430,666), and then multiplying that by the number of 8-week periods in a year (6.5).  

 

~36,391 = .013*430,666*6.5 

 

 Targeted Strategy Using the Full Sample of Customers 

We also describe a way that the company can leverage our results to inform a targeted 

strategy across their customer-base. The general idea is that for each country—including both (a) 

the seven countries in our field experiment and (b) other countries—we can use our experimental 

results and data about trust in business to predict which of the five subject lines tested in our field 

experiment would lead to the highest survey completion rates in that country. For brevity, we call 

the subject line with the highest predicted completion rate the “optimal subject line” for each 

country. Then we can project the benefits of using the optimal subject line for each country (i.e., 

a targeted strategy) in terms of additional completed surveys over a year, as compared to 

alternative one-size-fit-all strategies. Specifically: 

 

1. For the seven countries in our experiment (which we refer to as the “in-sample 

countries”), optimal subject lines were selected based on which subject line had the 

highest completion rate in each country during the experiment.  

 

2. For countries that were not in our experiment, we did not experimentally vary the subject 

lines so we could not simply select optimal subject lines by observing the best performing 

subject lines. Instead, the control subject line was used across those countries throughout 

the duration of our experiment, and we only observed the survey completion rate in 

response to the control subject line. So, to select optimal subject lines, we needed to 

predict each of the other four subject lines’ expected completion rate in each country. To 

achieve this objective, we extrapolated from what we know about the countries in our 

experiment.  

 

a. Using data from our experiment, we first estimated how trust in business 

separately moderated the effect of each impact appeal subject line and the time 

subject line (relative to the Control subject line) on survey completion for the in-

sample countries. In an OLS regression, we predicted survey completion as a 

function of the (mean-centered) country-level measure of trust in business, the 

four dummy variables separately indicating the three impact appeal subject lines 

and the time subject line, and the interaction terms between trust in business and 

the four dummy variables. We included week and country fixed effects and 
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clustered standard errors by country, as in our primary model reported in Table 

A3-11. Since the addition of covariates did not meaningfully affect the 

coefficients on interaction terms (see Model (1) vs. (2) in Table A3-25), we 

continue our back-of-envelop analysis using the output of an OLS regression 

without additional covariates. 

b. We next identified countries that were not in our field experiment, but were in the 

field partner’s full sample and in the Edelman Trust Barometer data; 21 countries 

met these criteria, which we refer to as “out-of-sample countries”.3 These 21 

countries, together with the 7 in-sample countries, accounted for 89% of our field 

partner’s customer-base. 

c. We then inputted each out-of-sample country’s level of trust in business into the 

regression model we estimated in Step 2.a to calculate the estimated simple effect 

of each subject line (compared to the Control subject line) for each country. 

Adding each subject line’s estimated simple effect to the observed completion 

rate in response to the control subject line in each country gave us the predicted 

completion rate of each subject line. 

d. We then identified the optimal subject line for each country by selecting the 

subject line predicted to have the highest completion rate. We refer to the 

completion rates associated with optimal subject lines as “optimal completion 

rates.” 

 

3. We then calculated a population-weighted average of the optimal completion rates to 

estimate an average optimal completion rate (22.6%) across 7 in-sample countries and 21 

out-of-sample countries. To estimate the projected total number of surveys completed if 

the field partner were to use the optimal subject line in each country, we multiplied the 

average optimal completion rate (22.6%) by the total number of customers who were 

invited by our field partner to take the survey over an 8-week period in all 28 countries 

(593,555 customers), and then multiplied that by the number of 8-week periods in a year 

(6.5=52/8). That is, if the field partner were to use a targeted strategy and implement the 

optimal subject line in each country, we estimated the firm would receive 871,932 

completed surveys over a year. 

 

~871,932 = .226*593,555*6.5 

 

4. Next, we calculated two relevant benchmarks. We first estimated the projected total 

number of surveys completed if our field partner were to use the Control subject line (i.e., 

the status quo before our experiment) across all 28 countries. To do this, we calculated a 

population weighted average of the countries’ completion rates in response to the Control 

subject lines (21.5%). We then multiplied the average completion rate (21.5%) by the 

size of the full sample over an 8-week period (593,555), and then multiplied that by the 

number of 8-week periods in a year (6.5). 

 

 
3 We could only include countries in this back-of-the-envelope analysis if they had non-missing trust in business 

scores because trust in business scores are needed to identify the optimal subject lines for countries that were not in 

our experiment (as explained in steps 2.c and 2.d).  
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~829,493 = .215*593,555 *6.5 

 

Relative to this benchmark of only using the Control subject line, our field partner would 

receive 42,439 (871,932- 829,493) more completed surveys over a year using the targeted 

strategy, which reflects a 5% increase. 

 

As a second benchmark, we estimated the projected total number of surveys completed if 

the field partner were to use the Impact (Voice) subject line across their full sample. To 

do this, for each in-sample country, we simply used the Impact (Voice) subject line’s 

observed completion rates from the experiment. For each out-of-sample country, we used 

the predicted completion rates for the Impact (Voice) subject line that we estimated in 

step 2.c above. We then calculated a population weighted average of the countries’ 

completion rates in response to the Impact (Voice) subject line (20.9%). To estimate the 

projected total number of surveys completed if our field partner were to only use the 

Impact (Voice) subject lines, we multiplied the average completion rate (20.9%) by the 

size of the full sample over an 8-week period (593,555), and then multiplied that by the 

number of 8-week periods in a year (6.5). 

 

~806,344 = .209*593,555*6.5  

 

Relative to this benchmark of only using the Impact (Voice) subject line, our field partner 

would receive 65,558 (871,932 - 806,344) more completed surveys over a year using the 

targeted strategy, which reflects an 8% increase.  
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Table A3-25. Moderation of Individual Subject Line by Trust in Business (Model Used to 

Generate the Targeted Strategy) 

 

 Dependent variable: 

 Survey completion 
 (1) (2) 

Time 0.003 0.003 
 (0.002) (0.002) 

Impact (Voice) -0.013*** -0.013*** 
 (0.002) (0.002) 

Impact (Help) -0.003 -0.004* 
 (0.001) (0.001) 

Impact (Expert) -0.010 -0.010* 
 (0.004) (0.004) 

Trust in business * Time 0.00003 0.00004 
 (0.0001) (0.0001) 

Trust in business * Impact (Voice) 0.002*** 0.002*** 
 (0.0002) (0.0002) 

Trust in business * Impact (Help) 0.001*** 0.001*** 
 (0.0002) (0.0002) 

Trust in business * Impact (Expert) 0.002** 0.002** 
 (0.0004) (0.0004) 

Controls No Yes 

Country FEs Yes Yes 

Week FEs Yes Yes 

Observations 430,666 430,666 

R2 0.042 0.056 

 *p<0.05, **p<.01, ***p<0.001 
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Web Appendix O: Process Transparency Study 

 

This study leverages our theory to examine whether the impact appeals can be designed 

to avoid eliciting negative inferences about inauthenticity. Specifically, in this study, we add a 

treatment where an impact appeal is accompanied with “process transparency” information about 

how the firm uses feedback to make impact. It involves a three-condition between-subjects 

experiment (Control vs. Basic Impact Appeal vs. Transparent Impact Appeal). 

 

Methods 

We aimed to recruit 1,500 participants on Prolific. As pre-registered, we only included 

participant who correctly answered two comprehension check questions, leaving 1,417 

participants in our study (mean age = 36.3, SD age =53.4, 42.4% female). Participants first 

imagined that they were a user of a large social media company (called “Company X”). They 

were asked to imagine that they received a notification from Company X requesting their 

feedback about the app. Participants were randomly assigned to imagine receiving one of three 

notifications:  

 

Control:  

 

Share Your Feedback with Company X 

Click to share your feedback in our 2-minute survey. 

 

Basic Impact Appeal: 

 

Shape the Future of Company X 

To have your say in Company X's future direction, click to share your feedback in 

our 2-minute survey. 

 

Transparent Impact Appeal: 

 

Shape the Future of Company X 

Here is how your feedback can make an impact.  

Our product development team will... 

• review each customer’s feedback (within 72 hours) 

• decide whether and how to use each customer’s feedback (within 3 

weeks) 

• begin to make changes based on the feedback collected this week 

(within 2 months) 

To have your say in Company X's future direction, click to share your feedback in 

our 2-minute survey. 

 

Participants then completed questions about perceived inauthenticity, survey taking 

intentions, perceptions that the firm appreciates customer feedback, and perceptions that users 

can significantly impact the app. The survey also included a measure of the perceived effort that 

the company put into crafting the message, age, gender, and one item measuring how often they 

had provided customer feedback over the prior year.  
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Results 

To estimate the main effects of the impact appeals, we used an OLS regression with two 

key independent variables: a dummy variable for whether participants were in the Basic Impact 

Appeal (vs. Control) condition and a dummy variable for whether participants were in the 

Transparent Impact Appeal (vs. Control) condition. We then used a Wald test to compare the 

effects of the Transparent (vs. Basic) Impact Appeal conditions. As pre-registered, we included a 

covariate that measures how often participants had provided customer feedback over the prior 

year, but the results are robust to excluding this covariate.  

 

We first tested how basic and transparent impact appeals affect survey taking intentions. 

Relative to the Control message, the Basic Impact Appeal did not significantly increase survey 

taking intentions (b = -.004, p = .957), but the Transparent Impact Appeal did significantly 

increase survey taking intentions (b = .432, p < .001). The Transparent Impact Appeal 

significantly increased survey taking intentions compared to the Basic Impact Appeal (p < .001).  

 

Next, we examined how the impact appeals affected perceived inauthenticity. Relative to 

the Control message, the Basic Impact Appeal significantly increased perceived inauthenticity (b 

= .259, p = .001), but the Transparent Impact Appeal did not significantly increase perceived 

inauthenticity (b = .105, p = .175). The Transparent Impact Appeal significantly decreased 

perceived inauthenticity compared to the Basic Impact Appeal (p = .047).  

 

We also examined whether perceptions of inauthenticity could help explain differences in 

survey taking intentions across conditions. Using 5,000 bootstrapped samples, we estimated that, 

relative to the Control message, the Basic Impact Appeal had a negative indirect effect on survey 

taking intentions via perceived inauthenticity (indirect effect = -.099, 95% CI = [-.160, -.040]). 

Importantly, perceived inauthenticity also mediated the difference in survey taking intentions 

between the Transparent Impact Appeal and the Basic Impact Appeal (indirect effect = .062, 95% 

CI = [.002, .124]). As a robustness check, we confirmed that mediation models remained 

significant after controlling for alternative mediators including (1) perceptions that the firm 

appreciates customer feedback, (2) perceptions that users can significantly impact the app, and 

(3) perceptions of the effort that the company put into crafting the message. 
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INTRODUCTION AND THEORY 

Imagine wanting to purchase a used car, so you browse the selections of two local 

dealerships. One dealership offers a standard array of used cars, and the other dealership offers a 

similar set while also including a few demonstrably low-quality cars at unreasonable prices. 

Consider how the presence of these overpriced “lemons” might affect your attitude toward the 

dealership. In this project, we show that the inclusion of a dominated option in a choice set can 

lead consumers to make negative inferences about the trustworthiness of the marketer offering 

the options (i.e., the choice architect), which can in turn reduce consumers’ likelihood of 

selecting any option from that choice architect. 

Context effects—how the inclusion of additional alternatives affect preferences between 

a fixed set of options—can result from similarity (Tversky 1972), compromise (Simonson, 

1989), and attraction (Huber, Payne and Pluto 1982). The current research focuses on attraction 

effect choice sets, in which the inclusion of a dominated option is theorized to increase the 

attractiveness of the dominating alternative (Huber, Payne and Pluto 1982). Context effects have 

typically been studied under conditions of forced choice (as pointed out by Dhar and Simonson 

2003), where participants are required to choose among a particular set of options. When 

participants are additionally given the possibility of abstaining from making any selection at all 

(i.e., deferring their choice), which notably increases the decision’s external validity, Dhar and 

Simonson (2003) found that the inclusion of dominated options reduces deferral by alleviating 

decision conflict. Yet, recent evidence suggests that the relationship between decision conflict 

and choice deferral may not be reliable (Evangelidis, Levav, and Simonson 2022). We contribute 

to this research by identifying one unexplored mechanism that explains when and why 
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dominated options can cause consumers to avoid purchasing from certain firms; that is, 

dominated options can engender distrust in the choice architect.  

Supporting this possibility, work on Marketplace Metacognition (Wright 2002) and the 

Persuasion Knowledge Model (Friestad and Wright 1994) has argued that consumers are aware 

that marketers are goal-driven agents that deploy different marketing tactics to influence 

consumer behavior (Kirmani and Campbell 2004). The use of certain persuasion tactics (e.g., 

placing a cute puppy in an advertisement for cookware; Campbell 1995) can lead consumers to 

infer that the marketer has manipulative intent, reducing purchasing intentions. More broadly, 

this research has argued that consumers make inferences about the intent of marketers from the 

way they design marketing tactics. Applying this idea to context effects, Hamilton (2003) 

showed that consumers are aware that marketers include dominated options in choice sets as an 

influence tactic to increase the attractiveness of the dominating alternative, but, even with this 

awareness, consumers are still susceptible to the attraction effect. In other words, despite 

inferring the dominated option is a deliberate influence tactic, the inclusion of the dominated 

option still increases the share of consumers choosing dominating alternative.  

Our research shares a similar initial premise as Hamilton (2003)—that choice set 

composition may leak information about the choice architect’s motives. However, we document 

an entirely different inference from choice set composition with unique behavioral consequences, 

leading to novel implications for theory and practice. First, we directly measure attitudes toward 

the choice architect and test whether the inclusion of dominated options in choice sets can lower 

trust in the company offering the options (Studies 1-3). Second, rather than measuring 

susceptibility to context effects, we measure another important outcome that may be influenced 

by choice architect trustworthiness: choices between competing firms. We specifically test 
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whether consumers avoid purchasing from firms that offer dominated options (Studies 2 and 3). 

Finally, we test an important boundary condition of this phenomenon; we examine whether 

effects of dominated options are attenuated when consumers have explicit information about the 

choice architect’s trustworthiness (Study 3).  

Table 4-1. Summary of Key Results. 

 

 Design Primary Findings 

Study 1 

N = 476 

2-condition between-subjects design; 

Imagined receiving either… 

2 health insurance options (no dominated option) vs.  

3 health insurance options (with dominated option) 

Dominated option 

increases distrust  

(b = .30, 95% CI = [.03, 

.56], p = .03) 

Study 2 

N = 490 

Within-subject; 

Imagined choosing between… 

A company offering 2 investment plans 

(no dominated option) vs. a company offering 3 

investment plans (with dominated option) 

People avoid investing 

with a company that 

offers a dominated 

option (χ2 = 110.8, p < 

.001) 

Study 3 

N = 791 

Mixed design; Same choice as in Study 2; 

Additional 2-condition between-subjects manipulation 

where participants imagined receiving either: 

Explicit information about the trustworthiness of the 

two companies vs. no explicit trust information 

People are more willing 

to invest in a company 

that offers a dominated 

option if they have 

explicit information 

about whether the 

company is trustworthy 

(b = .10, 95% CI = [.03. 

.17], p = .005) 

 

 

STUDY 1: DOMINATED OPTIONS ENGENDER DISTRUST 

 Study 1 shows that the presence of a dominated option in a choice set causes consumers 

to distrust the choice architect. 

Methods 
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 We pre-registered to target 500 participants on Amazon’s Mechanical Turk who passed a 

single screener. The study included two additional attention checks and two comprehension 

checks. Following our pre-registration, we only included participants in our analysis who passed 

the attention checks. We report results including all remaining participants. Note that the results 

are qualitatively unchanged when excluding participants who failed the comprehension checks. 

The final data includes 476 participants (45% female, Mean age = 41.5, SD age = 12.7).  

 All participants first imagined receiving an email from a health insurance company 

(“Medico Enterprises Inc) offering plans. In a two-condition between-subjects design, 

participants were randomly assigned to see an offer that either included two insurance plans 

(“Two-Option Condition”: Plans A & B) or three insurance plans (“Three-Option Condition”: 

Plans A, B, & C). Plan A included a $94 premium and $1500 deductible; Plan B included a $157 

premium and $1000 deductible; Plan C included a $165 premium and a deductible that was at 

least $1500. Plan C is dominated by the other options in the menu. Note that as an exploratory 

manipulation, within the Three-Option Condition, we randomized participants to see either a 

$1500 or $1600 deductible; there were not statistically significant differences between these two 

levels for any of our outcomes, so the remaining analyses collapse across these levels.  

 Next participants were asked: “If you received these plan options, how much would you 

distrust Medico Enterprises Inc.?” [1 – No distrust at all; 7 – Completely distrust]. Participants 

also responded to secondary measures including: four items about their perceptions of the 

company’s competence, one item about their perceptions of whether the insurance company is 

only motivated by self-interest; one item about skepticism about the insurance company’s 

motives; and one item about how much they believe the insurance company will make it difficult 
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to get reimbursed for covered expenses. The study ended with measures of general dispositional 

trust in healthcare companies, gender, and age.  

Results 

As predicted, participants in the Three-Option Condition reported greater distrust (M = 

3.71, SD = 1.67) compared to participants in the Two-Option Condition (M = 3.33, SD = 1.52; b 

= .30, 95% CI = [.03, .56], p = .03). We found further exploratory evidence that, compared to 

participants in the Two-Option Condition, participants in the Three-Option Condition were more 

skeptical of the insurance company (b =.35, 95% CI = [.13, .58], p = .003), perceived that the 

insurance company was less competent (b =-.19, 95% CI = [-.36, -.02], p = .03), and believed 

that the insurance company was more motivated by its own self-interest (b =.30, 95% CI = [.08, 

.53], p = .01).  

Discussion 

 Study 1 provided initial support for the hypothesis that dominated options heighten 

distrust towards the choice architect. The study also provided initial evidence that this effect may 

be driven by both benevolence- and competence-based trust. Next, we show how these 

inferences affect consumer choice.  

STUDY 2: DOMINATED OPTIONS CAUSE AVOIDANCE 

 Study 2 examines how dominated options affect consumers’ choices between competing 

firms. The study further tests whether perceptions of distrust drive the effects of dominated 

options on choice. 

Methods 
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 We pre-registered to target 500 participants on Amazon’s Mechanical Turk to participate 

in this study who passed two attention checks. The final analysis includes 490 participants (51% 

female, Mean age = 39.1, SD age = 12.2).  

 Participants imagined that they were looking to invest some of their savings for 

retirement. They imagined that they searched the internet and found two different private 

financial investment companies offering plans. “Investment Company A” was offering two plans 

(Plans X & Y) and “Investment Company B” was offering three plans (Plans X, Y, and Z). Plan 

X includes $500 in annual fees and $1/share in transaction fees for each trade; Plan Y includes 

$1000 in annual fees and $.20/share in transaction fees for each trade; Plan Z includes $1,300 in 

annual fees and $1.05/share in transaction fees for each trade. Plan Z is dominated by X and Y.  

 Participants then rated each of the companies on two dimensions: trust and fairness. 

Specifically, they rated how much they trust the investment company [1-Strongly distrust; 7-

Strongly trust] and how fair they perceived the investment company’s offering [1- Completely 

unfair; 7-Completely fair]. They were further given the binary choice: “If you were going to 

choose one of the companies to invest your money with, which company would you choose?”. 

We also asked participants which plan they would choose from that company. Participants then 

completed a brief thought-listing task, listing the reasons why they chose to invest with their 

selected company. At the very end of the survey, participants completed a measure of general 

dispositional trust, age, and gender. 

Results  

 Our primary pre-registered analysis tested whether participants were less likely to choose 

to invest with the company offering three plans (including a dominated plan). 26% of 
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participants chose the choice architect offering the dominated option, which is significantly 

lower than 50% (χ2 = 110.8, p <.001). See the left panel of Figure 4-1. 

 Conceptually replicating the results of Study 1, we also found that participants trusted the 

company offering the dominated option less (M = 3.46, SD = 1.58) than the company that did not 

offer the dominated option (M = 4.36, SD = 1.55; paired t-test, t(489) =12.76, p < .001). We 

found a similar effect on perceptions of fairness. See the middle and right panel of Figure 4-1.  

Figure 4-1. The Effect of Dominated Options on Choice, Trust, and Fairness (Study 2).  

In the left panel, the figure shows the share of people choosing to invest in the company that 

does not offer dominated options (light gray; 74%) vs. the company that offers dominated 

options (dark gray; 26%). The middle and right panels show trust and fairness ratings, 

respectively, of the company not offering dominated options (light gray points reflect individual 

responses) and the company offering dominated options (dark gray points reflect individual 

responses). Note that the columns of points get wider and are jittered to show the density of the 

distributions at each scale point. The single black points reflect means and the error bars reflect 

95% confidence intervals. 
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 Next, we tested whether perceptions of trust predicted participants’ choices. We 

constructed “trust lost” as our key independent variable, which reflects the difference between 

the trust rating for the company offering the dominated option and the company offering no 

dominated options. We found that the less participants trusted the company offering the 

dominated option (relative to the company offering no dominated option), the less likely they 

were to invest with the company offering the dominated option (b = .12, 95% CI = [.10, ,14], p < 

.001). The results for perceptions of fairness mirrored the trust results. 

Discussion 

 Study 2 showed that the presence of dominated options in choice sets can have important 

consequences for consumer choice. Consumers were less likely to purchase from a company that 

offered a dominated option than a company that offered an otherwise equivalent choice set. We 

again found that consumers trusted the company that offered the dominated option less and 

viewed its offer as less fair, than the company that offered the otherwise equivalent choice set. 

Finally, we confirmed that when people perceive that offering a dominated option signals the 

company is not trustworthy, people are less likely to purchase from that company. 

STUDY 3: MODERATION BY TRUSTWORTHINESS OF THE CHOICE ARCHITECT 

 In Studies 1 and 2, we theorized and found evidence that consumers use signals from the 

composition of choice sets to infer choice architects’ trustworthiness, which may help explain 

how consumers choose between competing firms. In Study 3, we test an important boundary 

condition of this phenomenon: When consumers have explicit information about the 

trustworthiness of the choice architect, they may be less likely to interpret the presence of a 

dominated option as a signal of low trustworthiness. If true, under these conditions, the 

dominated option would become an irrelevant factor for consumer choice. Specifically, we 
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predict that including explicit information about the choice architect’s trustworthiness would 

attenuate the effect of dominated options on choice. 

Methods 

 We pre-registered to target 800 participants on Amazon’s Mechanical Turk to participate 

in this study who passed a screener and attention check. The final analysis includes 791 

participants in a 2-condition between-subjects design (53% female, Mean age = 40.0 SD age = 

12.9).  

 The design used the same vignette and plan attributes as in Study 2. Participants 

imagined making an investment decision and choosing between two competing companies: 

Company A offering 2 investment plans (X and Y) and Company B offering 3 investment plans 

(X, Y, and Z, where Z is dominated by the other two plans). 

In this study, however, participants were also randomly assigned to either receive explicit 

information on the trustworthiness of the choice architect (“Trust Information Condition”) or not 

(“No Trust Information Condition”). In the Trust Information Condition, participants were shown 

that both companies received a trust rating of 4.87/5.0 from a market research firm’s survey of 

recent customers. Participants in the No Trust Information Condition did not receive this 

information. 

 Participants were then asked our primary outcome measure: “If you were going to choose 

one of the companies to invest your money with, which company would you choose?”. Then 

participants rated both companies on the company’s trustworthiness and the fairness of their 

offers. At the very end of the survey, participants completed a measure of general dispositional 

trust, age, and gender. 

Results  
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 First, we directly replicated the primary result from Study 2. In the No Trust Information 

Provided Condition, participants were less likely to choose the company offering a dominated 

option; 37% chose to invest with the company offering the dominated option (χ2 = 24.6, p <.001). 

However, in the Trust Information Provided Condition, 47% of participants choose to invest with 

the company offering the dominated option, which is not statistically significantly different from 

50% (χ2 = 1.1, p = .147). Indeed, as predicted, the trust information increased consumers’ 

willingness to invest with the company offering the dominated option (b = .10, 95% CI = [.03. 

.17], p = .005). 

Discussion 

 Study 3 highlights a boundary condition of our theory about dominated options. 

Dominated options only decrease the likelihood that people purchase from companies when 

explicit information about the trustworthiness of the choice architect is not provided. Put 

differently, consumers seem to make inferences about choice architect trustworthiness only in the 

absence of other, more direct signals about trust. When consumers already know whether the 

choice architect is credible, dominated options no longer provide useful, missing information and 

thus do not influence consumer choice. 

GENERAL DISCUSSION 

In this work, we show that the inclusion of dominated options in choice sets can reduce 

trust in the choice architect and can cause consumers to take their business elsewhere. Moreover, 

we show that dominated options only affect consumer choice when there is not explicit 

information about the choice architect’s trustworthiness.  

Our work makes several theoretical contributions. While previous work has not found 

evidence that context effects depend on consumers’ inferences about marketers’ motives 
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(Hamilton 2003), we identify a novel inference that consumers draw from dominated options that 

has important consequences for consumer choice. We further contribute to the work on context 

effects in non-forced choice paradigms. Dhar and Simonson (2003) originally claimed that 

dominated options reduce choice deferral, which violates a key assumption of rational choice 

theory—the assumption of independent irrelevant alternatives (IIA). Meanwhile, recent evidence 

suggests this finding may not be robust (Evangelidis, Levav, and Simonson 2022). We contribute 

to this literature by providing evidence on when and why the presence of a dominated option in a 

choice set can cause consumers to avoid purchasing from the company making the offer. This too 

is a violation of IIA but in the opposite direction originally proposed by Dhar and Simonson 

(2003). More generally, our work argues that context effects are not simply driven by cognitive 

factors. Rather, social inferences can mediate the effects of choice set composition on 

consequential consumer attitudes and decisions. 

In practice, firms often include dominated options in choice sets (e.g., Bhargava, 

Loewenstein, & Sydnor, 2017). Our research cautions against this approach as it may reduce 

consumer trust and, as a result, reduce consumer loyalty over time.  
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CONCLUSION 

 My dissertation proposes that the effects of behavioral policies depend on the inferences 

that individuals draw about the policymakers implementing the interventions. I provide evidence 

supporting this idea across four distinct contexts: inferences about the urgency of the 

recommendations of policymakers who offer pre-commitment (Chapter 1), inferences about the 

support of policymakers who use peer comparison information (Chapter 2), inferences about the 

inauthenticity of policymakers’ messages that emphasize consumer impact (Chapter 3), and 

inferences about the trustworthiness of policymakers from the inclusion of dominated options in 

choice sets (Chapter 4). The theories I developed around these inferences can help (1) explain 

when behavioral policies backfire (Chapters 1-4), (2) inform how to redesign behavioral policies 

so they have positive effects (Chapters 1 and 3), (3) identify moderators to help explain divergent 

effects of interventions across contexts (Chapters 3), and (4) broaden the outcome variables that 

we use to comprehensively evaluate the effects of behavioral policies (Chapters 2 and 4). Next, I 

will discuss several limitations of my dissertation that open interesting future directions.  

Limitation and Future Direction #1: Using Confirmatory Field Experiments. In 

Chapter 1-3, the surprising effects of our field experiments led us to develop theories regarding 

social inferences that we later tested with lab experiments. In several instances, the theories in 

my dissertation make clear predictions about when and for whom behavioral policies should 

have positive effects on behavior. In future research, I plan to not only learn and build theories 

from initial field experiments, but to also conduct confirmatory field experiments that 

deductively test predictions of the final theories presented in the papers.  
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Incorporating lessons learned from my dissertation, going forward I also plan to build 

social inferences into theories of human behavior prior to collecting any field data. In one early-

stage project, for instance, we are attempting to increase savings behavior by intentionally 

communicating an implicit descriptive social norm (Reiff, Shu, Hershfield, Benartzi 2023). We 

hypothesize that “when-framing” (When will you save...) will increase savings relative to 

“whether-framing” (Will you save...) because the “when-framing” implicitly communicates the 

policymaker’s beliefs that other people typically save for retirement. Multiple pilots and a large 

pre-registered study confirmed our hypothesis, and we are now seeking field partners to test the 

theory. In future work, more broadly, I plan to continue conducting confirmatory field tests to 

better assess whether theories that incorporate social inferences can improve the field’s ability to 

accurately make a priori predictions about human behavior in the field.  

Limitation and Future Direction #2: Interpreting Responses to Hypotheticals. In 

Chapters 1, 3, and 4, I relied heavily on how people said they would respond to hypothetical 

behavioral policies. This method is arguably necessary to estimate the extent to which 

psychological mechanisms explain the effects of behavioral policies. However, we now know 

from other research that lab experiments (with hypothetical behavior) and natural field 

experiments may differ in important ways, even when the sample characteristics are relatively 

similar. Empirically, there are two categories of evidence to consider here: direct evidence from 

lab experiments and indirect evidence from prediction studies. In one prominent example of 

direct evidence, a lab experiment using hypothetical decisions led to opposite conclusions about 

the relative effectiveness of two behavioral policies, compared to a large-scale natural field 

experiment assessing the same policies (Dai et al. 2021). There is further evidence that people 

often do not correctly predict the relative effectiveness of behavioral policies and tend to 
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overestimate the magnitude of effects (Milkman et al. 2021; Otis and De Vaan 2023; See also 

Chapters 1 and 3).1 Discrepancies between hypothetical and field data are also broadly consistent 

with psychological theory; people have difficulty forecasting their future preferences (e.g., 

Quoidbach, Gilbert, and Wilson 2013) and struggle simulating their current preferences in 

hypothetical situations that are foreign to their current situation (Frederick 2019; e.g., asking a 

low-income MTurker to “imagine you are looking for a retirement plan…”). Compounding the 

problem is that behavioral policies are implemented within rich and diverse social contexts, and 

treatment effects may be moderated by the social contexts in which interventions are 

implemented (Gallus et al. 2021). Thus, if hypothetical experiments are to accurately reproduce 

field experiments, participants must be able to accurately simulate their internal state, their social 

context, and how the two interact when they respond to behavioral policies. Existing theory and 

evidence suggest that participants may struggle to do this.  

All to say, we should be cautious when interpreting estimates from hypothetical 

experiments. Researchers do not have the necessary tools to assess whether results from a 

hypothetical study reflect (a) true behavior or (b) patterns of responding introduced solely by the 

study’s hypothetical nature. This is problematic because researchers may only attribute their 

results to the hypothetical nature of the study when the results do not conform to the researchers’ 

expectations (see Dai et al. 2021 for an exception). In future research, I plan to investigate 

systematic ways in which hypothetical and field data differ so researchers can better understand 

when responses to hypothetical questions accurately reflect behavior and when they do not.  

 
1 This is not direct evidence for hypothetical and field discrepancy because people could be basing their predictions 

on others’ behavior, which diverges from their predictions about their own behavior. However, I still interpret these 

results as indirect evidence supporting the idea that people have generally poor intuition about how people respond 

to behavioral policies.  
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Limitation and Future Direction #3: Building an Integrative Framework. The 

inferences I included in my dissertation represent a convenient set: they are the inferences that I 

identified to explain the effects of the behavioral policies that I had the opportunity to evaluate. 

In a new conceptual project (Reiff, Bogard, and Dai 2023), we are attempting to create a 

framework that integrates findings from across the field to identify a comprehensive set of 

inferences that individuals draw from behavioral policies. We are specifically interested in 

inferences that hinder the effectiveness of policies. The project aims to advance both theory and 

practice.  

From a theory building perspective, we are attempting to identify common antecedents 

that cause individuals to draw social inferences from policy design. The goal is to build testable 

predictions about when certain inferences will have strong effects on policy responses, and when 

they will not. By reviewing and integrating findings from across the field, we hope to identify 

gaps in existing evidence and set an agenda for future research in this domain. 

For policymakers, we hope to build a new tool that improves the behavioral design 

process (Datta and Mullainathan 2014). When policymakers attempt to design an intervention, 

popular frameworks (e.g., EAST; Behavioural Insights Team 2014) are often used to answer the 

question: what positive mechanisms should I leverage? However, there are not existing 

frameworks to help policymakers answer a complementary question: what negative mechanisms 

should I guard against? This asymmetry is broadly consistent with the human tendency to focus 

on additive, rather than subtractive, changes when designing products and systems (Adams et al. 

2021). Our framework seeks to remedy this shortcoming in the behavioral design process. The 

set of inferences proposed in our framework can serve as an audit checklist. As policymakers 

design their interventions, they can use this checklist to audit their intervention and scrutinize 
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whether the target population will make one of these inferences. Then, they can redesign their 

intervention to guard against these inferences with the goal of increasing the likelihood that the 

intervention works as intended in the field.  

 

Taken together, my dissertation presents a broad hypothesis: The effects of behavioral 

policies depend on inferences that individuals draw about the policymakers implementing the 

interventions. I provide evidence in support of this hypothesis across four chapters, delineate 

project-specific and overarching contributions to the theory and practice of behavioral science, 

and outline limitations and future directions.  
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