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ABSTRACT OF THE DISSERTATION

Stochastic Electronic Structure Methods for Nano- to Microscale Molecular Complexes

by
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Professor Daniel Neuhauser, Chair

Molecular excitons in large extended systems are often not well described by local time-

dependent density functional theory (TDDFT) due to highly delocalized states with long

range electronic coupling. The issue of long-range coupling is made exceptionally more diffi-

cult when we consider excitons delocalized over many large molecules in aggregates ranging

up to micron scale. In this thesis, we develop a series of electronic structure theory methods

leveraging stochastic techniques that enable us to perform higher quality calculations on

molecular excitons, and enable us to study extremely large systems in the context of molec-

ular aggregates. We have developed a linear scaling method that can study spectroscopic

observables such as the density of states and participation ratio in systems of millions of

coupled dye dipoles. For the study of single excitons in large molecular complexes, we have

developed a stochastic formalism of the Bethe-Salpeter equation, the linear response formal-

ism that arises from the GW approximation of many-body perturbation theory. Through a

series of algorithmic improvements to the method, we have developed new approximations to

capture the screened Coulomb interaction at lower computational cost, leading to the study

of systems with several thousand electrons.
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CHAPTER 1

Introduction

The central themes of this thesis could be summed up into two ideas, one scientific, one

algorithmic: the molecular exciton, and the stochastic resolution of the identity. In each

chapter, we focus on a form of Frenkel exciton, and apply a new stochastic methodolgy to

better understanding the properties of excitons in molecular and supramolecular systems

and accelerate the speed of large-scale computations. In particular, we tackle the problem

of modeling micron-large molecular aggregates and polaritons, enabling the prediction of

new aggregate properties and geometries. We also tackle the traditional electronic structure

problem of optical absorption through the lens of density functional theory (DFT), time-

dependent DFT (TDDFT), and the Bethe-Salpeter Equation (BSE). With this we efficiently

calculate highly accurate spectra for molecular systems that are unaffordable for conventional

electronic structure methods.

An introduction to the exciton: The concept of an exciton was first proposed by Yakov

Frenkel in 1931– in which he observed neutral excitations in crystals caused by absorption

of light were possible in which an electron is excited but remains bound to a positively

charged ‘hole’ in the lattice.[Pei94] Frenkel was additionally the first to describe the concept

postive ‘hole’ left in the crystal after excitation or ejection of an electron (1926), many

years before the notion of the Dirac sea was formalized in quantum mechanics. Today, the

exciton quasiparticle is typically divided into two main categories the eponymous Frenkel

and the Wannier-Mott exciton, by their binding energies. An exciton binding energy can

be defined as the difference in energy in between the fundamental gap (Ionization Energy

1
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Figure 1.1: (a) Energy diagram showing the various energetic quantities relevant to discussing

the study of excitons. (b) Exciton density of indocyanine green dye molecule calculated with

the TDHF@vW method describe in chapter 5. The electron wavefunction density is shown

in purple, and the organ hole density is shown in orange. (c) Dipole model of the coupling

in a planar molecular Aggregate with coloring by the strength of the transition dipole-dipole

coupling.

minus Electron Affinity, Efund
g ) and the energy of the absorbed photon (optical gap, Eopt),

as shown in Figure 1.1 (a).

Wannier-Mott excitons are classified as excitons with small binding energies relative to

the optical gap, less than that of a hydrogen atom and often on the order of 0.01 eV.[Wan37]

These typically occur in conducting and semiconducting crystalline materials, like CuO2

and GaAs. Such weak binding energies are correlated with high dielectrics, and thus the

electron typically has a wavefunction much larger than the atomic spacings, and typically

are well described like hydrogen atoms that can move freely throughout a crystal.[Fox10] At

high densities of these excitons (near the Mott density), more complex many-body physics

emerges, such as the formation of bound bi-excitons, electron-hole plasmas, or even Bose-

Eistein condensation.

While Wannier-Mott excitons are the default description of excitons in a typical solid state

2



physics textbook, the Frenkel picture is more accurate systems such as molecules and organic

semiconductors. Frenkel excitons are classified as excitons with large binding energies relative

to the optical gap. In some of the organic systems studied in this work like chlorophylls, the

binding energy can be upwards of 2 eV on a system with optical gap near 2 eV! Such large

binding energies usually imply a fairly localized excitation, sometimes contained within a

single molecule as in the case of fullerenes.[MPP98] This large binding energy and relatively

small size, compared to bulk semiconductors, leads to a pictures of these excitons as being

bound to one molecule and relatively less mobile in a molecular crystal. While we mention

isolated molecular systems and organic crystals as the primary kinds of systems contain

Frenkel excitons to be studied in this thesis, they can also occurr in a variety of insulating

inorganic materials, famous examples include alkali halide and the crystals of condensed

Nobel gases.[Fox10]

If we limit our study of Frenkel excitons to those in large molecular systems, such as

the study of fullerenes included in Chapters 4 and 5, a quantum chemist thinks of this as

described primarily within the question of calculating an absorption spectrum for a given sys-

tem. The most widely popular of these methods, like time-dependent Hartree-Fock (TDHF)

and TDDFT, belong to a family of methods known as linear response theory. First described

by the Kubo formula in 1957,[Kub57] linear response describes the response of a system to

a time dependent force, like the description of damped harmonic oscillators.

In the context of TDHF, linear response is provoked within the context of the ran-

dom phase approximation (RPA), where the perturbing force is an infintessimal perturba-

tion to the density matrix represented by a superposition of electron-hole (exciton) matrix

elements.[Neg82] Looking at only the diagonal term of the resulting eigenvalue equation

known as the Tamm-Dancoff Approximation (TDA), the resulting exciton Hamiltonian can

be written simply as

Ahh′ee′ = (Ee − Eh)δee′δhh′ − ⟨he′|V |eh′ − h′e⟩. (1.1)

3



The terms of this equation clearly demonstrate the concept of the exciton binding energy

within a molecular system, in which the absorption energy is reduced from the ground

state energy gap (first term) by a binding energy response term (the exchange and Hartree

terms). Thus, it is also apparent that the binding energy will be huge in systems carry

highly overlaping highest occupied and lowest unnoccupied molecular orbitals (HOMO and

LUMO) like organic dyes, shown in Figure 1.1 (b) which shows both a delocalized electron

and hole wavefunction in the exciton.

So far we have only discussed the case of Frenkel excitons isolated to only one molecule,

but this is not the case in organic semiconducting crystals and even highly disordered sys-

tems like molecular aggregates. The absorption energy of organic dyes shifting upon aggre-

gation in solution was first documented by Jelly, concurrently with the discovery of Wannier

excitons.[Jel36] Aggregation in these dyes is driven by Van der Waals forces and stabilized by

π-stacking of the molecule, yet the spectral shift observed in absorption is a unique phenom-

ena of newly delocalized Frenkel excitons, with electron wavefunction distributed over often

dozens of dye molecules. The first theory to understand this shift in absorption was devel-

oped by Kasha, describing the dyes as like “stacked cards” in a linear molecular aggregates.

Given the strong transition dipole moment in these dyes, classical dipole-dipole coupling

with scaling r−3 is invoked between dye molecules, shown for a planar molecular aggregate

in Figure 1.1 (c). Solving a simplistic exciton Hamiltonian described by Davydov,[Dav71] it

is apparent that this coupling induces bands of singlet excitons.

Kasha determined that in the case of tail-to-tail coupling of dipoles, the lowest energy

exciton will also be the optically absorbing exciton, with a consistent red-shift from the

momeric dye exciton absorption. Lastly, Kasha also deduced that the oscillator strength of

this optically absorbing state scales like N1/2 for N dyes participating in the excitation. This

property is now known as molecular superradiance, with deep similarities to the phenomena

observed in cold atoms by Dicke.[Dic54] A deep review of the theory of these systems can be

found in Ref. [HS17]. Study of the delocalization and geometry dependent super-radiance of

4



molecular-aggregates has remained of great importance due to their observation in biological

photosynthetic complexes.[CBM12]

Excitons can have interactions with with other objects to form different quasiparticles

with known names, such as bound bi-excitons mentioned above. A particularly well known

examples, of relevance to chapter 3, is exciton based polaritons, a hybrid photon-molecular

particle. Jaynes and Cummings first mathematically described this with a Hamiltonian for

independent atoms interacting with an external magnetic field, a quantum mechanical expla-

nation to the phenomena of Rabi oscillations.[JC63] However, organic crystals and molecular

aggregates are very popular system choices for the study of these kinds of polaritons, due to

their giant oscillator strengths and shorter lifetimes. Polaritons in a Fabry-Perot cavity made

of silver mirrors made from a single atom[TRK92] and a crystalline organic material[LBS98]

were first realized in the 1990s, with essentially concurrent theoretical description.[ABW97]

In these expanded models the coupling between a molecular two-level system (exciton model)

and a given wavevector of light is defined by the Rabi splitting, ΩR, and can be simplified to

gmp = ΩRe
irm·kp , ΩR = 2µ0

√
N

√
h̄ωc

2ϵ0V
. (1.2)

With the introduction of new light-matter physics, new physical properties emerge, demon-

strating the ability of the exciton to be modified by its environment. This has lead to the

discovery of ultrafast switching in polaritons,[SHG11] and lasing from room-tempurature

polariton Bose-Einstein Condensates.[KF10]

An introduction to stochastic quantum chemistry: To now turn to the history of the

methodology used throughout this thesis, the stochastic quantum chemistry paradigm has

been developing for at least the last decade,[BNR22] but has deep roots in numerical linear

algebra that date back to Lanczos in the 1950’s.[Lan50] Such modern use of these ideas are

now not at all limited to chemistry applications, but the use of randomizations for better

algorithmic scalings in traditional linear algebra calculations have broad effects across all

scientific computing.[MDM23] Central to stochastic quantum chemistry is efficient matrix

5



1.0

0.0

-1.0

-0.5

0.5

Figure 1.2: Graphical representation of the stochastic resolution of the identity with varying

number of stochastic samples.

trace estimation using a set of random vectors pulled from a Randemacher distribution, i.e.

a vector ±1 at every rank with equal probability. Taking the trace, or expectation value, of

an observable A with our Rademacher vectors ζ,

Tr[A] ≈ 1

Nζ

∑
Nζ

⟨ζ|A |ζ⟩ , (1.3)

one gets a estimation of the trace with minimal variance in the answer. The formal error of

such a trace is O(1/N2
ζ ) and was originally shown by Hutchinson.[Hut90] The outer product

over our Rademacher vectors ζ is an alternate representation of the stochastic trace cen-

tral to stochastic chemistry methods: an estimated identity matrix 1
Nζ

∑
Nζ

|ζ⟩ ⟨ζ| ≈ 1. A

demonstration of the convergence of the stochastic identity matrix is shown in Figure 1.2.

In in the early 90’s the stochastic estimator branched beyond nuclear physics[Gau68,

SD71] to electronic structure theory for the calculation of the density of states (DOS).[Wan94,

WZ94] The additional key concept that supercharged the stochastic trace estimator was

that of a polynomial expansion of the the Dirac delta function, most typically a Chebyshev

polynomial expansion,

δ(A− E) ≈
∑

NCheby

cn(E)Tn(A′). (1.4)

Chebyshev polynomials are preferred due to their optimal error distribution and a clean re-

cursive formula for ease of calculations. These two methods combined, polynomial expansions

6



of opperators and stochastic trace, has sometimes gone by the name of the ‘kernel-polynomial

method’ or filter-diagonalization more generally.[WWA06, Neu90a]

Summary of the contents of the subsequent chapters: In the remainder of this intro-

duction, we do not endeavour to teach the cornucopia of electronic structure methodologies

studied in this thesis, but to instead show these basic stochastic sampling techniques have

been applied and updated in their application to the methodologies included in this thesis.

In Chapter 2 we apply a stochastic DOS method to the case of large micron-scale

molecular aggregates. Using such an efficient method allows us to screen tens of thou-

sands of geometrical parameters to find system conditions that most closely match exper-

imental absorption measurements. We have applied this mass screening work in several

collaborations.[DGB22, BDB23]

From the perspective of the stochastic quantum chemist, the most unique aspect of

Chapter 2 is the development of a stochastic estimator for a property of the eigenstates of

the system, rather than an estimator of the spectrum such as the trace. In Chapter 2 Eq.

2.18, we state a stochastic vector formalism for calculating the (inverse) participation ratio

of the system. Defined by Thouless in the 1970’s, the inverse of the participation ratio is

proportional to the the fourth power of a normalized wavefunction ψ(r), [Tho74]

P−1 =

∫
dV |ψ(r)|4. (1.5)

For a system that is maximally delocalized, i.e. ψ(ri) = 1√
dV

, P = V will be maximal for

a given wavefunction. Alternatively for a Dirac delta wavefunction, P = 1 is minimized.

In molecular crystal and aggregate systems, this measure of the static disorder averaged

Hamiltonian forms an excellent measure of predicted transport properties. We employ a

novel stochastic formulation to extract this quantity at a given energy, summing over all

eigenstates.

In Chapter 3 we extend the efficient stochastic density of states to systems of aggregate
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exciton-polaritons. Central to an efficient stochastic trace estimator of this system is de-

velopment of a linear scaling algorithm for applying the Hamiltonian, for generation of the

recursive polynomial expansion. By noticing that light-matter coupling will always take the

form of a plane wave, Hpm ≈ eikr, this coupling can be applied using a Fourier transform,

enabling the calculation of properties for systems of tens of millions of molecules in a multi-

mode optical cavity. Additionally, we apply a stochastic trace differently in this work, using

the statistical average to enable extracting the density of the systems at all angles in one

shot, the so called angle-resolved transmission spectrum.

Polynomial projections of a random wavefunction is also the central concept of stochastic

electronic structure methodologies, starting with stochastic DFT. A random wavefunction

is projected to the occupied subspace using a polynomial filter of a smoothed Heavyside

step function. Once in the occupied subspace, these wave-functions can be used to con-

struct the density of the full system, so the Kohn-Sham Hamiltonian can be constructed for

diagonalization.[NBR14a]

In stochastic GW, a many-body perturbation theory method for calculating corrected en-

ergies of a system, these stochastically filtered orbitals come to great use. Since the quantity

desired, the screened Coulomb interaction W , is a property of the polarization response of the

whole system, averaged TD-Hartree (TDH) propagations of a few stochastic occupied vectors

can represent the polarization response of the whole density.[VRN18, VLB18a, VBR18b] In

Chapter 4,we use these same stochastic TDH propogations to capture the action of the W ,

i.e. it’s effect on a pair density

Wij(r) =

∫
dr′W (r, r′)ϕi(r

′)ϕj(r
′). (1.6)

In this example, Wij(r) is propagated with a source potential shaped by ϕi(r)ϕj(r) rather

than the whole density. Paired with an iterative Chebyshev expansion method to extract

the absorption spectrum, we reduce the total cost of evaluating the spectrum of the BSE to

cubic scaling.
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Within this method, only the generation of the action of W is generated stochastically.

Extraction of the spectrum through iteration is deterministic. Finding ways to improve the

total number of W actions that are needed and faster application of the exciton Hamilto-

nian on a vector required more particular techniques to contain stochastic error. In Chapter

5, we introduce the optimized attenuated interaction, a translationally invariant exchange

kernel vW (|r−r′|) that contains as much as possible the effect of the full W (r, r′) kernel. We

validate this approach various multi-dimensional hydrocarbons and show how realistically,

most of the effect of the screened Coulomb interaction W is a smooth function in wavevec-

tor space. Then, we enhance this method by stochastically sampling the small remainder

{W (r, r′) − vW (|r − r′|)}, which allows us to capture the total BSE with a finite number of

samples that does not scale with the system size.

Pleased with the performance of the optimized attenuated interaction on its own for a

modified TDHF like calculation, to achieve spectra for even larger molecular systems we also

needed to address the cost of explicit Fock exchange in real-space and plane wave DFT and

TDDFT codes.

In Chapter 6, we draw on two stochastic tools to enable fast and memory-light full Fock

exchange in ground state self-consistent field (SCF) calculations for DFT: mixed stochastic-

deterministic evaluation of the action of the exchange in wavevector space [DTC19] and

sparse compression of the stochastic vectors.[VLB18b] Additionally, we pull on a basis used

in many time-dependent and multi-wavefunction based methodologies: “cheap” local DFT

wavfunctions as a basis for “more expensive” wavefunctions. Together, this means that

all possible exchange integrals are written as (ϕpϕq|v(|r − r′|)|ϕrϕs). Under our mixed

deterministic/sparse-compression, this integral is fractured by the stochastic resolution of

the identity as
∑

Nξ
(ϕpϕq|ξ)(ξ|ϕrϕs), where the elements of ξ originate from either a deter-

ministic long wavelength of the grid, or a sparse snippet of high-k vectors. With such a

general methodology, this can be implemented either in the ground state as in Chapter 6 or

in the linear response regime as BSE or TDDFT, as is later done in collaboration.[SAB24]
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In each work, we hope to demonstrate the power and versatility of the stochastic vector

based estimators in quantum chemistry. Such techniques are so successful not only due to

the underlying statistics, but due to careful algorithmic design that minimizes the impact of

statistical error and reduces the computational cost of large calculations.
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CHAPTER 2

Stochastic Simulations of Molecular Aggregates

2.1 Introduction to Simulations of Molecular Aggregates

Excitonic molecular aggregates are ubiquitous in molecular electronics and photosynthetic

light harvesting systems.[BHK17] In these systems, coupling among transition dipole mo-

ments enables collective interactions with the electromagnetic field. Long-range dipole-dipole

interactions induce complex and tunable photophysical properties, such as superradiance,[DSK18,

SM89] exchange narrowing,[MD99] strong polarization dependent behavior,[SKO02] and

long-range transport properties.[FKW93, CDE16, PCG19] Particular applications of these

materials are as photo-emitters and antennas, and they are highly desired for numerous tech-

nological, medical, and biological imaging applications.[CCC19, HM08, BWB07, WWH20]

Given the interest in the optical properties of these dye aggregates, approaches to ratio-

nalize and control excitonic properties aggregation are a subject of recent research.[BKS15,

HS17, DKC19] Thoroughly testing design principles new aggregate complexes is difficult,

as the traditional Frenkel exciton matrix diagonalization approach becomes prohibitively

expensive for large systems.

Experimental and theoretical exploration of the optical properties of molecular aggre-

gates is nearly a century old.[Jel36, Dav64, Kas63] In recent years, advances in chromophore

design and self assembly has allowed for the creation of tubular and 2D aggregates which

have potential as excitonic antennae.[BJK20, DKC19, CBC19] However, the slow conver-

gence of the r−3 dipolar coupling necessitates calculating band structures for extremely
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large systems.[CLM16] This is exacerbated in 2-D and quasi-2D tubular systems for which

the number of sites grows non-linearly with system size. Without methods which treat large

systems, computational studies are limited to diagonalizing Hamiltonians representing a few

thousand dye monomers, and observed localization effects of disorder depend on the size

of the calculation.[BJK20, DPH04] Larger systems are approached analytically with highly

limiting assumptions, such as nearest-neighbor interactions or zero disorder. Probing 2-D ag-

gregates at the length scales observed experimentally (microns),[ECB12] stochastic methods

provide an appealing alternative to insurmountable diagonalization tasks.

The idea of calculating the density of states through stochastic expectation values of a

polynomial approximation for the delta density operator is well established. Its foundations

go back to Lanczos in 1950,[Lan88] but the essential algorithm has been significantly re-

fined in the 1970s and 1990s in the fields of nuclear physics and quantum chemistry.[Gau68,

Gau70, SD71, WB72, BW73, DS93, SR94, Wan94] Based off its numerical accuracy and

ease of implementation, it has become a staple method for computation of large quantum

systems, and is now often known as the kernel polynomial method.[WWA06] To date, similar

stochastic methods have been applied to complex excitonic systems with similar computa-

tional requirements as molecular aggregates, like quantum dots.[Wan94, BR12]

The stochastic approach for calculating the density of states is highly suitable for our

specific case of dipole-coupled dyes in ordered 2D planar or tubular systems. This is because

the effective exciton Hamiltonian that needs to be diagonalized has a special form, i.e.,

the coupling between sites depends only on the distance between them. This makes it very

efficient to calculate, in a quasi-linear scaling, the required kernel moments using convolution.

An additional advantage is that the method is automatically suitable for including many

kinds of energy disorder, without additional cost, as the averaging over the different disorder

is included as part of the stochastic averaging of the moments.

Following earlier work on the stochastic resolution of the identity (SIR),[BN12, NRB12,

NRB13, BNR13a] we show that, in addition to the calculation of the density of states,
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the stochastic approach enables the calculation of a further quantity that measures exciton

delocalization. This quantity, the participation ratio,[Tho74] is obtained here with the same

overall scaling as the density of states.

The overall approach presented here enables extremely fast screening of aggregate ge-

ometries and disorder, unlocking rapid computation of experimentally relevant parameters

optical parameters.

2.2 Stochastic Methodology Methods

2.2.1 Hamiltonian, spectra and participation ratio

We study here the Frenkel-Exciton Hamiltonian for interacting molecular chromophores,[Dav64]

H =
∑
n

ϵn |n⟩ ⟨n| +
∑
nm

J(n−m) |n⟩ ⟨m| , (2.1)

where n represents the site basis of an exciton localized on a single monomer. ϵn are the on

site excitation energies. We set the average monomer excitation energy to 0 artificially to

study specifically the effects of aggregation.

The primary tool by which optical properties of excitonic molecular aggregates are usu-

ally studied is through explicit construction and diagonalization of the Frenkel Hamiltonian

matrix. A variety of different off-diagonal coupling functions may be used to capture the

transition dipole coupling or charge transfer effects .[HS17, May11, Mer61, HKW16] The im-

portant optical properties are then assessed through several quantities defined below: optical

absorption, density of states, and participation ratios.

The optical absorption coefficient (abbreviated here as optical absorption) is

A(ω) =
∑
i

(E · µ)2 δ(ω − ϵi) (2.2)

=
∑
i

|⟨ψ|ϕi⟩|2 δ(ω − ϵi). (2.3)
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Here, εi and |ϕi⟩ are the eigenvalues and eigenvectors of H. µ is the dipole moment operator,

and E is the electric field polarization. For a system small relative to the wavelength of the

absorbed radiation, the so called optically bright state |ψ⟩ would be the k = 0 state, with

elements

⟨n|ψ⟩ = µn ·E (2.4)

where µn is now refers to the dipole vector of an individual monomer. The k = 0 state is

the most studied, so it is what we restrict to in this paper, though the systems are large

enough that full consideration beyond the dipole limit may be appropriate for future work.

The density of states is,

ρ(ω) = Tr[δ(H − ω)] =
∑
i

δ(εi − ω), (2.5)

and the participation ratio is defined as,

P(ω) =
ρ(ω)

K(ω)
, (2.6)

where

K(ω) ≡
∑
i

δ(εi − ω)
∑
n

| ⟨n|ϕi⟩ |4. (2.7)

Average aggregate properties should be estimated by many realizations of the Hamiltonian

with different disorder. This additional cost further reduces the maximum practical aggregate

size that can be studied using direct diagonalization.

2.2.2 The Chebyshev expansion

As mentioned, in this paper we use a stochastic trace of the delta density operator to retrieve

the density of states. Before we can take the trace, the delta function is first numerically

implemented with Gaussian regularization.[WWA06] One can realize the gaussian regular-

ization as a gaussian linebroadening on the tradition time correlation function, from which

the density of states is directly related by a transform.

ρ(ω) =
∑
i

⟨ϕi|
∫
dt e−iHteiωteγ

2t2/2 |ϕi⟩ =
∑
i

1

γ
√
π
⟨ϕi| e−(H−ω)2/γ2 |ϕi⟩ (2.8)
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For practical calculation, the regularized density operator is defined through the Chebyshev

polynomial expansion [Kos88]

F (ω) =
1

γ
√
π
e−(H−ω)2/γ2

=

NChebyshev∑
ℓ=0

cℓ(ω)Tℓ(H
′) (2.9)

and of course in the small γ limit, F (ω) → δ(H − ω). Here, Tℓ(H
′) is the ℓ’th Chebyshev

polynomial of a linearly scaled Hamiltonian H ′ = (H − h̄)/∆H constructed so that its

eigenvalues are within the interval [−1, 1]; h̄ is an estimate for the center of the spectrum of

H, and 2∆H is an upper bound for its spectral width. NChebyshev is the required number of

Chebyshev polynomials, which is proportional to ∆H/γ.

As discussed later, the coupling in the Hamiltonian only depends on the difference of

position between sites, so if there is no disorder ∆H can easily be shown to be given from a

2D Fourier transform of the elements in the Hamiltonian. Accounting for the effect of the

disorder, we enlarge the spectral width by a factor to ensure the stability of the Chebyshev

expansion.

The scalar Chebyshev coefficients are calculated using the transform θ = cos−1(x).

cℓ(ω) =
1√
πγ

∫ ∞

−∞
dx
e−(∆Hx−h̄−ω)2/γ2

Tℓ(x)√
1 − |x|2

(2.10)

=
2 − δℓ,0√

πγ

∫ 2π

0

dθe−(∆H cos θ−h̄−ω)2/γ2

eiℓθ. (2.11)

The coefficients are then calculated via Eq. (2.11) using a fast Fourier Transform (FFT).

2.2.3 Absorption Spectrum

From Eq. (2.2), the absorption spectra is calculated with the Chebyshev expansion using

only the optically absorbing bright state

A(ω) = ⟨ψ|F (ω) |ψ⟩ . (2.12)

This expectation value can be calculated for each coordinate of the electric field, E, and

therefore a bright state along each coordinate can be defined via (Eq. (2.4)). This gives
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the dichroism response. An important thing to note as, since we know the k = 0 wavefunc-

tion, |ψ⟩, we only need our propagator to find the absorption correlation function, and no

additional stochastic methods are required besides averaging over instances of the diagonal

disorder. Note that if we were to consider k > 0 the full absorption could still be obtained

through a trace formula with the addition of a spatial filter (See SI).

2.2.4 Stochastic Density of States

To take the trace of the moments operator, a stochastic state is introduced, which Monte-

Carlo samples a complete basis for H (see Ref.[Wan94]). The stochastic excitation has a

random ±1 amplitude at each site, ζ(n) ≡ ⟨n|ζ⟩ = ±1. Thus, the DOS is calculated directly

as

ρ(ω) =
{
⟨ζ|F (ω) |ζ⟩

}
=
∑
ℓ

cℓ(ω)Rℓ, (2.13)

where curly brackets are introduced to represent a classical expectation value over the random

excitations, and the kernels are

Rℓ ≡
{〈
ζ
∣∣ζℓ〉}, (2.14)

where we defined the Chebyshev vectors,

∣∣ζℓ〉 ≡ Tℓ(H
′) |ζ⟩ (2.15)

obtained recursively by the usual Chebyshev recursion relation,
∣∣ζℓ〉 = 2H ′

∣∣ζℓ−1
〉
−
∣∣ζℓ−2

〉
.

The proof of Eq. (2.13) follows once we expand the random vector in terms of the site

basis set |ζ⟩ =
∑

n ζ(n) |n⟩, and use {ζ(n)ζ(m)} = δnm. This approach to the density of

states converges rapidly with the line broadening parameter γ, and is memory friendly, as

one stores only the kernels and coefficients.
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Figure 2.1: Demonstration of the accuracy of the stochastic resolution of the participation

ratio. Top left is the density of states, top right the denominator of the participation ratio

K(ω), and the participation ratio is shown at the bottom. A small system ofN = 15×9 = 135

monomers is simulated here with Nstochastic = 5 × 105 samplings (of ζ and the noisy diag-

onal energies, with disorder σ = 400 cm−1 and no site-to-site correlation of the diagonal

energies). In accordance with the small γ limit necessary for the accuracy of the ratio, we

used γ = 2 cm−1 and NChebyshev = 16384. The very high-wavelength fluctuations are due to

stochastic error, and can be flattened either by more samplings or by explicit smoothing.
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2.2.5 Stochastic Participation Ratio

To have a fully stochastic expression for the participation ratio, we need a stochastic for-

malism that samples the fourth power of the eigenvectors accurately, i.e., the denominator

of Eq. (2.6). This is done here analogously to the stochastic estimation of the exchange and

MP2 energies.[BN12, NRB12, GGB13, NRC15a]

For a given broadening parameter, γ, we first pick two independent random vectors, |ζ⟩

and |ξ⟩, each defined similarly to the random vector in the previous section with ±1 at each

grid site. We then define filtered-vectors:

∣∣ζ̄(ω)
〉
≡ F 1/4(ω) |ζ⟩ ,

∣∣ξ̄(ω)
〉
≡ F 1/4(ω) |ξ⟩ , (2.16)

where F 1/4(ω) = 1
γ1/4π1/8 e

−(H−ω)2/4γ2
. These vectors are calculated using Eq. (2.9), i.e.,

∣∣ζ̄(ω)
〉

=
∑
ℓ

c̄ℓ(ω)
∣∣ζℓ〉 . (2.17)

Here, c̄ℓ(ω) are the Chebyshev coefficients associated with F 1/4(ω). Given the filtered vectors,

the stochastic expression for the denominator in Eq. (2.6) is K(ω) = limγ→0Kγ(ω) where

Kγ(ω) =
{∑

n

∣∣〈n∣∣ζ̄(ω)
〉 〈
n
∣∣ξ̄(ω)

〉 ∣∣2}. (2.18)

To prove this expression, we first formally expand each vector in terms of the complete basis

of eigenstates of H,

|ζ⟩ =
∑
i

ai |ϕi⟩ , |ξ⟩ =
∑
j

bj |ϕj⟩ , (2.19)

where ai ≡ ⟨ϕi|ζ⟩, etc. While the coeficients ai do not have a closed form like the elements

of |ζ⟩, they remain uncorrelated ({aiaj} = δij) due to their construction from |ζ⟩. We also

define

fi(n) = ⟨n|F 1/4(ω) |ϕi⟩ = δ1/4(ϵi − ω)ϕi(n)

without explicitly denoting the ω dependence of fi(n).
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Plugging to the expression for Kγ(ω), we get

Kγ(ω) =
∑
n

∑
ijkl

{
aiajbkbl

}
fi(n)fj(n)fk(n)fl(n) (2.20)

and using

{aiajbkbl} = {aiaj} · {bkbl} = δijδkl, (2.21)

leads to

Kγ(ω) =
∑
n

(∑
i

(
f
1/4
i (n)

)2)2

=
1

γ
√
π

∑
n

∑
ij

e−(εi−ω)2/2γ2

e−(εj−ω)2/2γ2 ⟨n|ϕi⟩2 ⟨n|ϕj⟩2
(2.22)

and taking the limit γ → 0 and in the limit of any disorder to break eigenstate degeneracies,

K(ω) = lim
γ→0

1

γ
√
π
e−(εi−ω)2/2γ2

e−(εj−ω)2/2γ2 ⟨n|ϕi⟩2 ⟨n|ϕj⟩2

= δijδ(εi − ω). ⟨n|ϕi⟩4 ,
(2.23)

finally leading to Eq. (2.7), as stipulated.

The estimate for the denominator in the participation ratio, Eq. (2.18), converges well

statistically, since it is an average of positive definite quantities, but its γ dependence relates

to the system size and disorder strength:

• For small N the accuracy of the overall participation ratio depends much more strongly

on reaching the small gamma limit than for the density of states alone, as shown in

Fig. 2.1.

• In contrast, for large N (beyond 104) the participation ratio converges rapidly with

the number of stochastic samples and with gamma, due to self-averaging and the fact

that different states have little spatial overlap. Put differently, the i ̸= j terms in Eq.

(2.23) become minuscule due to the reduced overlap of eigenvectors for large systems,

not just due to being a sum over spatially destinct Gaussians at small γ. For further

details, see Figure S2.
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A complication in the participation ratio calculation is that memory-constraints rather

than CPU time usually limit the fesible system size, N . This is due to the need to store the

set of
∣∣ζ̄(ω)

〉
vectors, of size Nω · N , which for a large system quickly reaches gigabytes of

CPU memory per core if significant resolution across the band is desired.

2.2.6 Choice of Coupling Function

An underlying key element of the iterative stochastic approach is the use of a Hamiltonian

with off diagonal components that depend only on the distance between sites, or difference

of indices, and the use of a perfect lattice. This makes it feasible to apply the Hamiltonian

on a vector with quasi-linear cost. Specifically, here we use the point dipole approximation,

J(n−m) =
µn · µm

|rnm|3
− 3

(µn · rnm)(µm · rnm)

|rnm|5
(2.24)

with rnm = rn − rm. Eq. (2.24) is applied to aggregates with both planar and tubular

geometry.[CBC19, DKK02, DPH04] Fig. 2.2 contains a diagram showing how the coupling

is constructed from the aggregate geometry. System geometry is further discussed in the SI.

For perfect toroidal boundary conditions, the Frenkel Exciton Hamiltonian, Eq. (2.1),

forms a block circulant matrix, with block sizes Nx and Ny, and is thus diagonalized by a 2D

Fourier Transform.1 At sufficiently large block sizes, perfect periodic boundaries (toroidal)

do not impose an issue with self coupling. Multiplication by a block circulant matrix is done

by the two dimensional convolution theorem,

bj = (Ha)j =
∑
i

Hjiai = ϵjaj +
∑
i

J(i− j)ai (2.25)

= ϵjaj + F−1[J̃(k)F [a]] (2.26)

1This is formally true if Nx and Ny are odd, due to the even nature of the coupling functions. For
sufficiently large Nx and Ny the phase introduced by an even number of samples is suppressed below machine
error. Thus for small systems, products of small odd primes are suggested, but divisors of 2 are acceptable
for macroscopic systems.
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where F represents the Fourier transform. Open boundary conditions, such as in the most

recent computational work on tubular aggregates,[BJK20] can be achieved via zero-padding

of the coupling matrix.

Stochastic fluctuations in the direction of the dipoles will easily be extended by treating

ζ as a 3N vector, where each site is weighted by the 3 elements of µi, and the coupling is

the 3N ∗ 3N dipole tensor. Short-range fluctuations in the Jij elements are easily included

explicitly, i.e., Jij = J0(i − j) + δJij, where J0 labels now the perfect coupling from above,

and the action of δJij on a vector is taken explicitly.

Large-range fluctuations are more challenging and potentially more interesting, since they

interfere with the long-range dipole which is a dominant mechanism in 2D sheets. They would

be taken care of by our resolution-of-the-identity approach; essentially δJij = {ξ(i)ξ(j)}

where ξ is constructed to yield the required statistics, and would be guided by ab-initio. In

practice, we will access such fluctuations by calculating the correlation function with a split

operator approach, so that at every time step the action of e−idt·δĴ on a vector amounts to

essentially (1 − iδt|ξ⟩⟨ξ|), and ξ is chosen stochastically at every time step.

2.2.7 Overall Algorithm Scaling

The main numerical CPU cost is due to the repeated application of the Hamiltonian (NChebyshev

times) and specifically the convolutions parts, costing in FFT about 10N log2(N) each time.

In addition, when we calculate the participation ratio we need to accumulate frequency-

resolved Chebyshev vectors. Thus the total cost is approximately

Nopperations = NStochasticNChebyshevN
(

10 log2(N) +Nω

)
(2.27)

The Monte-Carlo sampling is done in parallel on each node (using MPI) with every node

starting from a different random excitation.

The scaling is exemplified in Fig. 2.3. Both NChebyshev and NStochastic do not scale up

with N , so the algorithm scales quasi-linearly with N . Specifically:
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Figure 2.2: (a) Diagram of section of 2D planar aggregate. The relative coupling strengths for

near neighbors of a given site are shown by different colors. (b) DOS (grey) and Absorption

spectra (red) for various slip values. Standard geometry parameters of length and width of

2nm and 0.4nm respectively are used for all aggregates (see SI).[CBC19] (c) Examples of

the Slip=0.5 planar DOS for different system sizes. As with all calculations, we have done

perfect toriodal lattice boundary conditions. Fluctuations in the center of the DOS still

appear at system sizes of about 10,000. Further driving the need to simulate big systems,

or use artificial boundary conditions. Mild disorder of 50 cm−1 is additionally used to help

smooth out the DOS. (d) Scan across 100 slip values, showing the upper (UB) and lower

(LB) band edges as well as the position of the absorption peak and position of the tallest

Van Hove peak.
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Figure 2.3: Timing test on the program that calculates absorption and density of states,

comparing a single core (red) and ten cores (blue). For very small systems, the time is

approximately constant, and then scales like ∝ N log(N) for larger systems. For all cal-

culations Nstochastic = 10 and NChebyshev = 4096, which is enough to converge the integral

density of states to the exact value of N . Small wiggles in the timing are due to the dif-

ferent relative efficiency of the FFT package used, FFTW3,[FJ05] at different array sizes.

For the diagonalization method, the full dimension N ×N hermitian Hamiltonian matrix is

constructed, diagonalized, and the density of states is calculated from the eigenvalues. Only

a single instant of diagonalization (no disorder) is considered here. All times were recorded

with the Linux ‘time’ command on an AMD EPYC 7452 32-Core Processor at 3 GHz.
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• Nω is fixed for constant resolution, since ∆H does not really scale with system size.

• NChebyshev is about 5∆H
γ

∼ 2000 − 8000. For most of these aggregate systems without

extreme disorder, the spectral width is on the order of about 105 cm−1, while the

spectral line width, γ, need only be about as good as one could achieve experimentally,

i.e., ≈ 1 cm−1 or larger. Note that our choice of using the most studied point dipole

coupling function is known to overestimate nearest-neighbor couplings, and thus the

spectral width.[DKC19] One would expect a decrease in the number of coefficients with

more sophisticated or system specific coupling functions.

• In the regime of disorder studied, NStochastic does not scale with system size. In fact,

due to self averaging in large systems the error goes like ∝ 1/
√
NNStochastic,[Wan94,

WWA06], so NStochastic is reduced commensurately with the system size.

2.2.8 Disorder

A key feature of a Monte-Carlo based approach is the ability to vary multiple input parame-

ters at once and still sample the general spectrum. As such, disorder poses no new additional

cost to the algorithm, in which we sample a new realization of the diagonal disorder and

a new random eigenstate, ζ, simultaneously and compute one classical average over both

disorder and random eigenstates at the end of the calculation. We study the most common

kind of disorder, diagonal site disorder ϵi. Latter papers will study the effects of disorder in

the dipole direction and of deviations from the ideal lattice positions.

The simplest model of diagonal-site disorder is non-correlated noise, usually via a normal

distribution of standard deviation σ. More sophisticated models introduce correlations into

the site disorder. Specifically, the study of the effects of exponentially correlated site disorder

is known as Knapp’s model in molecular aggregates.[HS18] Knapp suggested that correlation

in disorder may be important in organic molecular aggregates, modeling lattice defects and

mixtures with glasses, and strong low-frequency exciton-phonon coupling where there is no
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resolvable vibronic structure.[Kna84] Such a strongly coupled low energy phonon mode was

indeed recently observed in light-harvesting nanotube aggregates, prompting new interest in

correlation in two dimensional and tubular aggregates.[PCC18]

Computational work on correlated disorder has a rich literature in one-dimensional

systems,[IKM12, Kno93, Spa05, SCS09] and recent work on two-dimensional nearest-neighbor

lattices.[Mou10] Correlation has yet to be studied in large non-biological aggregate systems,

or in two dimensional systems with full coupling. Studies of correlated disorder in 1D

and higher dimensions have long suggested that localized states may exist at all levels of

disorder.[DKP89, FKW91]

In photosynthetic systems, there are common claims that small-scale correlated fluctua-

tions may effect their emissive properties. The most heavily studied model is the Fenna–Matthews–Olson

(FMO) complex, in which long lived quantum coherences between chromophores suggest

relevant spatial correlations between chromophores.[LCF07, FCH12, PHF10] Similarly long

lived quantum coherences due to spatial correlation in multi-exciton dynamics have been

observed in quantum dots.[CZD13, CPM15, PNF17] These experiments all suggest relevant

correlation length scales of sub-nm scale or smaller.

There have been studies using mixed quantum and classical photosynthetic systems show-

ing the effects of intersite correlation .[OSS11] Few-state quantum mechanical models, similar

to the calculations done here (but for much smaller scales), show large influence of even small

correlations between chromophores, and agree qualitatively with the experimentally observed

lifetimes and coherences.[AM11, HC12, RMA09] Without an experimentally solved system

structure and the difficulty in treating these large aggregate systems quantum mechanically,

the full significance of intersite correlation has not been yet known.

In this work, we apply correlation through convolution.[AM11] Any correlation functions

that strictly decreases with distance can be studied with this method. A strictly decreasing

correlation function implies that its Fourier transform is positive, and the existence of the

square root of the covariance matrix. In either case, we assume that the disorder covariance
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matrix is block circulant (as is the Hamiltonian)

Cij = ⟨εiεj⟩/⟨ε2i ⟩ = e−rij/R (2.28)

so that it is diagonalized by a 2D plane-wave Fourier-transform matrix, with eigenvalues

denoted by g.

C = F−1gF . (2.29)

Correlated noise is then generated with convolution with
√
C.

ε = ε0 ∗
√
C = F−1[

√
g · F [ε0]] (2.30)

and ε0 is the initial uncorrelated normal disorder with standard deviation σ.

In the infinite space limit,
√
g is the square root of the Hankel transform of the exponential

decay ≈
√

2π
Rlw

(R−2 + |k|2)−3/4. For small correlation lengths it is better to numerically FFT

the desired convolution matrix, rather than simply use the infinite lattice functional form of
√
g, to avoid edge effects in the correlation.

2.3 Results and Discussion

Through a series of simple applications we show the power of a stochastic approach in

describing molecular aggregates. Our studies include a scan of the point dipole coupling

function parameter space in Fig. 2.2, efficiently reproducing the earlier deterministic results

of Chuang et al.[CBC19]

Fig. 2.3 demonstrates the speed of the method for very large systems. The stochastic

method has a roughly constant cost for small systems (where the time is dominated by

the cost of extracting the Chebyshev coefficients), and the cost only rises mildly once N is

beyond a thousand side. While Fig. 2.3 shows the same calculation for a fixed number of

stochastic samples, the true scaling is better than linear due to self-averaging, i.e., fewer

stochastic orbitals are needed for larger systems to achieve the same level of stochastic error

in ρ(ω) and P(ω).
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(a) (b)

Figure 2.4: (a) Absorption lineshapes at varying degrees of disorder, with the same system

setup as in Fig.2.2. (b) The maximum absorption peak shift and FWHM of a H, J, and I

planar aggregates of Slip = 0.2, 0.5 and 1.0 nm respectively. For the Slip = 0.5 nm band-edge

J aggregate, a scaling power law of FWHM ∝ σ2.1 was observed.

Simulating a single “sampling” of a typical 2D aggregate with half a million monomers,

as in Fig. 2.2, takes a mere five wall minutes on a single node. Ten such stochastic samplings

(each on its own core) are sufficient for converging the DOS and absorption cross section with

the full effect of disorder to within a percent at each frequency. Each of these samplings

uses a different stochastic vector ζ and a different diagonal energies. Such a system is

about two order of magnitudes larger than systems that could be studied with numerical

diagonalization on any current computing system. Whether it be geometry, or disorder (Fig.

2.4), a key point of the demonstrated application of this method is the ease of screening

through parameter space.

In Fig. 2.4 we track the width and position of the absorption spectra at varying magni-

tudes of on-site disorder (without correlation). When beyond the exhange narrowing small-
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Figure 2.5: Density of states (left) and participation ratios (right) for macroscopic systems

at three different levels of disorder for a band edge planar aggregate (top) and the equivalent

tubular aggregate (bottom). Incresing color lightness is signifies increasing system disorder.

N ≈ 5× 104. For the tubular aggregate, a low disorder value, 50 cm−1, is not strong enough

to destroy a fully delocalized bright state, while the planar aggregate is not able to support

such a delocalized state. These calculations were performed with γ = 2 cm−1, and have not

been interpolated to the γ → 0 limit.

N regime (as demonstrated in Figure S2), our method produces non-linearities in the peak

width that are similar to previous 2D tubular simulations[DSK18, BJK20] and well estab-

lished scalings for 1D Kasha aggregates.[MM01] Since the power law exponent scaling of the

width is sensitive to the underlying geometry (slip), this method may be used as a tool for

designing aggregates for particular optical properties.[TSB17, BKS15].

Moving beyond the kernel approach for absorption spectra and density of states, we

show in Fig. 2.5 the participation ratio for large aggregates with both tubular and planar

geometry. This is the first simulation that can access an eigenvector-based observable like the

participation ratio for very large systems, and also the largest participation ratio calculations

for molecular aggregate systems. The figure shows that the tubular geometry is able to

support a largely delocalized bright state at the higher levels of disorder of 50-200 cm−1,
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while such a state is not observed in a planar aggregate for those parameters. Controlling

the system localization is important for potential applications of these aggregates as photo-

emitters,[HM08] and this work is merely a beginning for full exploration of the model space

with the stochastic approach.

In Fig. 2.6, we apply correlated disorder to a 2D planar aggregate and track the prop-

erties of the absorption spectra, fully mapping out the disorder strength and correlation

space. This figure demonstrates that even small correlation lengths extending over just a

few monomers can have a drastic effect of the observed width on the absorption spectrum.

Previous studies on the effect of local inter-site correlation in 1D molecular aggregates has

discussed the change to absorption width in terms of the small-N phenomena of motional

narrowing.[Kno93, Kna84] Given how different the landscape and coupling of the 2D ag-

gregate systems is compared with 1D and the change to the large N limit,[DKC19] a new

mechanism is needed to explain the effect of short length correlation.

2.4 Conclusion

This work shows that a stochastic approach rapidly yields the DOS, absorption, and par-

ticipation ratio for large and disordered molecular aggregate systems over the full range of

frequencies. We demonstrated the ability to efficiently screen the large modeling parameter

space for these systems, and accurately model realistic micron-scale systems of up to a mil-

lion monomers with the ability to extend to even larger systems if needed. A new stochastic

approach was introduced to model delocalization via the participation ratio, going beyond

previous work with the DOS.

This work adds to the current knowledge of 2D and tubular molecular aggregates. We

map out the entirety of the parameter space due to varying the lattice angle (Slip), and the

effects of disorder and correlated disorder on the optical spectrum. We find that the effect

of correlation on the absorption is strong even at short length scales, and is not separable
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R = 3 nmR = 1 nm

10 nm 10 nm

(a) (b)

(c)

(d) (e)

Figure 2.6: The width (FWHM) of the absorption spectra at varying disorder strengths

and exponential correlation lengths. The full parameter space is mapped out in (a), while

curves of constant disorder are shown in (b), and constant correlation (c). (d) and (e)

show an instance of exponentially correlated disorder at two different correlation lengths, as

generated by the same random seed. We observe that σ is not a separable variable from R,

and a more complicated re-normalization is occurring. Calculations were done on a square

planar aggregate of N = 243 ∗ 1215 ≈ 2 × 105 corresponding to a real space side length of

48.6nm.
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from the strength of the disorder.

Future extensions of the stochastic method presented here would tackle more challenging

dynamic optical properties that are not be feasible for large systems with a deterministic

approach. Sample applications include time-dependent treatment of exciton lifetime, coher-

ences, and diffusion,[CLM16] system environment and vibronic bath effects,[PCC18], or a

multi-excitonic basis looking at transport and recombination properties.[TJK17]

2.5 Appendix

2.5.1 Stochastic Absorption beyond the Dipole Approximation

Calculating the absorption beyond the dipole approximation requires filtering of the collective

dipoles of each exciton to obtain the eigenstate at a particular wavevector k. Stochastically,

we will extract the k-dependent information by starting with spatially random state and

filtering them, spatially, after the frequency filtering, i.e.,

Ak(ω) ∝
{
⟨ζ| µ · ϵPk δ(H − ω)µ · ϵ |ζ⟩

}
, (2.31)

where Pk = |k⟩ ⟨k| is a spatial filter at the wavevector k. Thus, we will apply a delta

Chebyshev filter to select for frequency-selected eigenstates followed by a spatial filter that

selects for overlap with the applied wavevector of the radiation. Dichroism can similarly be

extracted as we do under the dipole approximation in the main section.
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CHAPTER 3

Exciton-Polaritons with Large Molecular Aggregates

3.1 Introduction to Exciton Polaritons

Experiments have shown that photophysical and even chemical properties can be modulated

by optical cavities, leading to promising potential applications across chemical and materi-

als science domains. [CSM14, RMG18, DKP21, ZCW16, ZCZ17, MDR18] Thus far, many

different types of substrates have been demonstrated with strong electronic coupling to cavi-

ties, including semiconductor crystals, molecular aggregates, and organic polymers. Despite

this breadth, treatments of experimental data typically rely on the simple Tavis-Cummings

Hamiltonian,[TC68] which neglects direct intermolecular interactions between emitters. Any

complete description of light-matter interactions should account for the often complex DOS

availed by extended matter.

Furthermore, even when multiple molecules are considered, most theoretical studies of

molecular polaritons only represent the electromagnetic field with a single boson mode. For

system sizes up to a few dozen molecules, high level theoretical methods accurately reproduce

simple optical observables. [TMS22, CY22, CLH22]. However, with the inclusion of long-

range coupling, ‘giant’ systems are needed to predict accurate delocalization and transport

properties.

Intermolecular interactions and multiple photonic modes are especially important for

molecular aggregates and related biological light harvesting systems– all of which have

strongly internal-structure-dependent collective superradiant properties. This is especially
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true in J-aggregates, one of the first studied systems that can form molecular optical polaritons.[Kas63,

LBS98] The energy transfer properties in J-aggregates relate to internal geometry and the

corresponding electronic band structure. [CDE16] Interestingly, tight-binding models suggest

strong light-matter coupling can be employed to manipulate spectral and transport proper-

ties of dark exciton states (i.e. states with low photonic content). [BHS20, Sch20, Rib22,

AW22, EC22, ZCS22, AKR23]

The importance of using a full multi-mode cavity is highlighted in recent works. [ALL03,

MR05, AG07, TFG21, Rib22, EC22, MXM23, EC23, AKR23] For example, it was shown in

red detuned devices the anticrossing between optical and exciton modes is shifted to higher

wavevectors, protecting a greater fraction of lower polariton states from localization induced

by static molecular disorder. [MR05, LR06, Rib22, SR23] Thus, a many-mode cavity repre-

sentation is essential for a rigorous investigation of disorder-resistant transport in polaritonic

materials.

Here we apply an extremely efficient linearly-scaling stochastic approach to study polari-

tons in large micron-sized multi-mode cavities containing two-dimensional (2D) molecular

aggregates/crystals with tens of millions of molecules. Stochastic trace techniques[BCD20]

are used to visualize the density of states (DOS), participation ratio, and angle depen-

dent transmission. Our main finding is that the aggregate structure drastically affects the

disorder-dependent properties of the resulting cavity-induced polaritons and weakly coupled

states, including lineshapes and delocalization measures. These results reinforce that inac-

curate characterization of the intermolecular interactions will yield poor results in describing

photophysical and transport properties of molecular agreggates in the strong coupling regime.

To show the importance of the intermolecular coupling and its effects on the observables of

the traditional Tavis-Cummings Hamiltonian, we employ the J-aggregate transition dipolar

coupling as a minimal model that both shows this effect and has direct experimental parallels.

The band-like delocalized density of states in J-aggregates leads to fundamentally different

light-matter density of states in the strong coupling regime as shown in the cartoon of Fig.
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3.1 A. In the SI, we analyze another case, I-aggregation [DGB22], where there are dark

molecular exciton states lower in energy than the collective aggregate peak at k = 0, leading

again to distinct exciton delocalization properties relative to J-aggregates. The methods

presented here are also applicable to any material where the intermolecular interactions are

translationally invariant, such as most semi-empirical semiconductor Hamiltonians.

3.2 The Exciton-Polariton Hamiltonian

Our starting point is a dielectric cavity of thickness LC , encompassed by two ideal mirrors.

We only consider the lowest band of photon modes with qz = π/Lc, and the s and p polar-

izations have the same dispersion, ω(q∥) = h̄c√
εc

√
q2∥ + π2

L2
C

, where the zero-wavevector energy,

ω0 = ω(q∥ = 0) = h̄c
LC

√
ε0

, is almost matched to E0, the transition energy of the molecular

(dye) exciton, with a detuning ∆ ≡ ω0 − E0. The empty cavity Hamiltonian is (h̄ = 1)

HC =
∑
q

∑
λ=s,p

ω(q)a†λ(q)aλ(q). (3.1)

A dielectric slab, either an ordered molecular aggregate or a crystal, with small thickness

relative to LC (Fig. 3.1), is then placed inside the cavity, along its center plane to enhance

the light-matter coupling [KRE65, HS18]. The dyes are placed on a 2D lattice, with crystal

vectors defined as a1 = (0, l), a2 = (w, s), and the lengths of the molecular aggregate are

Lx = wNx, Ly = lNy; the cavity volume is VC = LxLyLC . On each 2D site j a dye is

placed, with a transition dipole µj and an excitation energy Ej, shown in Fig. 3.1 B. The

dipoles are presumed planar, all pointing in the same direction, here taken to be the y axis,

so µj = µ0 ≡ ŷ. We assume that the photons and molecule systems share the same Brillouin

zone, and share periodic boundary conditions in the plane of the molecule.

We assume energetic site-disorder, Ej = E0 + δj, where δj is an uncorrelated Gaussian

noise with variance σ2. Only energetic disorder is considered, rather than positional or orien-

tational, as previous works show that energetic disorder is dominant in molecular aggregates
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Figure 3.1: (A) Cartoon diagrams displaying the increase in Hamiltonian complexity in the

DOS in this work. Black is used for the molecular DOS, red for photon DOS, and blue to

label the q = 0 polariton states. (B) System geometry diagram shows the Coulomb coupling

function, J , displayed as the coupling to the center green dipole. (C) and (E) DOS diagrams

for a J-aggregate and a crystal without Coulombic intermolecular coupling. A macroscopic

number of molecules is used, Nx = 84375, Ny = 25, with a total of 65-75 photons mode along

the long crystal axis below a cutoff of 5.5 eV. The Rabi splitting is around ∼ 0.07 eV, the

energetic disorder (Gaussian) standard deviation is of 0.1 eV and the Chebyshev resolution is

of 0.01 eV. (D) 3D plot of the angle resolved absorption spectrum of a molecular aggregate

measuring 11 x 13 µm, including 196 photon wavevectors; modes with energy less than

E0 − J(q = 0) are colored in red while those above are in blue.
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and polaritons. [AKR23, Rib22, DSK18, LR06] The fixed-direction dyes interact via a tran-

sitionally invariant dipole-dipole interaction, labeled Ji−j, which to fit experiment is based

on finite closely-spaced point-charge interactions (see SI). [DKC19, DGB22]

The molecular Hamiltonian is then

HM =
∑
j

Ejb
†
jbj +

∑
ij

Jijb
†
ibj. (3.2)

With the rotating wave approximation and the Coulomb gauge, the molecule-photon inter-

action is [LR06]

HMC =
∑
j,q

∑
λ=s,p

[gjλ(q)a†λ(q)bj + g∗jλ(q)b†jaλ(q)], (3.3)

with a coupling strength

gjλ(q) = iΩR
Ej

E0

√
ω0

Nω(q)
pλe

irj ·q, (3.4)

where the projections along and perpendicular to the field mode are ps = (µ̂j · n̂q), and

pp = (µ̂j · q̂), and n̂q = [q̂ × ẑ]. The projections are j-independent as here all dipoles are

parallel. The Rabi splitting strength is ΩR = µ0

√
πE2

0N

ε0ω0VC
.[LR06]

3.2.1 Expanding the Analytical solution to include Aggregate Coupling

The full Hamiltonian is then the sum of the cavity, molecular and coupling terms, H =

HC +HM +HMC . Without molecular disorder (Ej = E0) and dye-dye interaction (Jij = 0),

one obtains the analytically solvable multi-mode Tavis-Cummings Hamiltonian. [ALL03]

Similarly, in the absence of disorder, we can also exactly resolve the effects of the aggregate

internal structure due to the translational invariance of the Coulomb interaction, which

implies the in-plane wave vector q is a good quantum number for both molecular and cavity

subspaces. In the latter exactly-solvable scenario, using a Fourier-transformed exciton basis,

b†(q) =
∑

j b
†
je

iq·rj/
√
N , the Hamiltonian separates into a sum over mode-specific terms,

HTOT =
∑
q

[
E ′(q)b†(q)b(q) +

∑
λ

(
ω(q)a†λ(q)aλ(q)

+gλ(q)a†λ(q)b(q) + g∗λ(q)aλ(q)b†(q)
)]
,

(3.5)

36



1.9

2.0

2.1

2.2

2.3

2.4

2.5
E

n
e

rg
y 

(e
V

)

0 10

No Intermolecular

 Couplings

(A) (B)

0 10
1.9

2.0

2.1

2.2

2.3

2.4

2.5

E
n

e
rg

y 
(e

V
)

0 10 0 10
9

0

2

3

4

5
pl gs

0.0

1.0

2.0

3.0

3.5

2.5

1.5

0.5

J-aggregate

= 0.02 eV = 0.1 eV

0.0

0.4

0.8

1.2

1.4

1.0

0.6

0.2

No Intermolecular

 Couplings J-aggregate

(C)

0 4 8 12

P
h

o
to

n
ic

 C
o

n
te

n
t 

o
f 

L
P

0.2

0.6

1.0

J-aggregate, 0.02 eV
J-aggregate, 0.1 eV

Energy (eV)
1.9 2.0 2.22.1

No Couplings, 0.02 eV
No Couplings, 0.1 eV

Figure 3.2: (A) Angle resolved absorption spectrum of a J-aggregate, and an equivalent

(with the same number of monomers) material with no intermolecular interactions in the
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content of the LP in (C) was obtained by piecewise integration of the angle resolved photon

(transmission spectra) and molecular density of states. Here, the same quasi-1D ribbon was

used as in Figure 3.1, but Nζ = 120 stochastic samples were sufficient to resolve the presented

spectra
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where the modified exciton energies are E ′(q) = E + J(q), with J(q) =
∑

j J(j)eiq·rj ,

E(q) = E0 is the (constant) exciton energy, while the delocalized exciton-photon coupling

term is gλ(q) = 2iΩRpλ
√

ω0

ω(q)
. The mode specific exciton-photon Hamiltonian is trivially

diagonalized, yielding polariton states ξ(q) = β(q)b(q) +
∑

λ αλ(q)aλ(q), with coeficients

constrained by

αλ(q)[E − ω(q)] = gλ(q)β(q) (3.6)

β(q)[E − J ′(q)] = g∗λ(q)αλ(q) (3.7)∑
λ=s,p

|αλ(q)|2 + |β(q)|2 = 1. (3.8)

Solving this system leads to a simple modification to the usual expressions for the upper and

lower polariton (UP/LP) energies

EUP/LP (q) =
ω(q) + E ′(q)

2
±
√

Ω2
R +

(ω(q) − E ′(q))2

4
. (3.9)

The obtained spectra is exactly the same as that given by the multimode Tavis-Cummings,

except that here the momentum-specific interaction replaces the usual non-interacting E(q)

molecular energies. For strong interactions as in molecular crystals, with J(q) that may reach

up to 0.3eV or more, the Hamiltonian spectrum is substantially modified due to the inter-

molecular couplings. Note also that as usual, for each polariton the wavefunction amplitudes

satisfy:

|α(q)|2[E] =
(E − J ′(q))2

(E − J ′(q))2 + Ω2
R

(3.10)

|β(q)|2[E] =
ω0

Nω(q)

4Ω2
R

(E − J ′(q))2 + Ω2
R

(3.11)

where E ≡ EUP/LP , while the photon amplitude β(q) is determined from the polariton

normalization, |β(q)2| +
∑

λ |αλ(q)2| = 1.
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3.2.2 Efficient Application of the Hamiltonian on a Vector

We now turn to the nontrivial case of both strong molecular energetic-disorder and inter-

molecular coupling, J ∼ σ ∼ ΩR. To model this realistically, we must return to the complete

light-matter Hamiltonian. The key to efficient very large-scale calculations is the use of

stochastic methods, which require that the action of the Hamiltonian on a given vector be

efficient. As the bilinear Hamiltonian conserves the number of polaritons, a single-polariton

wavefunction ψ will be a direct sum of a molecular and cavity (photonic) parts, ψ = ψM⊕ψC ,

so computationally it is a vector of length N + 2C, where N and C are the numbers of dye

molecules and included cavity modes (the factor of 2 is due to the s and p photon polariza-

tions). Since the vast majority of photon wavevectors are not in resonance with the excitonic

system, an energy cutoff is imposed so C ≪ N . The photon index is denoted by ℓ = (ℓx, ℓy),

associated with a photon mode q(ℓ).

When applying the Hamiltonian on such a function, H|ψ⟩, the HM action involves

an efficient convolution of the dye-dye interaction,
∑

j≤N Jℓjψ
M
j . [BCD20] For the cavity-

molecule part HMC , one can use a similar transform, but it is even faster to apply con-

secutively fractional 1D Fourier transforms. Define Fx(ℓx, jx) = e2πi jx ℓx/Nx , for elements

jx = 1 · · ·Nx, ℓx = 1 · · ·Cx with Fy analogous. Then, for example,

⟨ℓλ|HMC |ψM⟩ = 2iΩRpλ

√
ω0

ω (q(ℓ))N
Fy

[
Fx

[
Ej

E0

ψM(j)

]]
. (3.12)

The scaling of this step is O(N
√
C), and since practical cavities involve at most a few

thousand relevant-energy photons, the action of HMC is very efficient.

3.3 Molecular Observables for Polaritons

Given the efficient representation of the action of the Hamiltonian, we use a stochastic

resolution of the density of states operator, a common technique in condensed matter
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Figure 3.3: (A) Angle resolved molecular density of states for a J-aggregate and an equivalent

system with no intermolecular interactions in the weak and (B) strong disorder regimes. (C)

Relative wavevector uncertainty ⟨∆q⟩/q of the molecular wavefunctions derived from ρβ(E, q)

(Eq. 11) in the case of strong disorder at 0.1 eV (top) and weak disorder 0.02 eV (bottom).

systems[WZ94, WWA06, BCD20]

ρ(E) = Tr[δ(H − E)] = {⟨ζ|δ(H − E)|ζ⟩}ζ , (3.13)

where ζ is here a vector of length N + 2C with random eiθ elements at each site, and the

curly-brackets indicate a statistical average over the random ζ elements, and simultaneously

over the site disorder. The error in the stochastic trace scales as O(1/
√
NNζ),[WWA06] and

is thus negligible, for sufficiently large crystals, even for very few (here Nζ ≈ 10−200) random

samples. For the action of the DOS operator on a vector, δ(H−E)|ζ⟩, the efficient Chebyshev

approach is used, [Kos88] with a number of Hamiltonian-vector operations, determined by

the desired energetic resolution relative to the spectral width, that is typically less than

2000. [BCD20]

The overall scaling of the method is then limited by the operations needed to incor-

porate the intermolecular interactions. In our case the application of the dipolar coupling

via convolution is effectively linear in time. In Figure 3.1 (D) we show a large calculation

possible with this algorithm, requiring only modest computational time that can be paral-
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lelized on a standard 128-core AMD Milan cluster. Given the size of the total basis of 107

elements, memory costs associated with wavefunction storage quickly become the limiting

computational factor for this method.

To examine the local properties of the molecular and photonic subsystems, we similarly

stochastically compute the projected matter and light local DOS, ρM(E) ≡ Tr (PMδ(H − E))

and ρC(E) ≡ Tr (PCδ(H − E)), respectively, introducing the projection operators onto the

molecular and cavity(photon) spaces, PM and PC respectively. As there are so many more

molecules than photon mode involved in strong light-matter coupling, their local density of

states are shown separately in Figure 3.1.

The angle resolved photonic density of states (directly proportional to the measur-

able microcavity angle resolved transmission spectrum), is similarly defined as A(E, q) ≡∑
λ⟨q, λ|δ(H − E)|q, λ⟩, where |q, λ⟩ ≡ a†λ(q)|0⟩. To efficiently sample it, we introduce a

stochastic resolution of the identity, 1 = {|ζ⟩⟨ζ|}ζ , which when plugged in yields

A(E, q) =
∑
λ

{⟨qλ|δ(H − E)|ζ⟩⟨ζ|qλ⟩}ζ , (3.14)

so it is evaluated in the same stochastic process as the total DOS (Eq. 9), as both use the

δ(H − E)|ζ⟩ vector.

Without static disorder, the angle resolved transmission is simply proportional toA0(E, q) =∑
η=LP,UP

∑
λ |αλ(q)|2δ[E−Eη(q)]. Static disorder broadens A(E, q). Its linewidth in q-space

at fixed E reveals information about the delocalized character of polariton modes at this en-

ergy, and whether q is a good quantum number in the presence of disorder.[IR60, ALL03,

LR06, Rib22]

Complementary information is given by the molecular angle resolved DOS obtained from

the vectors |β(q)⟩ ≡ 1√
N

∑
j e

iq·rjb†j|0⟩. This quantity provides information on the matter

component of optically bright upper/lower polariton states at a given wavevector:

ρβ(E, q) ≡ ⟨β(q)|δ(H − E)|β(q)⟩, (3.15)
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which is evaluated stochastically analogously to Eq. (3.14). While in the presence of disorder

q is no longer a good quantum number, we clearly visualize (Fig. 3.3) the trade-off between

molecular and photon contributions, and the energy broadening of the bright states in each

subspace.

Figure 3.1 shows the photonic density of states, for a J-aggregate, and an identical lattice

with no Coulombic intermolecular terms in the strong disorder regime σ ∼ J ∼ ΩR. As the

number of photon modes is tiny compared to the number of molecular dipoles, there is

essentially no change in the total DOS when the cavity is turned on. However, the q ≈ 0

UP/LP states can be identified in the photon DOS when the J-aggregate is placed inside the

microcavity.

For all observables that include some form of internal aggregate structure there is ex-

change narrowing, i.e., interaction-induced narrowing of peaks and increase in the partici-

pation ratios. [HS18] Figure 3.2 shows that, in J-aggregates, microcavity coupling induces

substantially greater splitting between the LP/UP bands in the face of strong disorder, sub-

stantial exchange narrowing, and largely asymmetric line shapes skewing higher in energy.

The additional narrowing (i.e., resistance to disorder), relates to the fact that the J-aggregate

molecular DOS (Figure 3.1(E)) extends higher in energy than an uncoupled system DOS,

thus allowing higher energy photons to remain in resonance with the molecular system. The

significant differences in line shape observed between the analyzed aggregates are entirely

due to the delocalization of their respective dark exciton states as demonstrated in Figure

3.3.

Figure 3.3 shows the angle resolved molecular density of states and relative wavepacket

uncertainty for a J-aggregate and noninteracting (uncoupled) emitters. We observe much

greater wave character in the (weakly coupled) J-aggregate dark exciton modes at higher

q, despite the influence of strong disorder. The enhanced wave character of the high q

weakly coupled modes is a byproduct of the strong intermolecular interactions in J-aggregates

which also lead to the reduced photonic content in the J-aggregate LP band shown in Fig.
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3.2(C) bottom. Additionally, as reported in the SI, the average participation ratio of J-

aggregate molecular states is of order 104, while an uncoupled polariton Hamiltonian leads to

a maximum participation of 300. Lastly, the well-studied phenomena of exchange narrowing

in molecular aggregates,[HS18, AW53, Sum77] is also clearly visible in the q ∼ 0 polariton

transmission spectrum at the top of Fig. 3.2(C).

Overall, our results show that the long-range intermolecular interactions of organic aggre-

gates lead to substantial effects in their (multimode) cavity-polariton spectra and dark state

delocalization measures. This demonstrates the need to include accurate internal models for

the electronic coupling in polaritonic systems made from crystals, polymers or aggregates.

For example, the large Rabi splitting (0.06 eV) obtained in the present 2D studies was the

result of realistic 5− 10 D dipole and realistic molecular geometries. To attempt to produce

such a Rabi splitting in a 1D lattice would require unrealistic dipoles on length scales where

transition dipole coupling effects are no longer meaningful, leading to especially inadequate

description of the dark modes. We expect this substantial delocalization of the molecular

states to have important effects on photophysical properties and transport phenomena in

these systems, leaving the door open for further studies that consider this effect.

The stochastically-evaluated observables are obtained here through an efficient molecular-

coupling scheme that will apply to other, more sophisticated model Hamiltonians, enabling

future work to consider even more realistic system geometries and internal structure when

studying energy and charge transfer in many-molecules polariton systems.
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CHAPTER 4

Stochastic Iterative Bethe-Salpeter Equation

4.1 Introduction to the Bethe-Salpeter Equation

Accurate calculation of optical spectra for large systems is essential for future novel opti-

cal and electronic devices. High level theoretical calculations have been applied in a vari-

ety of fields ranging from the basics of photovoltaics,[KB09] photocatalysis,[ISB16] organic

semiconductors,[CWB02, TMK02] and even for understanding the mechanisms of UV dam-

age on DNA.[WCT19] The Bethe-Salpeter Equation (BSE) formalism has become a ubiq-

uitous method for calculating electronic spectra.[BDJ20] The success of the BSE is due to

the proper inclusion of an effective long range exchange kernel, which solves the failures of

TD-DFT in accurately describe excitations and avoiding crossings.[DH04, BSV04]

Current conventional methods for solving the BSE are substantially more computation-

ally demanding than most implementations of TD-DFT due the explicit calculation of a

large number of occupied and virtual electronic states and the evaluation of a large number

of screened exchange integrals between valence and conduction states, yielding a typical scal-

ing of O(n6
o), for no valence orbitals.[DSS12, SFM19, GPA20] Previous work in TD-DFT has

reduced its conventional scaling, O(n4
o), using a technique that only requires the occupied

orbitals which implicitly interact with all conduction states.[BGC01, BN04, NB05, WSG06,

WGG08, GBR14, ZL15, RPG12]

To go beyond TD-DFT to BSE requires constructing the effective Coulombic interaction,

W , a computationally expensive step. Here we therefore adopt our previous stable itera-
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tive methods[BN04, NB05], and pull from our previous works in both TD-DFT/BSE[BN04,

NB05, NBR14a, RBN15, GNB15] and stochastic GW[NGA14a, VRN18, VLB18a, VBR18b,

VLR18] to present an efficient stochastic generation of W within an iterative BSE technique.

Our combined approach uses stochastic time-dependent propagation to obtain the action of

W on each required term in linear scaling,[NGA14a] and this results in an efficient method

that overall scales at most cubically with system size. The method and its application to a

large organic semiconductor are detailed below.

4.2 New Methodology

Overall, every method for solving the BSE has two numerical parts. Construction of the

“kernels”, i.e., the action of the effective interaction W on a given transition, and then

diagonalizing or iterating the resulting Bethe-Salpeter Hamiltonian-like operator for the

excitons. The full algorithm is covered here for completeness.

The starting point is a closed shell molecular system with charge 2Nocc. We are interested

in excitons composed of a mixture of no occupied (valence) orbitals, ϕi, ϕj, ..., times nc

conduction (virtual) ones written as ϕa, ϕb, .... Typically no ≪ Nocc states are considered.

The orbitals are eigenstates of a zero-order Hamiltonian H0, with occupied-state eigenvalues

εi, εj, ... and εa, εb, .... Formally the zero-order Hamiltonian should come from a very accurate

method, specifically self-consistent GW, but in practice, especially for large systems, it is

sufficient to use the DFT eigenstates and just correct the eigenvalues by GW, as explained

later. Further, for simplicity we will use the well established Tamm-Dancoff approximation,

although the derivations are easily extended to the full Bethe-Salpeter equation.

For singlet excitations, the excitation energies of the system are the eigenvalues of the

(nonc × nonc) Tamm-Dancoff matrix A that couples excitons, i.e., occupied-virtual pairs:

A(i, a; j, b) = (εGW
a − εGW

j )δa,bδi,j

+ 2(ia|jb) − (ϕaϕb|W |ϕiϕj)
(4.1)
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with exchange elements

(ia|jb) =

∫
ϕi(r)ϕa(r)|r − r′|−1ϕj(r

′)ϕb(r
′)drdr′

while W ≡ W (ω = 0) refers to the static effective Columbic interaction approximation, and

its matrix elements are

(ϕaϕb|W |ϕiϕj) ≡
∫
ϕa(r)ϕb(r)W (r, r′)ϕi(r

′)ϕj(r
′)drdr′.

The superscript in εGW denotes, as mentioned, that high quality GW single particle energies

should be used. In practice, we calculate the HOMO and LUMO GW energies by the linear-

scaling stochastic-GW (sGW) method [NGA14a, VRN18, VLB18a, VBR18b, VLR18] and

use the scissors approximation, which is reasonable for large systems: εGW
i ≃ εi + δo, ε

GW
a ≃

εa + δc, where δo ≡ εGW
HOMO − εHOMO and analogously for δc. Further, for higher accuracy

we use the self-consistent ∆GW0 approach where the sGW HOMO and LUMO corrections

are a posteriori shifted self-consistently; for large systems this approach was found to be an

excellent approximating to eigenvalue-only self-consistent GW0 and to experiment.[VBR18b]

4.2.1 Mixed Representation Iterative Solution

The simplest derivation of an iterative method for the BSE spectrum starts with the linear-

response time-dependent Hartree-Fock (TD-HF) equation.[Neg82, Str88, NB05] For an ini-

tially real occupied state perturbed along the x axis, ψj(r, t = 0) = e−iαxϕj, one performs

a linear response expansion in α, ψj(r, t) ≃ e−iεjt(ϕj(r) − iαfj(r, t)), where fj(r, t = 0) =

xϕj(r). The formally non-linear TD-HF equation for ψj then converts, for small α, to a

linear equation for fj. In the Tamm-Dancoff approximation, (where fj is not coupled to f ∗
j )

this evolution equation reads

i|ḟj⟩ = A|fj⟩ (4.2)

where

A ≡ QĀ (4.3)
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and

Ā|fj⟩ = (H0 + ∆ − εj)|fj⟩ + (δv − δX)|ϕj⟩. (4.4)

Here we introduced several terms. ∆ ≡ δc − δo is the ∆GW0 scissors shift. The exciton

Coulomb potential ia δv(r, t) =
∫
|r−r′|−1δn(r′, t)dr′, where the exciton density is δn(r, t) =

2
∑

i ϕi(r)fi(r, t) and the sum extends over the occupied states. The exciton exchange δX is

defined analogously, again under the Tamm Dancoff approximation,

⟨r|δX(t)|ϕj⟩ =
∑
i

fi(r, t)

∫
|r − r′|−1ϕi(r

′)ϕj(r
′)dr′. (4.5)

Finally, Q is a projection operator that ensures that the excited functions fj have no

overlap with the occupied space, i.e., Q = I − P , with P ≡
∑

s≤Nocc
|ϕs⟩⟨ϕs|.

The BSE equation results then when the static effective interaction W replaces the

Coulombic interaction in the exchange operator, yielding eventually (hiding the time-dependence

of f):

⟨r|Ā|fj⟩ ≡ (H0 + ∆ − εj)fj(r)

+ δv(r)ϕj(r) −
∑
i

fi(r)Wij(r),
(4.6)

where the action ofW on the occupied-occupied term isWij(r) ≡
∫
W (r, r′;ω = 0)ϕi(r

′)ϕj(r
′)dr′.

The linear form of the time-dependent equation readily implies that the frequency-

dependent spectrum can be obtained from the dipole-dipole correlation function, where up

to a constant

σ(ω) = ω
〈
f 0
∣∣ δ(A− ω)

∣∣f 0
〉
≡ ω⟨f 0|f(ω)⟩ (4.7)

where f 0
j (r) = ⟨r|Q|fj(t = 0)⟩ = ⟨r|Qx|ϕj⟩, and the (smoothed) delta function is readily

expressed using a Chebyshev (or alternately a Lancsoz) expansion in A,

|f(ω)⟩ ≡ δ(A− ω)
∣∣f 0
〉
≃
∑
n

gn(ω) |fn⟩ (4.8)
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where |fn⟩ are obtained by iteratively applying a scaled A, starting from |f 0⟩, while gn(ω)

are numerical coefficients.[Kos88, Wan94, WWA06] The spectrum evaluation therefore re-

duces to calculation of the residues, Rn ≡ ⟨f 0|fn|f 0|fn⟩. Numerically, one just requires the

application of A on an arbitrary exciton vector fj(r), i.e., f → Af .

A side note: while here we use Eq. (4.6), based on the mixed hole-grid representation

fj(r), we note that in many cases one would want to use an explicit electron-hole basis.

For example, for systems such as large quantum dots, where Nocc is very large and we are

interested in a smaller number of conduction states relative to the total number of occupied

electron states, nc < Nocc, it is numerically better to replace Q by a projection to the

nc conduction states, Q =
∑

c≤nc
|ϕc⟩⟨ϕc|. Then, the fundamental iterated object is the

electron-hole basis coefficients, fia ≡ ⟨ϕa|fi⟩. In the electron-hole basis, the initial state is

simply the x-dipoles elements, f 0
ia ≡ fia(t = 0) = ⟨ϕa|x |ϕi⟩. Further, is easy to see that

the iterative application of A on f , as given in Eqs. (4.3),(4.6), becomes in the electron-hole

basis: (Af)ia =
∑

j,bA(i, a; j, b)fjb and A is here exactly the BSE matrix from Eq. (4.1).

Practically the action by A would be done then as:

(Af)ia = (εa − εi + ∆)fia + ⟨ϕa| δv − δX |ϕj⟩ . (4.9)

i.e., given the set of coefficients fjb, one would calculate the mixed representation vectors

fj(r), from which δv and δX follows, and then dot product per the equation above. Note

that using the electron-hole basis coefficients reduces the spectral range of A, which will be

controlled now by highest conduction state included, instead of the (much larger) highest

eigenvalue of H0, thereby reducing the number of required Chebyshev terms. Also, the same

formalism carries over trivially to localized orthogonal basis sets, where εa and εi would be

replaced by the Hamiltonian matrices within the electron and hole spaces, respectively. The

expressions for non-orthogonal basis sets can be similarly derived.
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Figure 4.1: Structure of [10]-CPP+C60, where atomic coordinate information can be found

in [MXF20].

4.2.2 Stochastic evaluation of the action of W

The main numerical task in our formalism is the preparation of all no(no + 1)/2 functions

Wij(r). W is made from a static Coulomb part and a polarization component, W = v +

vχv ≡ v + W pol (where v(r, r′) = |r − r′|−1), so Wij(r) = qij + W pol
ij , where qij ≡

∫
|r −

r′|−1ϕi(r
′)ϕj(r

′)dr′.

As is well-known, the action of W pol is doable by time-dependent Hartree (TD-H)

calculations.[HL85, TC06] Specifically, for each pair of occupied functions 1 ≤ i, j ≤ no one

calculates the source “potential” qij(r) due to the ϕiϕj density-like source term. Then the

full set of all occupied states is perturbed, ψs(r, t = 0) = e−iαqij(r)ϕs(r), s = 1, ..., Nocc, where

α ≈ 10−6 − 10−4 is a small perturbation strength, just as in the linear-response TD-HF

derivation above. Note that to avoid a plethora of indices we do not denote the dependence

of ψs on i, j.

The perturbed states are then numerically propagated with a TD-H Hamiltonian,

iψ̇s(r, t) = (H0 + uij(r, t))ψs(r, t), (4.10)

where uij(r, t) is the potential due to the time-dependent density perturbation,

uij(r, t) ≡
∫

|r − r′|−1(nα(r′, t) − nα=0(r′, t = 0))dr′, (4.11)
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Figure 4.2: Absorption spectrum of [10]-CPP+C60 calculated from an iterative solution of

the BSE with a stochastic W .

where nα(r, t) = 2
∑

s |ψs(r, t)|2 is the density due to the propagated perturbed orbitals.

This potential, used to propagate the time-dependent Hamiltonian, is then scaled to give

the result of acting with the time-dependent effective potential, W (t), i.e.,

⟨r|W pol(t) |ϕiϕj⟩ = α−1uij(r, t). (4.12)

Finally, the desired action of the static polarization is obtained by damped integration of

the action of the time-dependent polarization, W pol(ω = 0) =
∫∞
0
e−γ2t2/2W pol(t)dt, i.e.,

W pol
ij (r) = ⟨r|W pol(ω = 0) |ϕiϕj⟩

= α−1

∫ ∞

0

e−γ2t2/2uij(r, t)dt,
(4.13)

where we introduced a Gaussian damping function where the width γ is a numerical conver-

gence parameter.

The one caveat in this overall approach is that the propagation of the full set of occupied

orbitals is very expensive for large systems, and is in fact the most expensive portion of

other large system BSE codes.[DSS12, SFM19] We therefore use here our stochastic-TD-H

approach [NGA14a, GNB15] which leads to a stochastic W , outlined below. (Note that

this is exactly the same approach we use in our stochastic GW method,[NGA14a] with a

small improvement detailed later). Briefly, in stochastic-TD-H (or stochastic-TD-DFT in the

general case) we replace the full set of occupied orbitals by a few random-sign combinations

of all occupied states,

ηℓ(r) = L− 1
2

∑
s≤Nocc

(±1)ϕs(r), (4.14)
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where ℓ = 1, .., , L and for large systems a very small number of states is sufficient, L≪ Nocc.

The L stochastic occupied states are then treated in the TD-H procedure as if they were the

full set of Nocc molecular orbitals, i.e., they are perturbed (ηℓ(r, t = 0+) = e−iαqij(r)ηℓ(r)) and

propagated with H0 + uij(r, t), where the time-dependent density used in constructing u is

now obtained from n(r, t) = 2
∑

ℓ≤L |ηℓ(r, t)|2, etc. Note that two sets need to be propagated,

the perturbed |ηαℓ (t)⟩ and unperturbed |ηα=0(t)⟩ stochastic orbitals.

At long times, this simple stochastic TD-H approach would eventually become unsta-

ble, due to “contamination” by occupied states. This means that the excited component,

ηαℓ (r, t) − ηα=0
ℓ (r, t), has in it an occupied-states’ amplitudes. For regular TD-H propaga-

tion of all states this is not a problem since in the overall density the “contamination” of a

propagated state ψj(r, t) by an occupied ϕi(r) is exactly cancelled by the “contamination”

of the opposite pair.[ZL15] However, in our stochastic occupied orbitals there is no such

cancellation. Luckily the instability gets tamed as the system size gets bigger, but we did

find that it affects the results here if untreated for medium system sizes.

To prevent the instability we simply “clean” the stochastic orbitals periodically, so after

every M ’th time step we write:

|ηαℓ (t)⟩ →
∣∣ηα=0

ℓ (t)
〉

+Q
∣∣ηαℓ (t) − ηα=0

ℓ (t)
〉
, (4.15)

with t = 0,Mdt, 2Mdt, .... This does not increase the scaling of the method since the required

cleaning frequency decreases (i.e., a larger M is possible) with increasing system size. Also

note that after each cleaning step we renormalize each |ηαℓ (t)⟩ orbital so it keeps its initial

norm.

Finally, a well-known technical aspect is that due to the use of a finite grid box size, the

scissors parameter needs to be shifted down by the W (k → 0) term. We use a variation of the

existing procedures to find this term.[ORG95, RVM06] We repeat the iterative calculation

for a medium size (i.e., a lesser no than the one eventually used) at several different box

sizes, and for each run find the average Kohn-Sham potential on the box boundary, vbndry.
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Figure 4.3: (Top) Exciton densities for the four lowest prominent exciton peaks, as labeled in

Figure 4.2. (Bottom) Matrix of the corresponding (valence, conduction) transition |fia(ω)| to

the exciton density above for each of these frequencies. A small window (no, nc) = (30, 30)

is shown for the lowest exciton which includes prominent contributions from only a few

electron-hole states, while a (100,100) window is used to show the higher energy excitons.

The axis are labeled by the corresponding valence/conduction energies. The square pixels

are for a given valence to conduction transition, and due to degeneracy and rising density

of states, the energy labels are not linear. Also note that while the many weaker-intensity

higher no and/or nc transitions are not visible in this colored matrix, they are important for

the quantitative spectrum.
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Then we approximate W (k → 0) = ϵ−1
effv

bndry, and the parameter ϵ−1
eff , playing the role of an

inverse dielectric constant, is fit so that the spectra from the different box-sizes runs overlap.

Summarizing the resulting algorithm: we use stochastic TD-H to prepare Wij(r) for

no(no+1)/2 occupied-state pairs. Separately we use sGW to calculate the self-consistent GW

scissors shift ∆ and subtract from it the W (k → 0) term. Then for each polarization we start

with the dipole exciton state. The Tamm-Dancoff operator, Eq. (4.6), is successively applied

and the Chebyshev residues Rn are used to calculate the absorption frequencies. As usual, if

one wants to characterize the different peaks then the Chebyshev expansion of the frequency-

resolved exciton state, Eq. (4.8), can be used (potentially with filter-diagonalization[Neu90b,

MRT93] for resolving different sub-peaks).

The two parts of the method, preparing Wij and applying the A operator, both scale

as O(n2
ong) for ng grid points, more gentle than current methods. Formally, this is cubic

scaling with system size but in practice the scaling is better since no often rises only gently

with Nocc. In addition, the number of grid points would be reduced in future studies as we

have shown that very sparse grids suffice when using orthogonal projected augmented waves

(OPAW) instead of pseudo-potentials.[LN20]

4.3 Results

We demonstrate the algorithm on a characteristic large organic semiconducting system,

a carbon nanohoop-fullerene complex. In the last decade, cycloparaphenylenes (CPPs),

also known as carbon nanohoops, have emerged as highly structurally tunable emitters,

with rich size-dependent opto-electronic properties and host-guest chemistry.[LJ19] While

substantial DFT modeling has been completed on CPP+fullerene complexes,[Won09, YZZ15,

MXF20, SSS21] extraction of optical properties at this level of theory is difficult due to the

characteristic charge transfer states in CPPs. Further, it has already been established that

the BSE formalism is very accurate in predicting the properties of other fullerene-polymer

complexes.[NDQ14] Here we present detailed results for the smallest such CPP+fullerene
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“pea-pod,”[IWS11, XBJ12] [10]-CPP+C60.

To simulate [10]-CPP+C60, we use a generous box of (Nx, Ny, Nz) = (100, 100, 84)

with a grid spacing of 0.5Bohr, using norm-conserving pseudo-potentials (NCPP).[RPM03,

WKG13] The effective inverse dielectric constant was found to be 0.30, which gives, at this

grid size, a shift of −W (k → 0) = −0.29eV .

The DFT gap is 1.02eV. This gap is corrected with stochastic GW by an amount of

1.24eV, and after applying the self-consistent self-consistent ∆GW0 this gap correction rises

to 1.33 eV (i.e., a fundamental ∆GW0 gap of 2.35eV). Combined with −W (k → 0), the

overall scissors shift used is ∆ = 1.04.

The calculations of the action of W , Eqs. (4.10)-(4.13), were done with a broadening of

γ = 0.1 Hartree. A time-step dt = 0.1 a.u. was used for a split-operator propagation of

L = 10 stochastic states, and the cleaning was done every M = 10 steps. The runs were

done for n0 = 100 valence states, requiring n0(n0 + 1)/2 = 5005 actions of W .

The BSE iterative Chebyshev procedure was then done using the no = 100 valence states.

The Chebyshev expansion of δ(A− ω) is evaluated with a Gaussian broadening of 0.08 eV;

this does not effect the spectrum significantly as it is naturally broadened due to the large

number of excitons. The runs took a total of 4000 core hours, i.e., 40 wall hours on a 100-core

AMD Milan cluster.

In Figure 4.2, we show the calculated absorption spectrum, both total and separated to

in-plane (x and y), and perpendicular (z) polarizations. While there are no gas phase spectra

of [10]-CPP+C60 due to the fullerene slipping out of its “pea-pod”, for the lowest exciton

energy, we get reasonable agreement with just [10]-CPP,[ANC14, FCI12] and a stabilizing

[10]-CPP+C60-[2]-Rotaxane complex.[XKW18] For just 10-[CPP] in the gas phase the lowest

strong transition sits 0.4 eV higher than shown in Figure 4.2. Qualitatively, with the addition

of the fullerene in the middle in our simulations, the overall dielectric constant would increase,

thereby lowering the energy of the first exciton state. This shift is consistent with the shift
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to lower energies seen in the stabilized [10]-CPP+C60-[2]-Rotaxane complex in solution.

In Figure 4.3, we show the exciton density of four prominent excitons as labeled in Figure

4.2, and, for the sake of analysis we also extract the exciton density in the electron-hole state

basis. Specifically, we calculate |fj(ω)⟩ at the four exciton peak frequencies and then calculate

the overlap onto to a set of unoccupied wave functions, giving us fia for as many a as we

desire. For the lowest peak most of the exciton density is concentrated at near-gap i, a states.

However, for the largest spectrum peak at 6.83 eV, labeled (iv) in Figure 4.2, one ought to

go beyond the figure and use (100,250) states to capture the same amount of density, a basis

size that’s very substantial. This demonstrates the strengths of the stochastic resolution of

the action of W in our present approach, as the full unoccupied space is sampled rather than

just a subset of conduction states.

4.4 Forward perspective

Our results show that even larger systems are feasible. This is evident by the fact that the

runs were not optimised. For example, while we used n0 = 100, a smaller number n0 = 70

would have sufficed, reducing the cost by a factor of two. Similarly, the box size was very

large, and a grid with almost half the points (or even less with OPAW) would have sufficed.

With optimized parameters, one can therefore easily reach systems with 1000-2000 electrons.

An interesting feature of the method is that for larger systems it becomes less and less

sensitive to stochastic errors. Those errors appear primarily in the sGW calculation of the

scissors shift, but this calculation scales sub-linearly with system size. Already here the sGW

calculation took less than 20% of the total calculation and had an error of 0.05eV, so for

larger systems an even higher accuracy would be obtained with a small fraction of the total

cost.

An interesting question is how to go to huge systems, with many thousands of electrons.

For this we note that that while this implementation of the BSE scales formally cubically,
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it holds promise to give eventually quadratic scaling. To achieve this, one would need to

implement localized occupied basis sets sets (see references [BLH16, PPG22]) for reducing

the number of i, j pairs for which Wij(r) needs to be calculated, and perhaps even stochas-

tically sample these ϕi(r)ϕj(r) pairs. Work along this lines would be reported in future

publications.
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CHAPTER 5

Optimized Attenuated Interaction for Enabling Large

Stochastic Bethe-Salpeter Equation Spectra

5.1 Introduction to Optimized Atenuated Interaction

The Bethe-Salpeter Equation (BSE), a many-body perturbation theory method, is becoming

increasingly popular for predicting optical spectra of chemical systems. [BDJ20] Physically,

BSE goes beyond time-dependent density functional theory (TDDFT) by the inclusion of

the correct long range exchange kernel in the effective interaction W . Numerically, however,

the BSE is quite expensive, mostly due to the cost of generating the two-electron integrals

of the effective interaction W , which scales formally as O(N4), or in specially optimized

cases these integrals can be made at an O(N2)−O(N3) cost,[LKF15, DB19], where N is the

number of electrons. Due to the steep scaling, the BSE is typically applied for systems with

up to about 100 valence and conduction states. However, thanks to many advancements in

the algorithms used,[RPG12, DSS12, SFM19, FV21] the method was recently applied to a

system of nearly 2000 total electrons. [FV22a]

Recently we developed a numerically efficient approach to the BSE that relies on a

stochastic evaluation of W . [BNC22a] In the BSE in general, W is applied on many pair

densities of states (see later for details). Since its evaluation is linear in system size, systems

with hundreds of active electrons become feasible.

In this work we go a step beyond, and show that not only is the action of W obtained

efficiently with a stochastic approach, but, equally important, the explicit matrix elements
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can be replaced by a stochastic sampling of the sea of pair-densities. This, in principle, limits

the major cost of the BSE to quadratic scaling, thereby opening the possibility of calculating

spectra for very large systems.

A key in our proposed approach is the numerically exact rewriting of the action of W by

subtracting and adding a simple Coulomb-like interaction vW . Thus, the stochastic sampling

only needs to be applied on this small difference W − vW , with the bulk of the action of W

done by vW . This stabilizes the stochastic approach ensuring that for larger systems we do

not need more stochastic samples to represent W .

Choosing an analytical Coulombic-like interaction to substitute for W has been done

before in some efficient implementations of the BSE,[FRS08, RBN15] but here we choose

an optimized vW which is fitted to the actual W of each system. The use of vW is also

reminiscent of TDDFT based approaches with long range exchange and a polarizable medium

that mimics the dielectric function. [BBM20] In our work, since vW is built from W , the ab

initio nature of the BSE is retained, while still reducing the complexity of the exchange to

be similar to traditional Fock exchange.

Using vW by itself also gives fairly reasonable spectral results. Thus, our work is not

only a numerically more efficient way to calculate the BSE spectra, but gives an alternative,

fairly cheap algorithm, at the same cost as time-dependent Hartree-Fock (TDHF), which

itself can be done cheaply with a stochastic approach,[NRC15b, GNB15, RBN15] that has

an improving accuracy for increasingly large systems.

The paper is organized as follows. The methodology is reviewed in Section 5.2. Section

5.3 shows results for a variety of medium to large carbon based systems. Conclusions follow

in Section 5.4.
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5.2 Methods

5.2.1 Iterative BSE formulation

We first overview the methodology for obtaining spectra from the BSE for a given W using

an iterative method. The full derivation for this method from the time-dependent Hartree-

Fock (TDHF) formalism was given in previous work on the BSE[BNC22a], and good reviews

of this kind of derivation can be found in Refs. [Neg82, NB05].

The starting point is a closed shell system with 2Nocc electrons. The exciton (electron-

hole) basis is a set of no occupied (valence) states ϕi, ϕj, ..., times a set of nc conduction states,

ϕa, ϕb, ..., which are eigenstates of a zero order (typically DFT) Hamiltonian. Further, we

use the TDA, although the approach is generalizable to the full BSE.

The starting optically excited vector f 0 corresponds to the infintessimal change to a

ground state orbital perturbed along a coordinate in the direction of the laser polarization,

which takes the form of:

f 0
ja = ⟨ϕa|x|ϕj⟩. (5.1)

The spectrum is then obtained from a matrix element of δ(w−A), where A is Liouvilian

operator of the BSE matrix which governs the motion of the excitons:

σ(ω) ∝ ω⟨f 0|δ(A− ω)|f 0⟩, (5.2)

where the broadened delta function is obtained by a Chebyshev series,

δ(A− ω)|f 0⟩ =
∑
n

cn(ω)|fn⟩, (5.3)

where cn are numerical coefficients and fn are Chebyshev vectors, obtained by iteratively

applying A on f 0. In practice we find that the best results are obtained by simple smoothly-

decaying weights, in the spirit of those used in Ref. [WWA06]

cn(ω) =

∣∣∣∣dθωω
∣∣∣∣ cos2

(
πn

2Ncheby

)
cos(nθω), (5.4)
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where Ncheby is the number of Chebyshev terms used, which determines the frequency res-

olution. Here we introduced the Chebyshev angle θω ≡ cos−1(ω/δA), while δA is an upper

bound on the half-width of the spectrum of A. Note that without the |dθω/ω| term, these

weights would yield a delta function in θω, and this term converts the overall function to a

delta function over ω.

Formally A is made from three terms: diagonal, Hartree and the so-called direct term

(in a somewhat confusing notation, since it resembles Fock exchange):

Aia,jb = (εa − εi + ∆)δijδjb + κ(ia|jb) − (ϕaϕb|W |ϕiϕj), (5.5)

where we introduced the electron and hole energies associated with the respective zero or-

der eigenstates as εa and εi respectively, while the round brackets refer to an (r, r|...|r′, r′)

notation, and κ = 2 is used for singlet excitations and κ = 0 for triplet excitations. ∆

is a scissors shift that corrects the gap to match accurate GW calculations, and could,

if wished, depend on the exciton (i, a) indices – as is especially important for small sys-

tems. [GHK18, MHB22] In practice we use the cheap sGW, i.e., stochastic GW (see below)

to calculate the scissors term,[NGA14a, VRN18] and for further accuracy we implement the

scissor-shift self-consistent GW0 approach, labeled ∆GW0,[VBR18b] which post-processes

the results of sGW and generally raises the gap by a few tenths of eV.

The Hartree integral is (assuming real orbitals):

(ia|jb) =

∫
ϕi(r)ϕa(r)v(r − r′)ϕj(r

′)ϕb(r
′)drdr′, (5.6)

where v(r− r′) = 1/|r− r′| is the Coulomb interaction. Finally, the most numerically costly

part involves the effective interaction

(ϕaϕb|W |ϕiϕj) =

∫
ϕa(r)ϕb(r)W (r, r′)ϕi(r

′)ϕj(r
′)drdr′. (5.7)

Note that W refers to the static part of the effective interaction, and we ignore here the

effects of the dynamic part.
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Numerically, one acts with A on an arbitrary vector f as follows:

gia ≡ (Af)ia =

(εa − εi + ∆)fia +
κ

2
⟨ϕa|δvH |fi⟩ − ⟨ϕa|yi⟩,

(5.8)

where the grid-representation of the exciton is

fi(r) =
∑
b

fibϕb(r) (5.9)

while the exciton Coulomb density, δn(r) = 4
∑

j fj(r)ϕj(r), is used to generate the Hartree

potential,

δvH(r) =

∫
δn(r′)

r − r′
dr′. (5.10)

The numerically expensive part in Eq. (5.8) comes from the direct term, involving the

action of the effective interaction,

yi(r) ≡
∑
j

Wij(r)fj(r), (5.11)

where

Wij(r) ≡
∫
W (r, r′)ϕi(r

′)ϕj(r
′)dr′. (5.12)

In our recent work,[BNC22a] we used the stochastic time-dependent Hartree (i.e., stochas-

tic W ) approach,[GNB15] developed originally for sGW,[NGA14a, VRN18] to evaluate each

specific Wij function in linear scaling; see Ref. ([BNC22a]) for full details on this step of

the method. The application of stochastic W makes is feasible to study systems with up to

several hundred valence states. Nevertheless, as there are ≃ N2
v /2 such terms for Nv valence

states, the overall cost is cubic in system size with a large pre-factor, so that including more

than ≈ 300 valence states will be numerically challenging.

Lastly, we note that this method directly obtains the BSE spectrum without captur-

ing all excitonic eigenstates of the system. As demonstrated in our previous work on

the subject,[BNC22a] specific excitonic states (for instance but not limited to the lowest

energy exciton), can be purified out from this formalism using the filter diagonalization

approach.[Neu90b, MRT93]
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5.2.2 Stochastic evaluation of matrix elements

To overcome the scaling problem, we use a stochastic representation of the sum. Specifically,

we define a stochastic process, made from “instances”. For each such instance, we define

two independent stochastic vectors,

β̄(r) =
∑
l

β̄lϕl(r),

¯̄β(r) =
∑
l

¯̄βlϕl(r),
(5.13)

where β̄l = ±1, ¯̄βl = ±1.

Using {
β̄iβ̄j

}
=
{

¯̄βi
¯̄βj

}
= δij, (5.14)

where curly brackets denote an average over many stochastic instances, it follows that{
β̄i

¯̄βjβ(r)
}

= ϕi(r)ϕj(r), (5.15)

where

β(r) ≡ β̄(r) ¯̄β(r). (5.16)

Inserting the relations above to the numerically expensive effective potential term in Eq.

(5.8), the latter becomes

yi(r) =
{
β̄i⟨r|W |β⟩f ¯̄β(r)

}
, (5.17)

where we defined

f ¯̄β(r) =
∑
j

¯̄βjfj(r), (5.18)

while ⟨r|W |β̄ ¯̄β⟩ ≡
∫
W (r, r′)β̄(r) ¯̄β(r)dr′.

The resulting algorithm is thus quite simple. A large but finite number of stochastic in-

stances, Nβ, is defined. Then, one applies W (calculated itself stochastically) on the stochas-

tic representation of the valence density β̄(r) ¯̄β(r), to yield a set of Nβ vectors, ⟨r|W |β̄ ¯̄β⟩,

which is stored and used in the Chebyshev iterative step, f → Af . The formulae are further

detailed in the next section.
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5.2.3 Optimized attenuated interaction

5.2.3.1 Sampling a small difference

The formalism above is clearly a member of our stochastic approaches to quantum chem-

istry. [BNR22, NBR14a, NGA14a, NRC15b, RBN15] The key in these approaches is the

replacement of individual molecular orbitals by random orbitals, that are stochastic com-

bination of individual orbitals. For example, a valence orbital is replaced by a stochastic

combination of valence orbitals, etc.

A key practical point in this paradigm is that it is best to stochastically sample numer-

ically small quantities. This is best achieved by sampling just the difference between the

desired quantity and a simpler one, i.e., writing

W = {W − vW} + vW (5.19)

where curly brackets indicate again a statistical average and vW (r, r′) is an interaction which

is “cheap” to act with. Here we use the simplest such form, a translationally invariant

two-body interaction,

vW (r, r′) = vW (r − r′) (5.20)

The specifics of vW are delineated later.

Using this decomposition, the action of W , Eq. (5.17), is modified to

yi(r) =
{
β̄i⟨r|W − vW |β⟩f ¯̄β(r)

}
+
∑
j

fj(r)⟨r|vW |ϕiϕj⟩

=
{
β̄i⟨r|W − vW |β⟩f ¯̄β(r)

}
+
∑
j

fj(r)vW,ij(r),
(5.21)

where vW,ij(r) =
∫
vW (r, r′)ϕi(r

′)ϕj(r
′)dr′.

5.2.3.2 Optimizing the effective interaction potential

The equation above is exact no matter what vW is – a better choice of vW would simply lead

to faster convergence of the sampling of {W − vW}. Further, to avoid the singularities of
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Figure 5.1: (Top) The fitted vW pol(k) potentials (red) and the bare Coulomb interaction

v(k) (black dots) for C96H24, shown for a range of kx, for ky = kz = 0. (Bottom) The ratio

vW (k)/v(k) for this system, calculated for the same k-values range as in the top panel. The

results converge quickly with the number of stochastic sampling functions, Nβ.

the Coulomb potential we fit only the polarization part, i.e., W − vW = Wpol− vW pol, where

Wpol = W − v(k), and similarly for vW pol. Here v(k) is the Coulomb potential for finite

systems, which is obtained with the Martyna-Tuckerman approach;[MT99b] this potential is

the usual 4π/k2 at high momenta but levels off to a finite large value at k = 0.

Given an arbitrary large system, we can ask what will be the optimized vW (r − r′).

Interestingly, the stochastic paradigm answers that question easily. Specifically, optimize

the functional

J =
∑
ij

(ϕiϕj|(W − vW )2|ϕiϕj) (5.22)

where again i, j are occupied states. Calculate the sum then stochastically

J =
{
⟨β|(W − vW )2|β⟩

}
=
{∫

|⟨k|W − vW |β⟩|2dk
}
, (5.23)

where, as before, β is a stochastic combination of the occupied two-electron product terms
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from Eq. (5.16).

Since our choice of vW is diagonal in momentum space, ⟨k|vW |β⟩ = vW (k)β(k), it is easy

to show that the optimised J , giving δJ/δv∗W (k) = 0, is obtained with

vW (k) =

{
β∗(k)⟨k|W |β⟩

}
{∣∣⟨k|β⟩∣∣2} . (5.24)

In practice a very small numbers of terms, typically Nβ ≈ 500, is sufficient to converge the

values of vW (k). This convergence is demonstrated in Fig. 5.1.

5.2.3.3 Replacing W by the optimized attenuated interaction

If vW is a good enough approximation to W , so the objective J is sufficiently small, we may

even, as mentioned, throw out the stochastic {W −vW} term in Eq. (5.21), i.e., approximate

yi(r) ≃
∑
j

fj(r)vW,ij(r). (5.25)

More generally, we can approximate the full BSE by replacing W by vW , converting

thereby the equation to TDHF-like with a modified Fock kernel, where |r−r′|−1 is replaced by

vW . Note that simplified forms have been used to approximate W , see e.g.,[FRS08], but here

the optimized attenuated interaction is based on the true system-dependent W (r, r′), yielding

a fully ab-initio approach. We label the resulting method as Time-Dependent Optimized-

Attenuated-Interaction (TDOAI).

5.2.4 Overall Algorithm

The overall algorithm is then:

• First, a set of stochastic-GW calculations on the HOMO and LUMO is performed to

find the necessary scissors shift.

• Second, a set of Nβ random representations β of the occupied-states product is calcu-

lated and stored per Eqs. (5.13) and (5.16).
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• Each of these β’s is then used as input for a stochastic-GW calculation, yielding the

action of the static effective interaction ⟨r|W |β⟩.

• The Fourier-components of the optimized attenuated interaction, vW (k), are then cal-

culated from Eq. (5.24).

At that point one has the optimized attenuated interaction, but there are still several

possibilities for the dynamics, i.e., how to propagate and solve the BSE and with which terms

included. We summarize four such possibilities, and the Results section below exemplifies

the first two, which use the Chebyshev approach (based on Eqs. (5.2), (5.3) and (5.8))

1. The BSE kernel, in the Tamm-Dancoff approximation, can be calculated by stochasti-

cally sampling the {W − vW} difference, Eq. (5.21).

2. Another direction is to ignore the W − vW term and act only with the optimized

effective interactionvW , i.e., use Eq. (5.25) instead of Eq. (5.21).

3. One could use the first option, but go past the Tamm-Dancoff approximation, i.e.,

include off-diagonal terms. The simplest option, without increasing the numerical

effort substantially, would be to use the optimized attenuated interaction in the off-

diagonal portion of the BSE. Since the off-diagonal BSE term (i.e., the term that goes

beyond the Tamm-Dancoff approximation) is quite small, it should be accurate to

replace in it W entirely by vW . This would reduce the numerical cost substantially

compared to the full cost of applying {W −vW} stochastically in the off-diagonal term,

which would have required a different samplings of the action of W , this time acting

on an occupied-unoccupied pair density.

4. Finally, just like the second option above, we could use only the attenuated interaction

while avoiding the Tamm-Dancoff approximation. This could be done by either extend-

ing the exciton vector space to go beyond the TDA, or by replacing the Chebyshev

method altogether by a full-fledged TDHF-like study that uses stochastic-exchange
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[RBN15] but would employ here the optimized TDOAI exchange-interaction vW ; this

direction would be pursued in a latter publication.

5.3 Results

We demonstrate the new method on a sample set of hydrocarbons, including linear acenes,

polycyclic-aromatic hydrocarbons (PCH), and fullerene based systems; see Table 5.1 and Fig.

5.2. The structures for these molecules were taken from Refs. [YDY16, MXF20] and the

open source library associated with Ref. [al21]. For all systems, we use a generous box size

extended at least 6 Bohr beyond the edge of the molecule, with a grid spacing of 0.5 Bohr.

For the planar molecules, we use a grid size of 15 Bohr in the out-of-plane direction, such

that no size effects are seen on the DFT band gap. All DFT calculations were performed

with norm-conserving pseudo-potentials and used the PW-MT LDA exchange-correlation

functional. [GNB15, RPM03, WKG13]

To determine the correct scissor shift, ∆ in Eq. (5.8), we first correct the DFT band gap

through a stochastic GW calculation,[NGA14a, VRN18, VLB18a] done self-consistently. [VBR18b]

Further, the dielectric correction W (k → 0), was determined by a linear fit of the BSE spec-

tra at different grid sizes. [BNC22a, ORG95, RVM06] The final scissor shift is then the sum

of the dielectric correction and the GW band-gap correction.

The calculations of the action of W on either deterministic or stochastic DFT orbital

pairs, ⟨r|W |ϕiϕj⟩ and ⟨r|W |β⟩ respectively, were done with only 10 stochastic time-dependent

orbitals. Refer to Ref. [BNC22a] for explicit details of this step. The sGW calculations were

done with a broadening of 0.1 Hartree. A time-step dt = 0.1 a.u. was used for a split-operator

propagation, and “cleaning” (i.e., projection of the excited component of the orbitals to be

orthogonal to the occupied space – see [BNC22a]) was done every 10 steps.

The number of samples needed for a deterministic calculation is Nv(Nv + 1)/2 for Nv

valence orbitals. In calculations where W is acting on stochastic orbitals, Nβ=2000 was
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Table 5.1: The grid size, number of occupied orbitals, and the chosen number of valence and

conduction subset sizes for each system. The final column shows the remaining fraction of

the polarization Wpol interaction not captured by the optimally fitted vW pol interaction.

System Ng No Nv Nc
⟨(Wpol−vW pol)

2⟩
⟨W 2

pol⟩

Nap 50,688 24 16 40 0.18

Tet 76,800 42 24 64 0.13

Hex 113,520 60 36 80 0.11

Oct 132,000 78 45 100 0.10

Cor 69,984 45 27 70 0.18

C60 195,112 120 64 120 0.25

Kek 147,000 108 54 110 0.09

C96H24 324,480 204 100 500 0.09

10-CPP+C60 381,024 260 100 500 0.13

generally used.

We first discuss the convergence of the fitted vW and how does it compare with W .

Figure 5.1 shows the convergence of the fitting of the polarization portion of vW . The

top sub figure shows vW pol in comparison to (minus) the bare Coulomb potential v(k) for

this finite system. Note that vW pol is automatically zero at k = 0 as Wpol emanates from a

polarization χpol which vanishes at k = 0 due to the orthogonality of the particle-hole pairs

which make it. (For periodic systems this effect is counteracted by the singularity of the

Coulomb potential at k = 0, unlike finite systems, where v(k = 0) is large but does not

diverge so Wpol(k = 0) vanishes.)

In the bottom panel of Figure 5.1 we compare the ratio of vW (k) and v(k). The ratio is

1 for low k due to the finite size of the systems, but levels down at higher k values.

Table 5.1 shows the fraction of Wpol left for stochastic sampling after removal of vW pol.

This fraction is quite small and is clearly independent of system size. Additionally, it does
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not appear to change with the approximate dimensionality of the system– linear, planar or

spherical. Similarly, Figure 5.3 shows, for a slice along the x-axis, the action of both W

and vW on two pair densities. The results are very similar, but the total magnitude is often

decreased when applying vW .

We now turn to the spectra. We used an iterative BSE Chebyshev procedure, and for all

systems the upper bound on the half-width of the Liouvillian was taken as δA = 16.5 eV.

We used Ncheby = 500 terms (Eq. 5.4), which is approximately equivalent to a Gaussian

energy broadening with half width of 0.08 eV. The effect of the broadening is negligible for

the larger systems where the spectrum is naturally quite broadened.

In Figure 5.4 we show the spectra of all nine systems using a deterministic BSE,[BNC22a]

the vW only TD-OAI, and the stochastic vW + {W − vw} approach of this paper. Using vW

by itself is only qualitatively accurate, but stochastic sampling of {W −vW} quickly restores

the accuracy of the deterministic calculation.

As is clear from Figure 5.5, at least Nβ = 300−400 stochastic samples are needed to get a

0.1 eV accuracy on the optical gap. Generally, the low-energies spectral peaks in Figure 5.4

are converged to 0.02 eV at low energies by 2000 stochastic samples. (The one exception is

fullerene, where the lowest-energy spectral peak converges to only 0.08 eV at Nβ = 5000; this

is in line with the lower quality of the vW fit to W for fullerene, see Table 5.1.) Depending

on Depending on the quality of vW , we find on average that the W −vW formalism converges

at least 20 times faster than using a stochastic W by itself, i.e., without using vW .

The rapid convergence with Nβ implies that the stochastically sampled {W − vW} is

generally numerically superior to the deterministic approach for systems with more than

≈ 70 calculated valence orbitals. This is because of the N2
v /2 scaling of the number of pairs

Wij when using directly the deterministic approach, Eq. (5.11).

In Table 5.2 we summarize the evolution of the gap for each system. The results are in

fair agreement with the experimental values, considering the Tamm-Dancoff approximation
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Table 5.2: Gaps (eV) from stochastic DFT at the LDA level, stochastic G0W0, self consistent

∆GW0,[VBR18b] the stochastic BSE optical gap (this work), and a reference experimental

optical gap.

DFT G0W0 ∆GW0 BSE Experimental Optical Gap

Nap 3.4 7.6 8.0 4.3 4.1 [CTL16,

MDM19]

Tet 1.6 5.1 5.4 2.7 2.6 [CTL16,

MDM19]

Hex 0.8 3.7 3.9 1.8 1.9 [TB10,

KEA17,

TB20]

Oct 0.4 2.9 3.1 1.3 1.5 [TB20,

KEA17,

MTK09]

Cor 3.2 6.7 7.1 4.3 3.7 [RJS08]

C60 1.7 4.4 4.7 2.3 1.8 [RSK93,

LVJ95]

Kek 2.1 4.8 5.1 3.2

C96H24 1.2 3.0 3.1 1.9 2.0 [LTZ22]

10-

CPP+C60

0.7 3.3 3.5 3.5 3.4 † [XKW18]

† Stabilized system complex.
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and the lack of dynamic corrections.

5.4 Conclusions

We introduced here an optimized effective potential vW to reduce the magnitude of the W

term in BSE, enabling an efficient stochastic evaluation. With the introduction of vW , the

required number of stochastic orbitals is small relative to system size, thereby reducing the

scaling of the method so that large system sizes are now feasible. The new algorithm was

checked successfully on nine molecules of varying dimension and size.

The present work overcomes the cost of the most expensive part in the BSE algorithm,

preparing the action of W on the product states, by dividing W to an exchange-type potential

vW , and a stochastically sampled remainder {W − vW}. There is, however, a lot of room for

further scaling improvements. Currently, we do not implement the exchange in a particularly

efficient way, so that the scaling is still cubic, but a fully stochastic exchange could further

reduce the scaling. [NRC15b, XKW18, RV22] Similarly, for both the exchange and the

Coulombic part, i.e., the matrix elements in Eq. (5.8), a localized basis set would have

reduced the scaling as many exchange matrix elements would then vanish the grid extent

for the exchange integrals would be reduced. Once these improvements are made the overall

scaling of the method would reach quadratic. [FV21, FV22a]

Further work on this method will include fitting W to give a vW interaction that goes be-

yond a translationally invariant interaction but preserves the quasi-linear scaling of
∫
vW (r, r′)β(r′)dr′.

An improved fit would make it possible to use very few stochastic samplings of the difference

operator {W − vW} or just forego this term completely, keeping only vW .

Further improvements include the anti-resonant to resonant transition couplings to go

beyond the Tamm-Dancoff approximation. As mentioned in Section 5.2.4, since the contri-

bution of this ‘off-diagonal’ coupling in the BSE is substantially smaller than that of the

resonant W , they could be represented by vW alone rather than the full W , so no addtional
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W samplings would be needed.

In addition, dynamical corrections are needed in many systems with dominant n → π∗

and π → π∗ excitations. [MRM09, BAM12] While recent work has shown best results with

a matrix perturbation theory method,[LB20] TDDFT-type approaches have been successful

at capturing double excitations with a dynamical exchange kernel. [RSB09, HIR11, RT16]

While the formalism we present is naturally suitable to systems with fairly extended active

(occupied and unoccupied) states, its extension to systems where the optically active states

are very localized, e.g., defects in otherwise homogeneous solids, should be straightforward.

In such cases, as far as action of W , the occupied (as well as the active unoccupied) state

space should be divided to a few isolated states, while the rest of the states would be treated

stochastically, as done here. This will be developed in a future publication.

Finally, the grid-based approach presented here should be extendable to basis-set tech-

niques, since in the BSE stage it just uses the eigenstates and eigenvalues, and those come

from an underlying DFT calculation, which could be grid-based (as done here) or use basis-

sets. Similarly, the action of stochastic W via time-dependent Hartree propagation can also

be done with basis-sets. The only fine points are that some of the intermediate calculations

are most easily done on a grid, such as the calculation of the stochastic pair functions β(r),

and the resulting convolutions; but as these are mostly dependent on low wavelengths, rather

rough grids could be employed, as done in several basis-set techniques that use intermediate

grids.

To summarize, our main point in this paper is that the optimized attenuated potential

reduces the magnitude of the effective interaction W . This reduces the required number of

stochastic sampling of {W − vW} to a manageable number, in the few thousands, enabling

efficient BSE simulations. Further, when fitting W to a translationally-invariant interaction

(which is applied by convolution), the resulting TDHF spectra with vW as the exchange

interaction are in quite good agreement with the exact W -based BSE results.
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Figure 5.2: Structures and abbreviations for all the systems used in this paper.
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Figure 5.3: X-axis slice of ⟨r|W |ϕiϕj⟩ and ⟨r|vW |ϕiϕj⟩, i.e., the action of the true W (black)

and the optimized vW (red) on a two-orbital pair density. In the top row W and vW act on

the HOMO density (i = j = HOMO). In the bottom row they act on the pair density of the

HOMO × HOMO − 1 orbitals. The left part, Column (a), is for tetracene, while Column

(b) shows the same plots for the much larger 10-CPP+C60.
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Figure 5.4: Spectra of singlet excitations for all systems using a BSE with deterministic

orbitals (black) and full stochastic vW + {W − vW} approach using Nβ = 2000 (red dots).

The TD-OAI calculation, where vW is used for exchange alone, is shown in grey. For almost

all cases, the stochastic approach matches the deterministic optical gap to within 0.02 eV

or better; the one exception was fullerene, where Nβ = 5000 was needed for convergence to

0.08 eV, in line with the lower quality of the vW fit (Table 5.1).
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Figure 5.5: X-polarization spectra for tetracene (zooming in on the dominant spectral peak

at 4.75 eV) at varying levels of stochastic approximation (colors), converging to the deter-

ministic BSE (black dashes). The inlay shows the average variance over the 0-6 eV spectral

region from the deterministic spectra for each level of approximation, Nβ, with correspond-

ing colors. The dotted curve is a fit to 1/Nβ.
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CHAPTER 6

Neargap DFT: Sparse Compressed Stochastic

Exchange for hybrid-functional DFT

6.1 Introduction to the Resolution of the Identity

The introduction of hybrid exchange and long-range hybrid functionals into density func-

tional theory (DFT) dramatically improved their accuracy.[Bec93b, Bec93a, SDC94, HSE03,

KSP08, BN05, LSW97] These improvements, now thirty years old, enabled the rapid growth

of DFT as a standard tool in the chemistry lab, with the establishment of many popular com-

mercial and open-source software. Unfortunately, it is this key improvement in functional

design, exact exchange, that limits the size of computation feasible for most researchers with

a set budget of computing power and time. Traditional Hartree-Fock type exchange requires

the generation of all 2-electron integrals in a given basis, scaling naively as O(N4
o ) for No

spatially occupied orbitals.

The most substantial advancement in improving the computational cost of exact exchange

in ab-initio DFT has come in the form of the so-called “resolution of the identity” (RI)

methods.[RRB12] Now widely adopted, these methods reduce exact exchange to cubic in

scaling. For the entire set of 2e-integrals, ⟨pq|rs⟩, one expands the identity in another

auxiliary basis, β, reducing a 4-center integral tensor to a product of two 3-center integral

tensors, ⟨pq|rs⟩ =
∑

β⟨pq|β⟩⟨β|rs⟩. Such auxiliary basis sets are optimized with density

fitting.[MD82, VAF93] With this intelligent design, one can cap the number of β to be

comparable to the number of atomic orbitals needed for the calculation,[JSG05] but without
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fundamental improvements, this auxiliary basis still scales with system size.

Other efforts involve the power of parallel computing, such as fragmented systems, lo-

calized auxiliary orbitals, and sparse matrix algorithms.[DLY15, GK22] In extended sys-

tems, the sparsity of overlap integrals allows for highly optimized localized auxiliary or-

bitals and near linear scaling.[PAW20, GBS18] Multi-level fragmented approaches have also

recently improved scaling, especially in spatially localized cases.[GK22] Modern graphical-

processing units (GPUs) also contribute to unlocking larger and larger calculations with RI

methods.[UM08, KLO21]

Separately, we introduced a stochastic formalism for Hartree-Fock or long-range exchange

for grid based DFT codes.[NRC16] In this formalism the exchange becomes a projection to

a stochastic occupied orbital, which is a random linear combination of all occupied orbitals

represented on a grid basis, times a random amplitude due to the Coulomb potential. A

statistical average over multiple random vectors converges to the matrix elements of the

exchange operator. In this case, each random orbital covers the entire eigenbasis of the

molecule, and the number of such operators typically does not grow with system size, and

occasionally shrinks due to self averaging.[NRC16]

In this work we employ a different strategy whereby the individual molecular states are

treated deterministically. However, the usual cost of making all the matrix elements of

the Coulomb interaction is reduced by orders of magnitude (and its scaling made constant)

by the fragmented-stochastic compression approach we developed in a different context,

stochastic GW. [VLB18b] Basically, we have shown that data over a large grid can be

efficiently represented by a stochastic basis made of many small “fragments”. Beyond a

small threshold, the error does not depend on the fragment size, only on the number of

fragments, so a large number of short fragments can be used to represent efficiently data on

a giant grid.

In this work, we combine the best of sparse stochastic basis compression with the res-

olution of the identity technique. In short, we split the Coulomb kernel for the exchange
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calculation to two sets (see also Ref. [DCT20]). The first is the large interaction at few

low-wavevectors (small k) which is treated deterministically. The remainder, the interaction

at the very many (often millions) of high k’s, is represented here cheaply and accurately

by fragmented stochastic compression, i.e., by representing the interaction through a small

number (few thousands here) of short stochastic vectors, and this number does not increase

with system size.

The second ingredient to the present deterministic/fragmented-stochastic approach is to

represent the hybrid-DFT Hamiltonian in the basis of molecular orbital states (MOs) near

the Fermi energy (near-gap) from local-DFT. Specifically, we first perform a local- (or semi-

local) functional DFT calculation, by any efficient basis-set or plane-wave method. We then

divide the resulting local-DFT MOs to core, valence and conduction, as well as high virtual

orbitals which are ignored.

The core orbitals of this preliminary calculation are assumed to be a good representation

of the core orbitals in the eventual hybrid calculation. We therefore assume that the valence

and conduction orbitals of the hybrid case can be expanded from the valence and conduction

MOs of the local-DFT calculation. This restriction to top valence and bottom conduction

orbitals is of course routinely done in beyond-DFT methods, such as RPA, TD-DFT and the

Bethe-Salpeter Equation.

With the introduction of sparse stochastic compression to the plane wave auxiliary basis,

the scaling of the resulting approach is very gentle with system size, so that in practice the

hybrid exchange correction costs less than the underlying local-DFT calculation. Further,

the approach is easily parallelizable. We label it as near-gap Hybrid DFT (ngH-DFT).

In the sections below, we develop the ngH-DFT formalism, benchmark its convergence for

naphthalene and fullerene, and then show the method’s power by solving for a hexamer dye

complex, a large system of biological significance. The proper inclusion of exact exchange

here in such a large biomolecule is promising for future use of general post-DFT methods in

giant systems.
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6.2 Neargap DFT: Methodology

6.2.1 Hybrid DFT in the Valence-Conduction Subspace

We begin with the Kohn-Sham (KS) orbitals {ϕs} and associated eigenvalues {εs} of a

ground-state DFT calculation approximately satisfying h0ϕs ≈ εsϕs. It is not necessary

that the starting calculation be fully converged, and it can originate from LDA, PBE, or

whichever DFT flavor of choice, but for simplicity it will be denoted here as LDA-DFT.

The molecular orbitals from the LDA-DFT calculation, denoted by ϕ, are then divided

into four set of states: Ncore core, Nv(= No−Ncore) valence, Nc conduction, and the remainder

are high conduction states which are neglected.

We then assume that the core states from the LDA calculation are unchanged in the

GKS-DFT, i.e.,

ψf = ϕf , f ∈ core (6.1)

where ψ refers to a GKS molecular orbital. Therefore, the M ≡ Nv +Nc GKS near-gap (i.e.,

valence+conduction) states are assumed to be described by the valence-conduction LDA

states, i.e.,

ψs(r) =
∑
p

ϕp(r)Cps, (6.2)

where s, p, q are indices over the M near-gap states.

The converged LDA-DFT Hamiltonian is expressed as (using atomic units throughout)

h0 = −1

2
∇2 + vNL

eN + v0[n0](r), (6.3)

with the respective terms being the kinetic energy, non-local component of electron-nucleus

interaction, and the local KS potential. The latter is a functional of the LDA density, n0(r),

and contains the local electron-nucleus interaction, Hartree potential, and local exchange-

correlation (XC) potential, taken here to be PW-LDA [PW92]):

v0[n0](r) = vlocaleN (r) +

∫
n0(r

′)

|r − r′|
dr′ + v0XC [n0](r). (6.4)
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The electron-nucleus interaction is handled with Troullier-Martins norm-conserving pseudopotentials.[TM91]

Additionally, the Martyna-Tuckerman approach is used to avoid the effect of periodic images

in our simulations.[MT99a]

We now turn to the GKS Hamiltonian. Here we employ a long-range hybrid, though the

same formulation applies also to any other form, such as short-range or Becke-type fractional

exchange. Note that to avoid a cluttering of indices we write here only the closed-shell GKS

formalism, but the GKS Hamiltonian would generally be spin selective (unlike the LDA-

DFT). In fact, the tuning procedure we use to yield the correct γ requires a spin-selective

Hamiltonian, as discussed later.

The starting point is the long-range part of the Coulomb interaction, defined as uγ(|r −

r′|) = erf(γ|r− r′|)/|r− r′|, so for the exchange the Coulomb kernel in position space is split

as [LSW97]
1

|r − r′|
=

erfc(γ|r − r′|)
|r − r′|

+ uγ(|r − r′|). (6.5)

The first term dominates at short-distances and is treated locally, while the second, long-

range term, is accounted for explicitly.

Range-separated hybrid functionals excel in charge transfer and excitonic effects due to

the correct −1/|r−r′| asymptotic behavior of the exchange term. The use of exact exchange

helps alleviate the non-physical long-range self-repulsion in the LDA potential. The range-

separation parameter γ is best obtained by enforcing piece-wise linearity of the energy with

electron number.[BLS10]

The GKS Hamiltonian is then

h = −1

2
∇2 + vNL

eN + vγ(r) +Xγ
val +Xγ

core, (6.6)

where γ refers to one or more parameters of the hybrid exchange. The γ-dependent Kohn-

Sham potential is:

vγ(r) = vlocaleN (r) +

∫
n(r′)

|r − r′|
dr′ + vSR,γ

XC [n], (6.7)
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where SR denotes short-range and n(r) is the overall density, made from a sum of core and

valence densities:

n(r) = ncore(r) + nval(r), (6.8)

where ncore(r) = 2
∑

f∈core |ϕf (r)|2. The valence density is

nval(r) = 2
∑
i

fi|ψi(r)|2 = 2
∑
pq

ϕp(r)Ppqϕq(r), (6.9)

where the density matrix is Ppq =
∑

iCpifiCqi. Here, the sum runs over all occupied (or

partially occupied) valence GKS MOs, and fi is the occupation, which can be fractional:

fi(εi;µ) =
1

1 + e(εi−µ)/kBT
. (6.10)

The action of the valence (short-hand val) component of the γ-dependent exact exchange

operator on a general function η is

(Xγ
valη)(r) = −

∑
i

fiψ
∗
i (r)

∫
uγ(|r − r′|)η(r′)ψi(r

′)dr′. (6.11)

The contribution of the core states to the exchange part of the Hamiltonian will be done

perturbatively as discussed later. The LDA→ GKS rotation matrix, Eq. (6.2), is initially

Cps = δps and is then iterated in the SCF procedure.

The Hamiltonian matrix elements in the valence-conduction basis are

hpq = ⟨ϕp|h0 + δv +Xγ
val|ϕq⟩, (6.12)

where δv ≡ vγ(r) − v0(r) is the difference between the current GKS and initial estimate KS

potentials.

Formally, the matrix elements of the valence exact-exchange are written as a 4-index

integral tensor by starting with:

⟨ϕq|Xγ
val|ϕp⟩ = −

∑
i

fi⟨ϕqψi|uγ(|r − r′|)|ψiϕp⟩, (6.13)
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and inserting the expanded wavefunction gives

⟨ϕq|Xγ
val|ϕp⟩ = −

∑
st

⟨ϕqϕs|uγ|ϕtϕp⟩Pst, (6.14)

where real-valued orbitals are used with the chemists’ convention of ⟨rr|r′r′⟩.

6.2.2 Deterministic/Fragmented-Stochastic Representation of the Coulomb Ker-

nel

Our starting point is the exchange kernel in Eq. (6.14) which requires a generic convolution

form, written schematically as w(r) =
∫
uγ(r−r′)y(r′)dr′. This form is diagonal in reciprocal

space and for finite grids it reads:

w(k) =
1

V

∑
k

uγ(k)y(k). (6.15)

In the Martyna-Tuckerman approach V is the overall volume including full padding in each

direction (i.e., V is 23 = 8 times the wavefunctions volume). Further, uγ(k) is not necessarily

positive due to the Martyna-Tuckerman construct.

Since uγ(k) is large at low k, its action is evaluated deterministically below an assigned

cutoff, kcut. (The results are correct upon convergence for any kcut, as this parameter only

affects the speed of convergence). Specifically, for a given kcut we divide k-space into 3

subspaces; “low” – values of k below kcut.; “high+” – values above kcut where uγ(k) is

positive; and “high−” – values above kcut where uγ(k) is negative. The number of points in

each space is denoted, respectively, as Nklow , Nkhigh+
, and Nkhigh−

. Formally we write then

the identity operator in the reciprocal space as

I =
∑
klow

|klow⟩ ⟨klow| |

+
∑

khigh+

|khigh+⟩
〈
khigh+

∣∣ | +
∑

khigh−

|khigh−⟩
〈
khigh−

∣∣ |. (6.16)
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The Coulomb long-range operator is then

uγ =
∑
klow

|klow⟩uγ(klow) ⟨klow| |

+
∑

khigh+

√
uγ(khigh+)|khigh+⟩

〈
khigh+

∣∣ |√uγ(khigh+)

−
∑

khigh−

√
|uγ(khigh−)||khigh−⟩

〈
khigh−

∣∣ |√|uγ(khigh−)|.

(6.17)

Next we introduce stochastic fragmented bases [VLB18b] for the positive and negative

high-k components. We detail the discussion for the high+ space, and it follows analogously

for the high− space.

A set of Nα+ short vectors is chosen, where each is randomly positive and negative in a

“strip”, also labeled as “fragment”:

α+(khigh+) = ±
√
Nk+

L
Aα+(khigh+). (6.18)

Here Aα+(k) is a projection to a randomly placed fragment α+ of length L, i.e., is 1 within

the fragment and 0 outside, so α+(khigh+) is randomly positive or negative in the fragment

and vanishes outside. The strip length, L, is the same for each fragment. The fragments

thus randomly and uniformly sample the entire {|khigh+⟩} space.

The constant factor in Eq. (6.18) ensures that with sufficient sampling the α+ vectors

form an orthonormal set, as explained below. A technical point is that fragments that start

near the edge of the khigh+ space, i.e., that their starting point is larger than Nkhigh+
− L,

need to wrap around; alternately one can zero pad the space of Nkhigh+
points by L points

on both sides, and then the constant square root factor in Eq. (6.18) needs to be slightly

modified.

The strip length L and the number of stochastic vectors Nα+ are chosen such that each

k point in the high+ space is sufficiently “covered”, i.e., will be adequately visited by the

stochastic basis α+. Specifically, we choose a coverage parameter, cov, that samples how

84



Table 6.1: Fundamental gaps for naphthalene, fullerene, and a 476 atom hexamer dye

complex. Also shown are the total number of occupied states, the maximum numbers

valence and conduction states, and the range-separation parameter for each system. All

energies are in eV. The atomic basis-set calculation uses the NWChem package. Both

ngH-DFT and the atomic basis-set RSH-DFT use the BNL XC functional.

System No Nmax
v Nmax

c Optimal γ

(Bohr−1)

Plane-

wave

LDA-DFT

Atomic

Basis-Set

LDA-DFT

ngH-

DFT

Atomic

Basis-Set

RSH-DFT

Naphthalene 24 24 104 0.285 3.34 3.34 8.63 8.54

Fullerene 120 120 480 0.189 1.63 1.64 5.42 5.40

Hexamer 660 200 400 0.120 1.23 3.81

often, on average, each point is sampled. The number of chosen stochastic vectors is then

Nα+ =
cov ·Nkhigh+

L
. (6.19)

In the limit that this coverage parameter is large the stochastic fragments form an orthonor-

mal basis, i.e., {
α+(khigh+)α+(k′high+)

}
= δkhigh+ k′

high+
(6.20)

where the large curly brackets denote a stochastic sampling with formally cov → ∞. In

practice it is enough to use cov ≃ 5.

We then define Nα+ states, |ξ+⟩, with components

⟨khigh+|ξ+⟩ =
√
uγ
(
khigh+

)
α+(khigh+), (6.21)

We repeat the whole procedure for the high− space, and end up with Nα− states for the

negative high-k portion of the exchange kernel

⟨khigh− |ξ−⟩ =
√∣∣uγ (khigh−

)∣∣ α−(khigh−). (6.22)
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We now define a combined set of states, of size Nξ = Nklow + Nα+ + Nα− , that is glued

together via direct summation

|ξ⟩ = {
√

|uγ (klow)||klow⟩} ⊕ {|ξ+⟩} ⊕ {|ξ−⟩}. (6.23)

We similarly define a sign vector of length Nξ

gξ = {sign (uγ(klow))} ⊕ {1} ⊕ {−1}, (6.24)

i.e., in addition to the sign of the interaction for the low-k components, g is composed of

Nα+ values of 1 and Nα− values of −1.

With these definitions, we now reach the stochastic fragmented basis representation of

the exchange operator

uγ =
∑
ξ

|ξ⟩gξ⟨ξ|. (6.25)

This is the central equation of the deterministic/stochastic-fragment representation of the

Coulomb interaction. As mentioned, it is used here only for the exchange component and

not for the direct Coulomb interaction.

Inserting this form of uγ in the matrix element of Eq. (6.14)

⟨ϕq|Xγ
val|ϕp⟩ = −

∑
stξi

⟨ϕqϕs|ξ⟩gξ⟨ξ|ϕtϕp⟩CsifiCti, (6.26)

and defining

uξpi ≡
∑
t

Cti⟨ξ|ϕtϕp⟩, (6.27)

yields the final expression for the exact exchange matrix elements:

⟨ϕq|Xγ
val|ϕp⟩ = −

∑
iξ

u∗ξqifigξuξpi. (6.28)

Note that for a spin-resolved calculation, the only difference is that, in addition to the

amplitudes Cti and the exchange correlation potential δv, the transformed exchange vectors

uξp and the Xγ
val matrix would also gain a spin index.

86



5.40

5.45

5.50

Fu
lle
re
ne

 G
ap

 (e
V)

Nc=2Nv

Nc=480

25 50 100 200
Nv

3.78

3.83

3.88

He
xa

m
er
 G
ap

 (e
V)

Figure 6.1: (Top) Convergence of the fundamental gaps of fullerene and (Bottom) hexamer

with the number of valence states, Nv, and the number of conduction states, Nc, chosen

either Nc=2Nv (blue diamonds) or fixed at Nc = 480 (black x). The red-line is the reference

value of the fullerene gap including all occupied states, Nv = No = 120 and Nc = 480.
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6.2.3 Algorithm cost

In addition to the underlying local-DFT, the algorithm cost is mostly due to preparing the

⟨ϕ|q ϕs|ξ⟩ and then calculating in each SCF iteration the exact exchange matrix elements.

The steps are:

• First one Fourier transforms, i.e., prepares ⟨ϕ|q ϕs|k⟩ from ϕq(r)ϕs(r), which costs

O(M2N logN) operations, where N is the number of total number of grid and k

points.

• Next one dot-products ⟨ϕ|q ϕs|k⟩ with the Nα(≡ Nα+ + Nα−) fragmented stochastic

orbitals of length L each, to yield ⟨ϕ|q ϕs|ξ±⟩, at a cost of O(M2NαL) operations.

For simplicity we choose here Nα = Nklow = Nξ/2. Therefore, the dot product cost is

O(M2 · cov · Nξ).

• Finally, in each of the Nscf iterations one prepares the matrix elements via Eqs. (6.27)

and (6.28), at a cost of M2NvNξ operations each.

The overall cost is therefore:

O
(
M2
(
N(cov + logN) +NscfNvNξ

))
. (6.29)

Since Nξ does not grow with system size, as demonstrated below, the scaling is formally

cubic with system size. However, in practice the scaling is gentler, since a very low number

of near-gap (i.e., valence+conduction) states, M , is sufficient for large systems.

6.2.4 Core States Correction to the Exchange

In the previous sections, the core state contributions to the exact exchange were neglected.

We will account for it by a perturbative correction to the KS eigenvalues εs → εs+∆s, where

∆s = ⟨ψs|Xγ
core|ψs⟩, (6.30)
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is evaluated as

∆s = −
∑

f∈core

⟨ψ|s ϕf |uγ|ϕcψf⟩. (6.31)

Since in this work we are only interested in the HOMO and LUMO energies, we calculate the

correction for these two states only, labelled as ∆occ, ∆unocc. The core-corrections stabilize

the frontier orbital eigenvalues and bandgap even when the number of active valence and

conduction orbitals included in the GKS-Hamiltonian is dramatically reduced. Computa-

tionally these core corrections are very cheap as they are only added in the last iteration,

and they are calculated as explicit convolution integrals.

6.3 Results

We test the ngH-DFT method with three molecular systems of increasing size: naphthalene

(No=24), fullerene (No=120), and a hexamer dye complex (No=660). An initial PW-LDA

DFT calculation is performed for all systems. The large dye system’s nuclear coordinates,

optimized at the PBE/def2-TZVP-MM level, were taken from [FV22b, SP22]. All simula-

tions use a generous box size that extends 6 Bohr beyond the extent of the molecule in each

direction, with real-space grids (before the Martyna-Tuckerman expansion) of Ng=50, 688,

216, 000, and 2, 273, 280 points respectively, and uniform grid spacings dx=dy=dz=0.5 Bohr.

The RSH-DFT studies use the Baer-Neuhauser-Livshits (BNL) XC functional.

To balance the cost between the deterministic low-k and sparse stochastic high-k com-

ponents of the exchange, we set, as mentioned, the size of the sparse basis, Nα, equal to the

number of deterministic k-vectors, Nklow . The kcut parameter, separating the deterministic

and fragmented-stochastic term, is adjusted so that for most of our simulations (except for

a few reported in Table IV) a constant Nklow ≃ Nα = 5000 is used, so the auxiliary basis size

is Nξ ≃ 10, 000. The associated kcut values (in atomic units) are, respectively, 1.8, 1.1 and

0.5.

Note that at these values, and for the tuned values of γ listed below (0.285, 0.189 and
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Figure 6.2: (Top) Convergence of γ, and (Bottom) the core corrections as a function of Nv

for the hexamer system.

0.12 Bohr−1, respectively), the high-k interaction is very small, as vγ(k) ∝ exp(−k2/4γ2)/k2

(although it is numerically somewhat larger in the Martyna Tuckerman approach). For

a preliminary study of the potential usefulness of the approach for other types of Hybrid

functionals, where vγ(k) is not so tiny at high k, we also include later results at a lower kcut.

Before showing the promise of using only a fraction of near-gap states, we report in

Table I the fundamental gaps obtained for naphthalene, fullerene and the hexamer, using a

large number of valence and conduction states (including all No occupied states for the two

smaller systems). For naphthalene and fullerene we benchmark vs. an all-electron calculation

that uses the NWChem package,[ABJ20] with a Gaussian aug-cc-pvdz basis containing 302

atomic basis functions for naphthalene and 1380 for fullerene. The fundamental gaps agree

well between ngH-DFT and NWCHEM, and we demonstrate below that this agreement is
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Table 6.2: Naphthalene frontier orbital eigenvalues, fundamental gap, and core corrections

for different numbers of valence to conduction states. All energies are in eV. The first row

includes all occupied states so it has no core correction.

Nv:Nc εH εL gap ∆occ ∆unocc

24:104 -8.77 -0.14 8.63

20:40 -8.78 -0.15 8.63 -0.07 -0.04

10:20 -8.72 -0.08 8.64 -0.23 -0.03

maintained even when we reduce significantly the size of the valence-conduction near-gap

space.

Both the ngH-DFT and RSH-DFT calculations use the same optimal range-separation

parameter γ obtained by systematic tuning of the HOMO energies, i.e., ensuring that the

HOMO energy does not change when the system is slightly ionized, and we use here εneutralHOMO =

ε+0.1
HOMO. The ngH-DFT for the charged system is done via an open-shell calculation.

A side note is that to ensure rapid convergence with the valence basis size Nv, we find

it important to do the initial LDA calculation with the right charge, as this ensures that

the core eigenstates are correctly polarized. Thus, the charged system ngH-DFT requires a

initial basis-set ϕs from an LDA SCF with fractional occupation fHOMO = 1 − 0.1 (though

done in a non-spin-selective calculation) rather than relying on the ϕs from the neutral LDA.

In Table II, we provide the HOMO and LUMO eigenvalues and gap for naphthalene for

a chosen number of valence and conduction states. The first row in the table includes all

occupied and a large number of unoccupied states, while the following two use a reduced

valence-conduction space. Reduction of this active space necessitates the core corrections

of the HOMO and LUMO eigenvalues. The gap is not changed much when the valence-

conduction basis-set size is made smaller.

As Table III shows, the convergence is even better for the next bigger system, fullerene.

The number of included valence and conduction states can now be much smaller than No.
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Table 6.3: Fullerene frontier orbital eigenvalues, fundamental gap, and core corrections for

different Nv:Nc. All energies are in eV.

Nv:Nc εH εL gap ∆occ ∆unocc

120:480 -8.26 -2.84 5.42

40:80 -8.20 -2.78 5.42 -0.15 -0.12

20:40 -8.23 -2.76 5.47 -0.42 -0.29

20:20 -8.23 -2.77 5.46 -0.42 -0.29

10:10 -8.25 -2.83 5.42 -1.12 -0.63

This rapid convergence with Nv is also shown in Fig.1a. The figure further shows that the

results converge rapidly with the conduction basis size, so that Nc = 2Nv gives essentially

the same result as using a very large value of Nc.

The convergence with Nv further improves for the biggest system, the hexamer, as shown

in Fig. 1b. The gaps shown all agree within ±0.02 eV even for very small Nv and Nc. This

implies that very large systems could be used with a small valence-conduction space.

Fig. 2 shows, for the hexamer, the convergence of the range-separation parameter as

well as the core corrections. The extracted γ values are consistent, even with a valence-

conduction space of only ten valence and ten conduction orbitals. This implies that optimal

tuning of long-range separated hybrids of giant systems could be done rather cheaply.

The single-run stochastic error, i.e., the standard deviation of the energy, is shown in

Table IV. It is estimated from the results of ten independent runs. As mentioned, for

Nklow ≃ 5000, kcut is large for each of the three studied systems so that that the values

of vγ(k) are very small for the stochastically-sampled high-k spaces. We therefore also

include results with a smaller kcut so Nklow ≃ 500, for Nα = 500 and Nα = 5000 (i.e.,

Nξ ≃ 1000, 5500). As shown, the statistical error is still quite small, about 0.01-0.03eV, and

is lower than or similar to the low stochastic error associated with using a small value of Nv.

To conclude the results section, we show in Fig. 3, for the hexamer, the number of
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Table 6.4: Fundamental gap and its standard deviation, σ, for three test systems (in eV),

for different numbers of deterministic low-k terms, Nklow , and sizes of the sparse stochastic

basis, Nα.

System Nv Nc Nklow Nα gap σ

Naphthalene 20 40 501 500 8.6329 0.0122

501 5000 8.6373 0.0077

4987 5000 8.6344 0.0004

Fullerene 40 80 515 500 5.4209 0.0066

515 5000 5.4226 0.0051

4945 5000 5.4228 0.0001

Hexamer 40 80 503 500 3.7914 0.0286

503 5000 3.8018 0.0152

4785 5000 3.8032 0.0002

CPU-core hours needed in ngH-DFT vs. Nv, using standard AMD Rome processors. The

ngH-DFT cost is very small, and even for the largest sample studied Nv = 200, Nc = 400

the required effort is less than for the underlying LDA-DFT stage.

6.4 Discussion

We developed and demonstrated here a new method, ngH-DFT, for incorporating exact ex-

change within a GKS-DFT framework. Long wavelength (low k) components of the exchange

are evaluated deterministically, and high momenta are represented by a sparse stochastic

basis. Using an underlying MO basis from a preliminary LDA calculation the frontier eigen-

values converge with a small number of included valence and conduction orbitals.

We reiterate that this method only has stochasticity in its handling the high momenta

components of the exchange, which are not as physically important as the low components.
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Treating less relevant degrees of freedom stochastically works very well here when combined

with the sparse compression technique.

Future work will expand the method in several directions:

First, the stochastic compression gave equal weight to all high-k components, and could

be replaced by preferred sampling of points with relatively higher uγ(k) within the high±

spaces, either explicitly or division to several sub-spaces.

Next, a relatively simple extension would be to construct random combinations of the

core states that would be used to calculate the core-exchange. This would reduce the memory

requirements since the full set of core states would not need to be stored.[NRC16] Further,

for the corrections of other states we could use a rigid scissor approximation [VBR18a], where

the all occupied and unoccupied subspaces are shifted by the respective HOMO and LUMO

orbital expectation values of Xγ
core; or, better yet, sample a few more states to determine an

energy-dependent core-state contribution, analogous to our GW matrix elements.[NGA14b,

VRB19] Since it will be applied only to the core states the contribution would be small and
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therefore so will its underlying stochastic error.

The present near-gap approach method will be useful for many-body perturbation theory

(MBPT). In MBPT methods, having access to exact exchange corrected eigenstates gives

an improved starting point for methods such as one-shot G0W0 where the quality of the

beginning canonical states is very important.[BM12, MHB22]

Our formalism will also apply to time-dependent Hybrid-DFT, where, like in GKS-DFT

SCF, the ⟨ϕ|q ϕs|ξ⟩ vectors would be evaluated once while the exchange matrix, Eqs. (6.27),

(6.26) will be updated repeatedly, here once per time step. It will be useful both for real-

time TDDFT and for frequency resolved TDDFT and BSE.[BNC22b, BAN23] We also

expect applications within basis set based DFT codes, where the wavefunction is even-

tually represented on a complete grid. Additionally, we anticipate that this method will

have applications in auxiliary field quantum Monte-Carlo methods (AFQMC), where the

bulk of the computational effort also lies in evaluating exchange energy on many Slater

determinants.[RCN97, CGO99, Zha18] Finally, the underlying LDA-DFT approach could be

efficiently done with stochastic DFT, [BNR13b, NBR14b] so very large systems could be

used, with tens of thousands of electrons or more. Eigenstates are not produced automati-

cally in stochastic DFT, so the set of Nv +Nc near-gap eigenstates, required for ngH-DFT,

would be then extracted by filter-diagonalization.[WN95]
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Sara G. Mayo, Stephan Mohr, Pablo Ordejón, Andrei Postnikov, Yann Pouillon,
Miguel Pruneda, Roberto Robles, Daniel Sánchez-Portal, Jose M. Soler, Rafi Ul-
lah, Victor Wen zhe Yu, and Javier Junquera. “Siesta: Recent developments and
applications.” The Journal of Chemical Physics, 152(20):204108, May 2020.

[HC12] Pengfei Huo and David F. Coker. “Influence of environment induced corre-
lated fluctuations in electronic coupling on coherent excitation energy transfer
dynamics in model photosynthetic systems.” The Journal of Chemical Physics,
136(11):115102, March 2012.

[HIR11] Miquel Huix-Rotllant, Andrei Ipatov, Angel Rubio, and Mark E. Casida. “As-
sessment of dressed time-dependent density-functional theory for the low-lying
valence states of 28 organic chromophores.” Chemical Physics, 391(1):120–129,
November 2011.

[HKW16] Nicholas J. Hestand, Roman V. Kazantsev, Adam S. Weingarten, Liam C.
Palmer, Samuel I. Stupp, and Frank C. Spano. “Extended-Charge-Transfer Ex-
citons in Crystalline Supramolecular Photocatalytic Scaffolds.” Journal of the
American Chemical Society, 138(36):11762–11774, September 2016.

[HL85] Mark S. Hybertsen and Steven G. Louie. “First-Principles Theory of Quasipar-
ticles: Calculation of Band Gaps in Semiconductors and Insulators.” Physical
Review Letters, 55(13):1418–1421, September 1985.

[HM08] Marc P. Hansen and Douglas S. Malchow. “Overview of SWIR detectors, cam-
eras, and applications.” In Vladimir P. Vavilov and Douglas D. Burleigh, ed-
itors, Proc. SPIE 6939, Thermosense XXX, 69390I. SPIE, March 17 2008.
doi:10.1117/12.777776.

[HS17] Nicholas J. Hestand and Frank C. Spano. “Molecular Aggregate Photophysics
beyond the Kasha Model: Novel Design Principles for Organic Materials.” Ac-
counts of Chemical Research, 50(2):341–350, February 2017.

[HS18] Nicholas J. Hestand and Frank C. Spano. “Expanded Theory of H- and J-
Molecular Aggregates: The Effects of Vibronic Coupling and Intermolecular
Charge Transfer.” Chemical Reviews, 118(15):7069–7163, April 2018.

[HSE03] Jochen Heyd, Gustavo E. Scuseria, and Matthias Ernzerhof. “Hybrid functionals
based on a screened Coulomb potential.” The Journal of Chemical Physics,
118(18):8207–8215, May 2003.

105

10.1117/12.777776


[Hut90] M.F. Hutchinson. “A stochastic estimator of the trace of the influence matrix
for laplacian smoothing splines.” Communications in Statistics - Simulation and
Computation, 19(2):433–450, January 1990.

[IKM12] F.M. Izrailev, A.A. Krokhin, and N.M. Makarov. “Anomalous localization in low-
dimensional systems with correlated disorder.” Physics Reports, 512(3):125–254,
March 2012.

[IR60] AF Ioffe and AR Regel. “Non-crystalline, amorphous, and liquid electronic semi-
conductors.” In Progress in semiconductors, pp. 237–291. Heywood & Co, 1960.

[ISB16] Roberto Improta, Fabrizio Santoro, and Llúıs Blancafort. “Quantum Mechani-
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Daniel Medina-Lopez, Hanako Okuno, Akimitsu Narita, Yannick Chassagneux,
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Delius, and Thomas Drewello. “Investigation of Cycloparaphenylenes (CPPs)
and their Noncovalent Ring-in-Ring and Fullerene-in-Ring Complexes by (Matrix-
Assisted) Laser Desorption/Ionization and Density Functional Theory.” Chem-
istry – A European Journal, 26(40):8729–8741, July 2020.

[MXM23] Arkajit Mandal, Ding Xu, Ankit Mahajan, Joonho Lee, Milan Delor, and
David R. Reichman. “Microscopic Theory of Multimode Polariton Dispersion
in Multilayered Materials.” Nano Letters, 23(9):4082–4089, April 2023.

[NB05] Daniel Neuhauser and Roi Baer. “Efficient linear-response method circumventing
the exchange-correlation kernel: Theory for molecular conductance under finite
bias.” The Journal of Chemical Physics, 123(20):204105, November 2005.

[NBR14a] Daniel Neuhauser, Roi Baer, and Eran Rabani. “Communication: Embedded
fragment stochastic density functional theory.” The Journal of Chemical Physics,
141(4):041102, July 2014.

[NBR14b] Daniel Neuhauser, Roi Baer, and Eran Rabani. “Communication: Embedded
fragment stochastic density functional theory.” J. Chem. Phys., 141(4):041102,
2014.

[NDQ14] Dorota Niedzialek, Ivan Duchemin, Thiago Branquinho de Queiroz, Silvio Osella,
Akshay Rao, Richard Friend, Xavier Blase, Stephan Kümmel, and David
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