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ABSTRACT OF THE DISSERTATION 

 

Dissecting the Role of Theta Oscillations in Memory and in Coordinating Spike Timing 

of Hippocampus and Medial Entorhinal Cortex 

 

by 

 

Clare Renee Quirk 

 

Doctor of Philosophy in Biology 

 

University of California San Diego, 2019 

 

Professor Stefan Leutgeb, Chair 

 

Rhythmic oscillations are prominent features of information processing in 

neuronal circuits that have been linked to cognitive processing. Neuronal oscillations, 

including theta oscillations (6-9 Hz), have been hypothesized to indicate accurate timing 

of neuronal activity within and across a system of brain regions including the 
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hippocampus, medial entorhinal cortex, and prefrontal cortex. Disruption to oscillatory 

activity has been shown to cause severe disruptions in the ability to form and retrieve 

memories. This has led to the hypothesis that oscillatory activity and precisely timed 

neuronal activity is necessary for memory. 

Theta (6-9 Hz) oscillations are generated by subcortical pacemaker cells in the 

medial septum that are GABAergic and express parvalbumin and exhibit rhythmic 

bursting that is phase-locked to theta. We used optogenetic techniques to target these 

GABAergic parvalbumin cells in the medial septum in order to precisely manipulate theta 

frequency. Using this technique, we thoroughly tested how the spike timing of individual 

cells within the entorhinal-hippocampal circuit is altered when oscillatory activity is 

modulated. We found that cells within the entorhinal-hippocampal became entrained to 

the altered theta frequency and also exhibited accelerated oscillatory frequencies that 

were not seen in baseline conditions.  

Damage to the medial septum and its subsequent reduction in theta amplitude 

results in substantial impairments in hippocampal-dependent memory. However, 

reductions in theta amplitude by medial septal inactivation also cause large reductions in 

the firing rates of hippocampus and medial entorhinal cortex neurons. Therefore, it has 

been difficult to show whether theta oscillations themselves are critical for memory or 

whether effects on memory are due to other factors such as a reduction in firing rate. We 

therefore tested whether slightly offsetting the timing of theta oscillations is important for 

episodic memory and found that even a minor acceleration in theta frequency was 

sufficient to disrupt memory.  
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Overall, the results presented in this dissertation provide novel insights into the 

role of oscillations in controlling the spike timing of cells within the hippocampus and 

medial entorhinal cortex and directly show a role for oscillatory timing in spatial working 

memory.
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Chapter I. 
 

 
INTRODUCTION 

 

 

 

Anatomy of the medial temporal lobe 

 

 The medial temporal lobe (MTL) is composed of several structures including the 

hippocampus (HC), entorhinal cortex (EC), perirhinal cortex, and the parahippocampal 

cortices (Amaral and Witter 1989, Squire and Zola-Morgan 1991). The hippocampus 

proper is further subdivided into distinct subregions: the dentate gyrus (DG), CA1, CA2, 

and CA3 (van Strien et al 2009). The subicular complex is further subdivided into the 

subiculum (SUB), presubiculum (PRESUB), and the the parasubiculum (PARASUB).  

The hippocampal DG receives a strong projection from EC layers II/III, known as 

the perforant path (Figure 1.1, Witter 2007). The DG projects to CA3, which projects to 

CA1. This ECII/III-DG-CA3-CA1 pathway is classically known as the trisynaptic 

pathway. Stimulation of the EC axons in vivo provides simultaneous excitation to DG, 

CA3, and CA1 (Yeckel and Berger 1990), demonstrating that EC also sends projections 

to all three subregions. DG granule cells project to CA3 pyramidal cells via the mossy 

fiber pathway. These CA3 pyramidal cells in turn project back onto CA3 pyramidal cells 

in a recurrent circuit. CA3 pyramidal cells project to CA1 pyramidal cells via the  
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Figure 1.1: Anatomy of the mEC-HC circuit 

 
Schematic drawing of the mEC-HC circuit. Red, mEC layer II cells, light blue, mEC 
layer III cells, purple, DG granule cells, green, CA3 pyramidal cells, black, CA2 
pyramidal cells, dark blue, CA1 pyramidal cells. mEC layer II projects to DG and CA3 
via the perforant path (red). mEC layer III cells project to CA1 pyramidal cells. DG 
cell project to CA3 via mossy fiber pathway. CA3 projects to CA1 pyramidal cells and 
weakly to CA2 pyramidal cells via schaffer collateral pathway (green). CA1 pyramidal 
cells project back to subiculum (Sub) and mEC layers V/VI via the temporoammonic 
pathway (blue). 
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Schaffer Collaterals. The less-studied CA2 subregion, previously thought to be a 

transition zone between CA1 to CA3, receives input from ECII and weaker input from 

CA3 (Chevaleyre and Siegelbaum 2010). EC layer III sends a prominent projection 

directly to the CA1 subregion (Steward and Scoville 1976, Witter et al 1988). 

 

Types of memory 

 

Memory can be divided into two main categories: declarative and non-declarative 

memory (Squire and Zola-Morgan 1991, Squire 1992). Declarative memory is defined as 

any memory that one could declare including memory for information and events, 

defined as semantic and episodic memory (Tulving 1972). Nondeclarative memory, also 

called implicit memory, includes memories that are not conscious but can be 

demonstrated through performance. It was previously believed that declarative memory 

including episodic memory only existed in humans and could therefore only be studied in 

humans due to other animal’s inability to declare. However, it has been observed that 

humans and non-human animals, including rodents and primates, share many 

commonalities in their episodic memory (Eichenbaum et al 2005). 

 

The role of the MTL in episodic memory 

 

Evidence for the HC and other regions in the MTL in human memory first 

became apparent from examination of human amnesic patients including patients H.M. 
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and R.B. (Scoville and Milner 1957, Zola-Morgan et al 1986). The first and most famous 

amnesic patient, H.M., had suffered medically intractable seizures since the age of 10. He 

had undergone surgery by Dr. William Scoville in 1954 along with nine other patients to 

undergo tissue resection in the MTL. Patient H.M. had bilateral tissue resection of the 

MTL and showed severe memory impairments in his ability to form new episodic 

memories, while maintaining many of his previously formed long-term memories. There 

was no effect on his personality, intelligence, or motor skills (Scoville and Milner 1957, 

Penfield and Milner 1958). Overall, these results demonstrate that the hippocampus and 

the cortical structures surrounding it are critical in the ability to form and retain new 

memories. 

 Following the results seen from H.M.’s amnesia, these results were replicated 

through animal studies performed primarily in monkeys and rodents. Lesions to the 

hippocampal formation also caused memory impairments in rhesus monkeys. When 

lesions to the HC were combined with lesions to the amygdala, monkeys had 

impairments during object recognition (Mishkin 1978).  

Lesions to the hippocampus or entorhinal cortex caused deficits in a visual 

concurrent discrimination task (Moss et al 1981). Hippocampal lesions impaired learning 

on an associative learning task and an object discrimination retention task (Mahut et al 

1982). Hippocampal lesions result in the inability to learn and remember the location of a 

hidden platform in a pool of water, referred to as the “Morris water maze” (Morris et al 

1982). Loss of hippocampal function causeed impairments in a novel object in location 

task (Parkinson et al 1988). Lesions to the HC also caused deficits in a delayed non-
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match to sample (DNMS) task (Beason-Held et al 1999). Damage to the HC impaired 

memory in a delayed alternation task (Racine and Kimble 1965). 

 More precise lesions have revealed that each distinct subregion in the HC is 

critical in episodic memory. Inactivation of CA3 NMDA receptors impaired associative 

memory recall (Nakazawa et al 2002). Lesions to the DG, but not CA1, showed 

impairments in pattern separation in a fine discrimination task (Rolls and Kesner 2006). 

 More recently, the mEC has been more thoroughly examined for its role in 

episodic memory. Lesions to the mEC disrupt performance in tasks that similarly require 

intact hippocampal function including the Morris water maze (Hales et al 2014) for both 

recently and remotely acquired spatial memories (Hales et al 2018), trace fear 

conditioning (Hales et al 2018), and the delayed spatial alternation task (Sabariego et al 

2019). Further, spatial memory in the Morris water maze critically depends on the intact 

function of the dorsolateral band of the EC (Steffenach et al 2005) for successful memory 

performance. 

 

Spatial representations in the MTL 

 

In addition to having a role in the formation and retrieval of memory, the MTL, 

especially the HC and mEC, is composed of numerous spatial and directional cells that 

are thought to support spatial navigation and memory. Nearly all principal cells in the 

mEC have some level of spatial coding (Diehl et al 2017). Grid cells within the mEC, 

PRESUB, and PARASUB fire periodically in a hexagonal lattice forming a grid-like 
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pattern (Hafting et al 2005, Boccara et al 2010, Fyhn et al 2008). Prior to the discovery of 

grid cells, spatial representations were observed in mEC (Fyhn et al 2004). Border cells 

or boundary vector cells fire exclusively along or a certain distance from the boundary of 

an environment (Solstad et al 2008). Head direction (HD) cells fire when an animals head 

is facing a particular direction and are found in several brain regions including deep 

layers of the mEC, the postsubiculum, and the anterior thalamic nucleus (Taube et al 

1990, Taube et al 2007, Winter et al 2015). Although the majority of studies on grid cells 

have been conducted in rodents, grid cells have been identified in humans (Jacobs et al 

2013) and monkeys (Killian et al 2012). Neurons in the mEC code for the running speed 

of the animal, called speed cells, by modulating firing rate with running speed (Kropff et 

al 2015, Sun et al 2015, Hinman et al 2016). 

Place cells are cells that fire exclusively when an animal is in one region of space 

and are found in all subregions of the HC (O’Keefe 1976, Leutgeb et al 2004, Leutgeb et 

al 2005). As an animal walks through an environment, place cells will cover the entire 

environment and organize into precise sequences (Dragoi and Buzsaki 2006) and can be 

internally generated (Pastalkova et al 2008). Place cells code for non-spatial features of 

the environment including visual cues by modulating their firing rate, also known as “rate 

remapping” (Leutgeb et al 2004; Knierim 2002, Fyhn et al 2007). Unlike mEC HD and 

conjunctive HD cells (Sargolini et al 2006), place cells exhibit little HD coding (Muller et 

al 1994).  

The firing properties of HC and mEC cells also show distinct representations 

when animals are performing learning and memory tasks. During learning and memory 
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tasks, where a goal is a critical aspect of performing the task for the animal, place cells 

shift towards goal locations (Kennedy and Shapiro 2009, Aoki et al 2019) and show both 

retrospective coding, representation of what previously happened, and prospective 

coding, the representation of what is about to happen (Ferbinteanu and Shapiro 2003). 

Hippocampal place cells can code for two different spatial trajectories in the same 

location on a delayed spatial alternation task (Wood et al 2000). Hippocampal neurons 

also code for time in a similar fashion as place fields but with time fields. These cells 

have been called “time cells” (MacDonald et al 2011, Kraus et al 2013). Interestingly, 

grid cells similarly show coding for elapsed time but only on the order of seconds (Kraus 

et al 2015, Diehl et al 2019). Interestingly, the transient inactivation of mEC caused a 

disruption in the precise firing of hippocampal time cells (Robinson et al 2017). 

The scale of place fields in the HC increases along the dorsal-ventral axis with 

dorsal HC cells having the smallest place fields and the ventral HC cells having the 

largest place fields (Jung et al 1994, Kjelstrup et al 2008). Similarly, grid scale increase 

along the dorsal-ventral axis with dorsal mEC cells having the smallest grid fields and 

spacing, and ventral mEC cells having the largest grid fields and spacing (Hafting et al 

2005, Brun et al 2008). 

Grid cells critically depend on intact excitatory drive from the HC (Bonnevie et al 

2013). The spatially periodic firing of grid cells is also dependent on intact function of 

the MS (Brandon et al 2011, Koenig et al 2011), suggesting grid cells require sustained 

theta oscillations to maintain their firing patterns. Although grid cells lose their spatial 

precision during reduced theta oscillations, inactivation of the MS does not disrupt other 
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spatial or directional firing patterns and does not alter speed cell coding in the mEC 

(Brandon et al 2011, Koenig et al 2011, Hinman et al 2016). Grid cells are disrupted 

when the anterior thalamic nucleus, a region responsible for conveying information about 

HD, is inactivated (Winter et al 2015a). Further, passive transport of an animal disrupts 

the spatial firing patterns of grid cells (Winter et al 2015b). Grid cells receive recurrent 

inhibition from parvalbumin (PV) GABAergic neurons in the mEC (Buetfering et al 

2014). Grid cells also depend on cholinergic function as demonstrated by experiments 

that systemically block muscarinic acetylcholine receptors (Newman et al 2014). 

Grid cells respond to environmental cues including the symmetry or geometry of 

the environment (Krupic et al 2015) and the context of similar environments (Diehl et al 

2017), similar to hippocampal place cells (Muller and Kubie 1987). Grid cells compress 

and rescale when the environment is compressed (Barry et al 2007). 

Grid cells recorded in the mouse mEC show disrupted spatial firing in the absence 

of visual input (Chen et al 2016, Perez-Escobar et al 2016). However, in the rat, grid cells 

do not require visual input (Hafting et al 2005) and persist in complete darkness. 

However, this may not be due to a difference between mice and rats but due to the extent 

that non-visual cues can be used. Disrupted firing patterns of grid cells have been 

correlated with impaired path integration (Allen et al 2014, Gil et al 2018), the ability to 

navigate a learned environment in the complete absence of visual cues, also known as 

“dead reckoning” (McNaughton et al 2006a). 
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Figure 1.2: Spatial cell types in mEC 

 
Examples of previously described functional cell types in the mEC. Clockwise from 
top left: spatial non-grid cells, grid cells, head direction (HD) cells, and speed cells. 
Top row: color corresponds to firing rate with red indicating the max firing rate and 
blue as the min firing rate. 
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 Multiple models have been put forth that hypothesize the generation of grid cell 

firing patterns (Giocomo et al 2011). One such model is the oscillatory interference 

model (Burgess et al 2007, Burgess 2008, Jeewajee et al 2008), which suggests that 

changes in the frequency of membrane-potential oscillations at two different frequencies 

is translated into information about speed and direction and is then used to form the 

spatial periodicity of grid fields. Experimental support for the oscillatory interference 

model has been observed by the fact that loss of theta rhythm by MS inactivation 

(Brandon et al 2011, Koenig et al 2011) disrupts the spatial periodicity of grid cells. 

Other support comes from the finding that the frequency of mEC theta rhythm, especially 

in the dorsal mEC, is modulated by running speed (Jeewajee et al 2008, Zutshi et al 

2018b). 

 Given that the main input to the HC is the mEC and that multiple spatial and 

directional cell types in mEC project directly to HC (Zhang et al 2013), it had been 

previously hypothesized that grid cell function is critical in the function of place cells and 

had been thought to be the primary source of spatial information for hippocampal place 

cells. However, the development of place cells (Wills et al 2010) occurs prior to the 

development of grid cells in the rat (Langston 2010). Further, lesions to the mEC do not 

completely abolish the existence of place cells in the HC (Hales et al 2014, Schlesiger et 

al 2015, Sabariego et al 2019). In further support of this, inactivation of the medial 

septum (MS) results in the disrupted spatial firing patterns of grid cells but not the 

disrupted spatial coding of hippocampal place cells (Brandon et al 2011, Koenig et al 
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2011). Overall, these results suggest that the formation of place cells does not critically 

depend on the intact function of mEC grid cells (Brandon et al 2014). 

 

Anatomy of the medial septum 

 

The MS receives projections from the supramammillary nucleus (Borhegyi et al 

1997) and interneurons in the HC and reciprocally sends long-range projections back to 

the HC and mEC. The MS also sends axonal projections to extrahippocampal cortices 

including the subiculum, presubiculum, parasubiculum, lateral entorhinal cortex, and 

retrosplenial coretex (Unal et al 2015). The MS is composed primarily of GABAergic 

cells that express parvalbumin (PV; Freund 1989), which send projections to interneurons 

in the HC and mEC (Alonso and Kohler 1984, Freund and Antal 1988, Gonzalez-Sulser 

et al 2014, Fuchs et al 2016), and cholinergic cells, which send projections to both 

interneurons and principal cells in the HC and mEC (Dannenberg et al 2015). 

GABAergic neurons in the MS send projections to fast-spiking and low-threshold 

spiking interneurons in all layers of the mEC with the densest projections sent to layers II 

and V (Gonzalez-Sulser et al 2014). GABAergic neurons in the MS rarely send 

projections to excitatory cells in mEC (Gonzalez-Sulser et al 2014). Further, these 

GABAergic projections onto mEC generate inhibitory GABAA receptor-mediated 

postsynaptic responses, which can entrain the activity of mEC cells (Gonzalez-Sulser et 

al 2014). MS GABAergic cells fire coincident with hippocampal CA3 excitation (Joshi et 

al 2017). 
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Figure 1.3: Medial septum PV cells project to GABAergic neurons in the HC and 

mEC 
 

The medial septum is composed primarily of GABAergic PV cells, cholinergic cells, 
and glutamatergic cells. The medial septum sends long range projections to both the 
HC and mEC. GABAergic and PV cells in the MS only send projections to 
interneurons in the HC and mEC.  
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The GABAergic PV cells in the MS fire rhythmic bursts that are locked to 

hippocampal theta frequency (Petsche et al 1962; Freund and Antal 1988; Toth et al 

1993, Borhegyi et al 2004). Cholinergic cells in the MS are muscarinic and slow firing 

(Kramis et al 1975), suggesting they do not drive theta frequency. In vivo recordings of 

single units in the MS of freely behaving rats revealed that both putative cholinergic and 

GABAergic cells fire phase-locked to hippocampal theta oscillations (King et al 1998), 

although cholinergic cells fired in an irregular fashion. The majority of these 

rhythmically firing cells also were correlated to the animal’s running speed. These 

findings led to the “pacemaker hypothesis” (Gogolak et al 1968, Stewart and Fox 1990), 

which suggests that GABAergic MS cells directly drive theta frequency. 
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Figure 1.4: Medial septum projects to the hippocampus and medial entorhinal 

cortex 
 

The medial septum is composed primarily of GABAergic parvalbumin (PV) cells, 
cholinergic cells, and glutamatergic cells. The medial septum sends long range 
projections to both the HC and mEC and is critical in generating theta rhythmicity in 
the mEC and HC. 
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Oscillations in the MTL 

 

The theta rhythm is an approximately 6-9 Hz oscillation that is detected by local 

field potential (LFP) recordings in the HC and mEC during periods of both movement 

and REM sleep (Vanderwolf 1969, Mitchell and Ranck 1980, Buzsaki 2002). Theta 

oscillations are prominent during memory tasks and have been thought to be important 

for coordinating the activity of neurons across systems of brain regions including the HC, 

mEC, and prefrontal cortex (PFC; Buzsaki and Drauguhn 2004, Hasselmo 2005, 

Benchenane et al 2010, Remondes and Wilson 2013, Hallock et al 2016, Place et al 

2016). Theta oscillations are more prominent in the mEC than the lEC (Deshmukh et al 

2010).  The MS is considered to be critical for theta generation (Mitchell et al 1982), but 

the exact mechanism that gives rise to the theta rhythm is unknown. The GABAergic PV 

cells in the MS fire rhythmic bursts that are locked to hippocampal theta frequency 

(Petsche et al 1962; Freund and Antal 1988; Toth et al 1993). Cholinergic cells in the MS 

are muscarinic and slow firing (Kramis et al 1975), suggesting they don’t drive theta 

frequency. These findings led to the “pacemaker hypothesis” (Gogolak et al 1968; 

Stewart and Fox 1990), which suggests that GABAergic MS cells directly drive theta 

frequency. Individual cholinergic or GABAergic lesions of the MS only partially reduce 

theta amplitude in the HC (Yoder and Pang 2005). However, combined lesions of both 

cell types nearly abolish theta. These results suggest that while the pacemaker hypothesis 

suggests that PV neurons in the MS drive the frequency of theta oscillations, other cell 
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populations, particularly cholinergic neurons, also contribute to the generation of theta 

oscillations. 

In addition to theta oscillations, which are approximately 6-9 Hz and occur during 

movement and REM sleep, sharp wave ripples (SWRs) and gamma oscillations are also 

prominent and are thought to support episodic memory (Colgin and Moser 2010, Colgin 

2016). SWRs are irregularly occurring transient (40-100ms) and fast (110-200 Hz) 

oscillations that occur when animals are in consummatory behaviors such as eating, 

grooming, and non-REM sleep (Buzsaki 2015). This makes SWRs distinct from theta, 

which occurs during active movement, exploration, and REM sleep. During an 

experience, place cells are activated sequentially. During sleep recently following the 

experience, the place cells, cells that fire exclusively when an animal is in one location of 

space (O’Keefe 1976), are reactivated in a time-compressed manner during SWR, which 

is known as “replay” (Skaggs and McNaughton 1996) and has been suggested to be a 

mechanism for memory consolidation. Disruption of SWRs impairs spatial working 

memory (Jadhav et al 2012). SWRs and theta occur during different brain states and their 

occurrence is inversely correlated (Buzsaki 2015). Stimulation of cholinergic cells in the 

MS results in an increase in theta power and a decrease in SWR frequency 

(Vandecasteele et al 2014). However, it is unclear if the disruption of SWRs was due to 

an increase in acetylcholine levels in the HC or due to the increase in theta power. The 

firing of GABAergic units in the MS are suppressed during SWRs (Dragoi et al 1999), 

suggesting the possibility that artificially activating these cells may suppress SWRs.  
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Gamma oscillations represent a wide distribution of frequencies (25-150 Hz) that 

are closely coupled to theta oscillations (Bragin et al 1995). Slow gamma (25-50 Hz) is 

synchronized between CA3 and CA1 and occurs at the peak phase of theta (Colgin et al 

2009, Schomberg et al 2014). Fast gamma (60-140 Hz) is synchronized between the mEC 

and CA1 region and is modulated at the trough phase of theta (Colgin et al 2009, 

Schomberg et al 2014). This suggests that gamma oscillations could represent different 

routes of information flow and memory processes. Additionally, gamma power and 

gamma-modulated spiking was higher during successful memory encoding in the 

macaque HC (Jutras et al 2009). Theta-gamma coupling in the CA3 region of the rat HC 

has been shown to correlate with memory for associating items with spatial contexts 

(Tort et al 2009). Theta-gamma comodulation can predict memory for recent spatial 

episodes (Shirvalkar et al 2010). Fast gamma is also associated with correct execution of 

spatial working memory (Yamamoto et al 2014) and the encoding of novel object and 

place pairings (Zheng et al 2016). 

 

Theta modulated spike timing in the MTL 

 

The firing of place cells and grid cells is strongly coupled to theta oscillations 

(O’Keefe and Recce 1993, Hafting et al. 2005). Inactivation of the MS, which disrupts 

theta, impairs grid cell spatial tuning without affecting place cell spatial firing (Brandon 

et al 2011, Koenig et al 2011, Brandon et al 2014). Spatial cells and head direction cells 

do not lose their spatial or directional tuning during reduced theta oscillations (Brandon 
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et al 2011, Koenig et al 2011). However, other reports suggest grid cells do not require 

theta oscillations in other species such as bats (Yartsev et al 2011). Taken together, these 

findings indicate that while many cell types in the entorhino-hippocampal circuit may be 

theta-modulated, this does not predict whether that specific cell type is affected by 

reducing theta oscillations.  

A phenomenon that points to a relation between theta and spatial cells is theta 

phase precession of hippocampal place cells and mEC layer II grid cells. Here, cells 

always fire at a frequency higher than local theta, causing spikes during consecutive theta 

cycles to occur at increasingly earlier phases of theta (O’Keefe and Recce 1993, Skaggs 

et al 1996, Hafting et al 2008). This property can provide information to estimate how far 

the animal has traversed through the place field based on the phase of theta at which the 

cell is spiking. Phase precession can additionally order a series of overlapping place 

fields into a sequence of place cells, known as hippocampal theta sequences. Theta 

sequences are disrupted during inactivation of the medial septum (Wang et al 2015) while 

theta phase precession of single place cells remains intact (Schlesiger et al 2015). 

Optogenetically shifting theta frequency to frequencies higher than the endogenous range 

(i.e., 10 and 12 Hz) does not disrupt theta phase precession (Zutshi et al 2018a), which 

implies that the firing frequency of place cells exceeds the stimulation frequency and thus 

maintains phase precession. There is also no phase precession within the MS itself, 

whereas spatial cells in the mEC phase precess (Hafting et al 2008). Moreover, lesions to 

the mEC disrupt phase precession (Schlesiger et al 2015). Taken together, these results 

suggest that the MS plays a role in setting the base frequency for phase precession. 
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The role of the MS in memory 

 

Disrupting theta by inactivating or lesioning the MS during hippocampal-

dependent memory tasks severely impairs performance (Winson 1978, Chrobak et al 

1989, Mizumori et al. 1990, Givens and Olten 1994, Leutgeb and Mizumori 1999, Wang 

et al 2015). It has been suggested that this deficit is due to alterations in spike timing of 

cells in the HC and mEC in the absence of theta (Mizumori et al. 1990, Leutgeb and 

Mizumori 1999, Wang et al 2015). Selective lesions to either the GABAergic or 

cholinergic cell populations in the MS do not, or only mildly impair spatial memory. 

Combined lesions of both, however, resulted in a severe memory deficit in hippocampal-

dependent memory tasks such as the Morris water maze (Pang et al 2001, Smith and Pang 

2005). Other reports suggest that inactivating either cell type is sufficient to cause a 

memory deficit in a working memory task (Chrobak et al 1992, Bunce et al 2004). The 

differences seen in these studies is most likely due to differences in methods of 

inactivations or lesions and which behavioral task was used.  

 Although silencing the MS is accompanied by severe memory deficits, this deficit 

can be rescued using electrical stimulation of the MS if the stimulation frequency is theta 

rhythmic. Inactivation of MS during the Morris water maze impaired learning but could 

be restored by rhythmic theta stimulation at 7.7 Hz of the fornix (McNaughton et al 

2006). In an animal model of traumatic brain injury, rats showed attenuated theta 

oscillations and deficits in the Barnes maze following lateral fluid percussion that was 
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rescued by stimulation of the MS at 7.7 Hz one minute prior to training (Lee et al 2013) 

while non rhythmic stimulation did not improve memory. In a brightness discrimination 

training task, stimulation at 7 Hz applied five minutes after training improved 

performance while stimulation of 100 Hz significantly impaired retention of the task 

(Wetzel et al 1977). Interestingly, theta oscillation frequency is also altered in animal 

models of Alzheimer’s disease (Goutagny et al 2013), which may suggest that memory 

impairments in Alzheimer’s disease may originate in part from altered oscillatory 

frequency. 

Overall, these results strongly point to a role for theta oscillations generated from 

the MS in hippocampal-dependent memory. However, these experiments also cause 

drastic changes in the firing statistics of neuronal populations (Brandon et al 2011, 

Koenig et al 2011, Wang et al 2015), making it difficult to know whether the effect on 

memory is due to a reduction in theta oscillations or a loss of excitation within the 

network. 

 

Preview of the dissertation 

 

In chapters II and III we examine the role of oscillatory timing of theta 

oscillations in the spike timing of HC and mEC cells and the effect on spatial coding. As 

previously described, many cells within the mEC-HC circuit fired rhythmically in the 

same frequency range of theta oscillations and showed spatial tuning when exploring an 

environment. Interestingly, we found that the primary theta modulated input to CA1 
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originates from the mEC and that mEC cells are more strongly entrained to MS PV 

stimulation than HC cells were. Both brain regions systematically shifted their peak 

frequencies toward the stimulation frequency and generated oscillation frequencies that 

were well outside the endogenous range, which during baseline conditions was generally 

below 10 Hz, when theta was paced at 10 and 12 Hz.  

In chapter IV, we tested whether changes to oscillatory timing in theta oscillations 

had a role in spatial working memory in a delayed alternation task that has been shown to 

depend on an intact HC and mEC (Ainge et al 2007, Sabariego et al 2019). We found that 

shifting theta oscillations to 10 Hz or higher caused a severe memory impairment while 

stimulating within the endogenous range at 8 Hz did not cause any impairments in 

memory. Thus, we demonstrated that even a small deviation from the endogenous range 

(< 2 Hz) was sufficient to cause a severe memory impairment. When we further restricted 

this optogenetically accelerated oscillatory frequency to different periods of the delayed 

spatial alternation task, we found that only accelerated theta frequency impaired 

performance on the return arm. These results suggest that the precise timing of theta 

oscillations is specifically critical during periods of memory encoding during 

hippocampal dependent tasks. 

 Importantly, these findings demonstrate a role for theta rhythm in memory that 

coincides with changes in the spike timing of cells in the mEC-HC circuit. Due to the 

precise temporal precision of optogenetics used here, we were able to demonstrate that 

the circuit tolerated a large range of perturbations of oscillatory patterns, such as an 

increase in amplitude of mEC and increases in gamma amplitude, as long as the 
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perturbation remained within the endogenous theta range. In particular, we found that 

even more profound perturbation of oscillatory patterns were without behavioral 

consequences when limited to behavioral phases during which memory needed to be 

retained and a choice needed to be selected. While these data confirm a long-

hypothesized role for theta in episodic memory encoding, they also show that other 

aspects of memory processing including memory retrieval are highly tolerant to major 

disruptions of oscillatory patterns in the mEC-HC circuit.  

Taken together, our findings demonstrate that medial septal control of theta 

oscillations results in stronger changes to the spike timing of cells in the mEC than the 

HC and that the excessive drive of medial entorhinal and hippocampal oscillatory 

patterns outside of the endogenous theta range (6-9 Hz) causes selective impairments in 

the encoding of episodic memories by altering the spike timing of cells within the mEC 

and HC while leaving spatial, directional, and speed coding intact. This is the first study 

to demonstrate a direct role for theta oscillation frequency in spike timing in the 

entorhino-hippocampal network and memory.
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Chapter II. 

 
 

Optogenetic acceleration of theta frequency 
results in accelerated oscillatory frequencies of 

hippocampal and medial entorhinal cells 
 
 
 
 
 

Abstract 

 

Theta oscillations in the medial entorhinal cortex (mEC) and hippocampus (HC) 

have been hypothesized to coordinate spike timing within the mEC-HC circuit. In this 

chapter, we tested how rhythmic control of the timing of theta frequency by optogenetic 

stimulation of medial septum (MS) parvalbumin (PV) cells would alter spike timing 

within the mEC-HC circuit. We found that MS PV stimulation entrained theta and 

superseded the endogenous oscillations recorded in both the mEC and HC. We next 

found that the majority of principal cells in the mEC and HC responded to the stimulation 

with accelerated oscillation frequencies that were outside the endogenous range and 

became entrained to the stimulation frequency. We found that principal cells in the mEC 

became more strongly entrained to optogenetically entrained theta oscillations than cells 

in the HC. These results demonstrate that the MS sets the oscillatory frequency of theta 

oscillations in mEC and HC and that cells within these regions shift their spike timing in 

response to changes in theta oscillation timing. 
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Introduction 

 

Neuronal oscillations, including theta oscillations, have been hypothesized to 

reflect accurate timing of neuronal activity within and across a system of brain regions 

including the hippocampus (HC), medial entorhinal cortex (mEC), and prefrontal cortex 

(Colgin et al 2009, Benchenane et al 2010, Schomberg et al 2014).  Theta (6-9 Hz) 

oscillations in the HC and mEC (Vanderwolf et al 1969) are generated by subcortical 

pacemaker cells in the medial septum (MS), which exhibit rhythmic bursting that is 

phase-locked to theta (Petsche et al 1962, Buzsaki 2015). Juxtacellular recordings suggest 

these cells correspond to parvalbumin-expressing (PV) neurons (Borhegyi et al 1997), 

which project to HC and mEC GABAergic interneurons (Freund and Antal 1988, 

Gonzalez-Sulser et al 2014). Thus, these MS PV cells form a disinhibitory circuit that is 

well positioned to produce rhythmic potentials in the HC and mEC. These results 

demonstrate that PV cells within the MS are critical in generating theta rhythmicity 

within the HC and mEC.  

The firing of place cells in the HC and spatial cells in the mEC, including grid 

cells, is strongly coupled to theta oscillations (O’Keefe and Recce 1993, Hafting et al 

2005). A phenomenon that points to a relation between theta and spatial cells is theta 

phase precession of hippocampal place cells and mEC layer II grid cells. Here, cells 

always fire at a frequency higher than local theta, causing spikes during consecutive theta 

cycles to occur at increasingly earlier phases of theta (O’Keefe and Recce 1993, Skaggs 
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et al 1996, Hafting et al 2008). This property can provide information to estimate how far 

the animal has traversed through the place field based on the phase of theta at which the 

cell is spiking. Phase precession can additionally order a series of overlapping place 

fields into a sequence of place cells, known as hippocampal theta sequences. Theta 

sequences are disrupted during inactivation of the MS (Wang et al 2015) while theta 

phase precession of single place cells remains intact (Schlesiger et al 2015). 

Optogenetically shifting theta frequency to frequencies higher than the endogenous range 

(i.e., 10 and 12 Hz) does partially disrupt theta phase precession (Zutshi et al 2018a), 

which implies that the firing frequency of place cells can only in part exceed the 

artificially accelerated theta frequency, which reduces phase precession. Taken together, 

these results suggest that the MS plays a role in setting the base frequency for the HC for 

phase precession. 

Most of the evidence for a relationship between oscillations and spike timing in 

the mEC and HC has remained correlative. Direct evidence for a causal link between 

oscillations and spike timing has remained sparse due to the fact that it has previously 

been difficult to manipulate oscillations without altering other firing statistics of neuronal 

populations. Precise optogenetic manipulation of theta frequency has demonstrated that it 

is possible to manipulate the timing of theta oscillations (Bender et al 2015, Fuhrmann et 

al 2015, Blumberg et al 2016, Robinson et al 2016, Justus et al 2017, Zutshi et al 2018a) 

without causing substantial effects on hippocampal firing rates and place fields (Zutshi et 

al 2018a). We therefore utilized optogenetic techniques coupled with in vivo local field 

potential (LFP) and single unit recordings in freely behaving mice in order to examine 
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how altered theta oscillation frequencies alter the spike timing of cells within the mEC-

HC circuit. 

 

Methods 

 

Subjects 

Fifteen parvalbumin-cre (129p2-Pvalbtm1(cre)arbr/j, Jackson Labs) mice 

weighing between 25-35 grams were used as subjects. Mice were experimentally naïve 

and housed individually in Plexiglass cages on an inverse 12 hr light/dark cycle (lights 

off at 8 am). All training and testing was conducted during the dark phase. Mice were 

restricted to 85-90% of their ad libitum weight and given full access to water. All 

procedures were conducted in accordance with the University of California, San Diego 

Institutional Animal Care and Use Committee. 

 

Surgery 

Mice were first injected with a viral vector containing the light-driven ion pump, 

Channelrhodopsin (AAV.EF1α.DIO.ChR2.eYFP) or 

(AAV.EF1αFLEX.oChIEF.mcitrine). Viral vectors were provided by Dr. Byungkook 

Lim’s laboratory (University of California, San Diego). Mice were anesthetized with 

isoflurane (induction: 2.5%; maintenance 0.5-2%) and mounted in a stereotaxic frame 

(David Kopf Instruments, Model 1900). The scalp was cleaned and retracted using a 

midline incision and the skull was leveled between bregma and lambda. A hole was 
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drilled over the MS to make a small craniotomy (+1.0mm A/P, -0.7mm M/L) and 750 nL 

of virus was injected at a rate of 100 nL/min at two locations (400 nL, +1.0mm A/P, -

0.7mm M/L, -4.8mm D/V; 350 nL, +1.0mm A/P, -0.7mm M/L, -4.2mm D/V) through a 

glass pipette using a microsyringe pump (Micro4, UMP3 UltraMicroPump, World 

Precision Instruments). The pipette was left in place for 5 minutes after the injection 

before being slowly retracted. Mice were sutured and allowed to recover for a minimum 

of 7 days.  

Mice were implanted with an optic fiber over the medial septal area (MS) and 

either a four or eight-tetrode microdrive aimed at the medial entorhinal cortex (mEC) or 

dorsal CA1 region of the hippocampus (HC). Mice were anesthetized with isoflurane 

(induction: 2.5%; maintenance 0.5-2%). The scalp was cleaned and retracted using a 

midline incision and the skull was leveled between bregma and lambda.  

Five holes were drilled in the skull to attach anchor screws and dental cement to 

secure the implant. A hole was drilled over the MS (+1mm A/P, -0.7 M/L, -3.7 D/V) and 

the optic fiber was implanted with a 10° medial-lateral angle. A ground screw was placed 

over the cortex. The skull was removed using a craniotomy over the HC (-2.25mm A/P, 

+2.0mm M/L) or MEC (from lambda; -0.9mm A/P, +3.8mm M/L, at an 8° angle anterior-

posterior), the dura was removed and tetrodes were placed once they have just entered the 

brain. The microdrive was then cemented to the rest of the implant.  

Postoperative care was administered as needed for five to seven days until mice 

fully recovered. Any mice in which the shift in peak LFP theta during stimulation was not 

observed, were not used for analysis.  
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Behavior 

Recordings were done while animals ran 10-14 laps counterclockwise on a 

rectangular track (150 x 50 cm with a track width of 10 cm) made of grey Plexiglas. 

Translucent walls were installed as guiderails (3 cm tall). The rectangular track was 

placed in the middle of a room that had several visual cues throughout and contained a 

dim light in one corner of the room that served as an orienting landmark. Animals were 

trained daily on the track for a minimum of two days prior to recording. 

Mice were trained to freely forage in a square shaped open field (75 x 75 cm2) 

with black walls and a single prominent white cue card along one wall. The open field 

was placed in the same location for all testing sessions in a room with dim lights and 

distal cues along all walls. Mice were habituated to the open field for several days before 

recordings and optogenetic stimulation began. Once mice were trained, each mouse was 

run for at least three sessions per day: one baseline recording, between one and three 

stimulation sessions (8 Hz, 10 Hz, or 12 Hz randomized), and one final baseline 

recording. 

 

Electrophysiological recordings 

  Local field potential (LFP) signals were recorded using the chronically implanted 

four-tetrode (bundles of four 17 µm platinum-iridium (90/10%) wires, California Fine 

Wire Company) microdrives (Anikeeva et al 2012). Tetrodes were stabilized using an 

optic fiber (200 µm core, Thor Labs, 0.50 NA multimode fiber) that was glued to a 
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zirconia ferrule (Precision Fiber Products, 230 µm). Electrode tips were plated with 

platinum to reduce electrode impedances to between 150-250 kΩ at 1 kHz. Recording 

tetrodes were targeted to the CA1 pyramidal layer or to the dorsal MEC. A preamplifier, 

tether, and a 32-channel digital data acquisition system (Neuralynx, Inc.) was used. LFP 

was sampled at 32,000 Hz and filtered between 1 and 1,000 Hz.  

 

Laser stimulation 

Light was delivered to the MS using a 473 nm wavelength Blue DPSS Laser 

System through an optic fiber patch cord (Doric Lenses, MFP_200/240/1100-

0.22_10m_FC-ZF1.25(F), 200 µm core, 0.22 NA) to a custom optic fiber implant. The 

custom fiber optic implant was made using an optic fiber (200 µm core, Thor Labs, 0.50 

NA multimode fiber) that was glued to a zirconia ferrule (Precision Fiber Products, 230 

µm). The final optic fiber was sanded down to allow maximum light through the fiber 

and cut to a length of 4 mm. The output intensity was adjusted to between 9.0 and 12.0 

mW.  Light was delivered at a 50% duty cycle at frequencies of 8, 10, and 12 Hz. Laser 

stimulation was delivered on alternating laps of the rectangular track for each stimulation 

condition. The x and y coordinates of the animal’s position data were collected using 

Neuralynx Cheetah Software and was then passed into MATLAB. A custom MATLAB 

script was used to calculate the median-x and median-y coordinates of the LEDs while 

the animals were running on the rectangular maze. The script then determined whether 

the animal was on an alternating lap. Once animals began a stimulation lap, MATLAB 

would instruct the Neuralynx Cheetah software to turn on the laser stimulation and was 
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turned off once the MATLAB script determined the animal had finished the lap.    

 

Histological procedures 

Mice were perfused with 0.1 M phosphate-buffered saline (PBS) followed by 4% 

paraformaldehyde in PBS solution. Brains were post-fixed for 24 hours in 4% 

paraformaldehyde and then cryoprotected in 30% sucrose solution for 2 days. Brains 

were then frozen and sliced into 40 µm coronal sections for the MS and HC and 40 µm 

sagittal sections for the MEC on a sliding microtome. Sections were mounted on 

electrostatic slides and sections of the MS were coverslipped with Fluoroshield with 

DAPI (Sigma-Aldrich). Sections of the HC or MEC were mounted on electrostatic slides 

and stained with cresyl violet and coverslipped with Permount (Fisher Scientific, 

SP15500) to visualize recording locations. Slides were imaged using a virtual slide 

microscope (Olympus, VS120).  

 

Single unit identification 

Single-units were manually isolated offline using MClust 

(http://redishlab.neuroscience.umn.edu/MClust/MClust.html), on MATLAB 2009b 

(Schmitzer-Toerbert et al 2005). Neurons were separated in two-dimensional space based 

on the peak amplitude, peak-to-valley amplitude, and energy of spike waveforms. The 

same cells was tracked within each day but were not tracked across days. Cells that were 

not present in all sessions in the day were not included in the analysis. Neurons that were 
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not separable in cluster space were not included in the analysis. Cluster quality was 

determined using L-ratio and isolation distance.  

 

Place field characterization  

Position on the rectangular track was linearized into 116 bins that were 3.5 cm in 

size for analysis of spatial properties of HC neurons. Rate maps were computed as the 

number of spikes per time spent in each spatial bin and were smoothed by a pseudo-

Gaussian kernel with a standard deviation of 1 bin. Spatial information was calculated as,  

𝐼 = 𝑝$
𝐹$
𝐹

&

$'(

log,
𝐹$
𝐹  

where I is the spatial information in bits/spike, pi is the probability of occupancy in bin I, 

Fi is the mean firing rate for bin I, and F is the mean firing rate. Rate map stability was 

determined by calculating the correlation between rate maps for the first half of trials 

compared to the second half of trials. Place fields were defined as cells that had a peak 

spatial firing rate greater than 5 Hz that also maintained >20 % of the peak rate for at 

least 20 cm and less than 140 cm in the field. Cells were classified as principal cells if 

they had an average firing rate <10 Hz with a peak-valley cutoff of 1.5. Cells were 

classified as interneurons if their average firing rate exceeded this firing rate threshold 

and was below the peak-valley cutoff.  

 

Single-cell temporal autocorrelations and frequency  
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For each cell, spike times were binned at a sampling rate of 500 Hz. The temporal 

autocorrelation between spike times was then calculated from the resulting vector. The 

power spectrum of the temporal autocorrelation was obtained via the Chronux function 

mtspectrumumc() in MATLAB using a padding factor equal to six powers of 2 over the 

sample size. The single-cell frequency was then taken as the frequency with peak power 

in the 6-14 Hz range. 

 

Statistics 

All behavior statistics were done using IBM SPSS Statistics version 23. Details of 

which tests are used were described with the results. No statistical tests were used for 

predetermining sample sizes, but our sample size is similar to other studies. For all 

comparisons between stimulation compared to no stimulation conditions were done using 

paired comparisons or using repeated-measures. Tests for normality were performed and 

if normality could be assumed, we used paired two-tailed t-tests. When normality could 

not be assumed, we used Wilcoxin signed rank tests. For all repeated measures 

ANOVAs, sphericity was not assumed but accessed using Mauchly’s test for sphericity. 

If sphericity could not be assumed, Greenhouse-Geisser was used. 

 

Results 

 

Optogenetic stimulation of MS PV cells directly controls theta frequency in mEC 
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To effectively control oscillations during extended behavioral testing, we 

confirmed that we could control theta oscillations over periods of many minutes. As in 

previous experiments (Zutshi et al 2018) we expressed channelrhodopsin (ChR2) in PV 

cells in MS of PV-cre mice and performed local field potential (LFP) recordings in HC, 

but now also in mEC (Figure 2.1A). We confirmed that ChR2 expression was restricted 

to the MS (Figure 2.1B) and tetrodes were located in the HC or mEC (Figure 2.1B).  

Mice were then trained to run around a rectangular track. Rhythmic stimulation at 

8 or 12 Hz was applied to the medial septum on every other lap of the track so neuronal 

activity could be compared between periods of no stimulation and stimulation (Figure 

2.1C). Similar to HC, we found that rhythmic stimulation of PV cells in the MS directly 

controlled the frequency of theta oscillations (Figure 2.1D) in mEC across a range of 

frequencies from within the endogenous (6-9 Hz) range at 8 Hz to outside the 

endogenous range at 10 Hz and 12 Hz (Figure 2.1E). This caused the peak frequency to 

shift to the stimulation frequency (Figure 2.1E) and superseded the endogenous theta by 

reducing power in the 6-9 Hz range during stimulation at frequencies of 10 or 12 Hz 

(Figure 2.1E). 
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Figure 2.1 Rhythmic optogenetic stimulation of MS PV neurons controls the 
frequency of theta oscillations in the HC and mEC in freely behaving mice. 

 
(a) PV-cre mice were injected with a viral vector containing ChR2 or oCHIEF (n=6) into 
the MS. Mice were implanted with an optic fiber over the MS and tetrodes over either 
the mEC (left) or HC (right). (b) GFP viral expression in the MS (green) counterstained 
with DAPI (blue). Example tetrode tracks (red circles) in the HC (top) and mEC 
(bottom). All scale bars are 250 µm. (c) Mice were trained to run counterclockwise on a 
large rectangular track. MS PV stimulation was performed on alternating laps using 
constant 8, 10, or 12 Hz stimulation. (d) MS PV stimulation immediately and 
persistently shifted theta to the stimulation frequency. (e) Example sessions from an 
individual mouse running on the linear track using 8 Hz and 12 Hz stimulation on every 
other lap. Theta was shifted to the stimulation frequency during periods of stimulation 
(blue) and superseded the endogenous (6-9 Hz) oscillation. White scale bars are 50 
seconds. 
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mEC cells became more strongly entrained to the stimulation than HC cells 

We next performed single unit recordings in the mEC (N=2 animals, n=127 cells) 

or HC (N=4 animals, n=181 cells) on the linear track and in the mEC (N=11 animals, 

n=637 cells) in the open field. To first separate principal cells and interneurons, we 

calculated the peak/valley ratio and compared that to the firing rate for each cell to 

calculate a cutoff for mEC on the linear track (cutoff of 15 Hz average firing rate; 8 Hz: 

n=121 principal cells, n=6 interneurons; 12 Hz: n=121 principal cells, n=6 interneurons; 

Figure 2.2A), mEC in the open field (cutoff of 10 Hz average firing rate; 8 Hz: n=456 

principal cells, n=63 interneurons; 10 Hz: n=165 principal cells, n=28 interneurons; 12 

Hz: n=564 principal cells, n=80 interneurons; Figure 2.2B), and HC (cutoff of 10 Hz 

average firing rate with a peak-valley cutoff of 1.5; 8 Hz: n=181 principal cells, n=18 

interneurons; 10 Hz: n=85 principal cells, n=5 interneurons; 12 Hz: n=152 principal cells, 

n=9 interneurons; Figure 2.2C).  

We calculated a pacing efficiency score to estimate the efficacy of the optogenetic 

stimulation on theta frequency in mEC and HC. We saw that mice in both the mEC and 

HC showed a shift in frequency at 8 Hz (Figure 2.2D) and 12 Hz (Figure 2.2E). All cells 

used for the analysis had stable and well-isolated clusters for all sessions (Figure 2.2F) 

based on L-ratio values (Figure 2.2G, top) and isolation distance (Figure 2.2G, bottom). 
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Figure 2.2. Single unit recordings. 
 
(a) We calculated the peak-valley ratio and average firing rate (Hz) for each recorded 
cell in mEC for linear track recording experiments and plotted these two measures 
against each other. We created a cutoff (dotted line) based on an average firing rate of 
15 Hz to separate putative principal cells (blue circles) from putative interneurons (red 
circles). (b) Same as in (a) but for mEC cells in the open field. A cutoff of 10 Hz was 
used to separate putative principal cells (blue circles) from putative interneurons (red 
circles). (c) Same as in (a) but for HC cells on the linear track. We used a rate cutoff of 
10 Hz in addition to a peak-valley ratio cutoff of 1.5. Grey cells indicate cells that were 
not identified as a principal cell or interneuron and were thus excluded from all 
analysis.  (d) We calculated the pacing efficiency for each individual animal during no 
stimulation (grey bars) and at 8 Hz stimulation (blue bars). (e) Same as in (d) but 
calculating the pacing efficiency during 12 Hz stimulation sessions. (f) Clusters 
remained stable in both no stimulation and stimulation conditions. (g) There was no 
change in the L-ratio (top) or the isolation index (bottom) for any stimulation 
condition.  
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We first took the autocorrelation power to measure the extent to which cells alter 

their rhythmicity in the mEC (Figure 2.2A, left) and HC (Figure 2.2A, right) for no 

stimulation sessions and stimulation sessions to compare the change in autocorrelation 

amplitude for each cell (Figure 2.3A) at 8, 10, and 12 Hz stimulation. To examine 

whether the entire population of cells alters its amplitude during periods of MS PV 

stimulation, we used a fast-Fourier transform (FFT) to calculate the peak amplitude for 

each cell and calculate the cumulative distribution function (Figure 2.3B).  

We then only included cells that passed a peak amplitude cutoff of 0.1in either the 

no stimulation or the stimulation condition in order to remove cells that did not show any 

oscillation amplitude (Figure 2.3C). We then calculated a cumulative distribution 

function of the autocorrelation power for each stimulation condition in the mEC using the 

cells that passed this cutoff (Figure 2.3C, left). There was a significant increase in 

amplitude in the mEC for 8 Hz (ks test, p=2.71e-23), 10 Hz (p=6.74e-5), and 12 Hz 

(p=3.08e-9). We next calculated the cumulative distribution of cells recorded in the CA1 

region of the HC using the same technique described for the mEC (Figure 2.3C, right) 

and found there was no change in amplitude for 8 Hz (ks test, p=0.78), 10 Hz (p=0.21), 

or 12 Hz (p=0.43).  
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Figure 2.3. Principal Cells in mEC are Paced to a Greater Extent Than HC 
Principal Cells. 

 
(a) Frequency autocorrelations were performed on individual single units that were 
identified as putative principal cells in the mEC (left) and HC (right) for both no 
stimulation (grey) and stimulation (blue). The autocorrelation power and frequency 
were estimated for each cell. (b) Cumulative density function of all single units 
recorded for each stimulation condition. There was an increase in oscillation amplitude 
at all stimulation frequencies in the mEC but no change in the HC. (c) We then applied 
a 0.1 cutoff in either no stimulation or stimulation conditions and calculated the 
cumulative density function. There was an increase at 8 Hz, 10 Hz, and 12 Hz 
stimulation in the mEC, but no change for any stimulation in HC.  
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Principal cells in the mEC and HC respond with accelerated oscillation frequencies 

To next examine to what extent MS PV stimulation controls the rhythmic firing 

frequency of principal cells in the mEC and HC, we also used the FFT of the temporal 

autocorrelation to examine the predominant frequency during no stimulation and 

stimulation (Figure 2.4A). Single cells in the mEC showed a shift in the intrinsic 

frequency at which they oscillated that approximately matched the shifted LFP frequency 

(Figure 2.4A-B). During no stimulation conditions, the majority of principal cells 

recorded in mEC generated oscillations that generally ranged from 6-10 Hz (Figure 2.4B, 

top). During 8 Hz, 10 Hz, and 12 Hz stimulation, the majority of mEC principal cells 

were shifted closer to the stimulation frequency (Figure 2.4B, bottom) for 8 Hz, 10 Hz, 

and 12 Hz stimulation conditions. Accordingly, at 10 Hz and 12 Hz, the majority of cells 

became shifted to approximately the frequencies that were accelerated compared to the 

endogenous oscillatory range. Similarly, principal cells in the HC were shifted to the 

stimulation frequency (Figure 2.4C-D).  

We then calculated a cumulative density function for all principal cells that had an 

amplitude greater than 0.1 (Figure 2.4E-F). We found that the vast majority of these 

principal cells that passed the amplitude cutoff in the mEC (Figure 2.4E) and HC (Figure 

2.4F) shifted in peak autocorrelation frequency in response to optogenetic theta pacing 

stimulation. 
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Figure 2.4: The majority of principal cells in mEC and HC shift in frequency during 
theta pacing. 

 
(a) Color-coded power calculated from the autocorrelation function of principal cells in 
the mEC during no stimulation sessions (top) with red representing the autocorrelation 
frequency peak aligned with the peak LFP theta frequency (black dots). During 8, 10, and 
12 Hz stimulation sessions (bottom) the majority of principal cells in the mEC became 
locked to the stimulation frequency. (b) Same as (a) but for principal cells in the HC. 
Most cells shift to the stimulation frequency at 8, 10 and 12 Hz. (c) Cumulative density 
function of the peak autocorrelation frequency for each stimulation condition in mEC. 
Single units shift to frequencies well outside the endogenous range at 10 and 12 Hz. 
Single units remain within the endogenous range of frequencies at 8 Hz. We then took the 
difference between the peak LFP frequency and the peak cell autocorrelation frequency 
(right). The vast majority of cells oscillated within a tight frequency range of the peak 
LFP frequency during stimulation sessions at all frequencies. (d) Same as in (c) but for 
cells in the HC. HC principal cells became less tightly coupled to the LFP frequency than 
mEC principal cells.	 	
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Interneurons in the mEC and HC shift in frequency during theta pacing 

We next examined whether interneurons in the HC and mEC experience a 

frequency shift during MS PV stimulation. Individual mEC and individual HC 

interneurons generated accelerated oscillation frequencies in response to the stimulation 

frequency (Figure 2.5A-B). While there was a significant increase in amplitude in the 

mEC during 8 Hz stimulation (Figure 2.5C; ks test, p=5.48e-4), there was no change at 

10 Hz (ks test, p=0.17) or 12 Hz (ks test, p=0.40). In the HC, there was a significant 

increase in amplitude at 8 Hz (Figure 2.5C; ks test, p=0.014) and 10 Hz (ks test, p=0.036) 

but not at 12 Hz (ks test, p=0.078). The majority of mEC and HC cells shifted in 

frequency during stimulation sessions (Figure 2.5D). 
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Figure 2.5: The majority of interneurons in mEC and HC shift in frequency. 
 
(a) Example spike time autocorrelations for interneurons in the mEC for no stimulation 
and stimulation sessions during 8 and 12 Hz stimulation. (b) Same as in (a) but for 
interneurons in the HC. (c) Cumulative distribution function of the amplitude for mEC 
interneurons (left) and HC interneurons (right). (d) Cumulative distribution function of 
the peak firing frequency of mEC interneurons (left) and HC interneurons (right).The 
majority of interneurons in both the mEC and HC showed a shift in the peak firing 
frequency during optogenetic theta pacing. mEC interneurons become more tightly 
entrained to the stimulation than HC interneurons.  
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Pacing theta oscillations does not alter current source density profile of CA1  

To localize the source of theta modulated inputs for endogenous and paced 

oscillations, we implanted linear silicon probes into CA1 (Figure 2.6A; n=3 mice) and 

recorded the local field potential at 16 sites spaced 50 µm apart (Figure 2.6B). We 

analyzed oscillation frequencies within the theta range (6-9 Hz) and also within the sharp 

wave ripple range (150-250 Hz). We found that the location of sharp wave ripples 

occurred on the same channels that we could locate in the pyramidal cell layer using the 

histology to reconstruct the channel locations (Figure 2.6 A-B).  

We then performed a current source density (CSD) analysis and calculated the 

average CSD over every theta cycle for no stimulation, 8 Hz, 10 Hz, and 12 Hz MS PV 

stimulation (Figure 2.6C). We found that the depth profile did not differ between 

endogenous and paced oscillations (Figure 2.6C) for any stimulation frequency even 

though with higher frequency stimulations, theta cycles became shorter. Compellingly, 

the main sink/source pair during both endogenous and paced oscillations was in the 

stratum lacunosum moleculare (slm), the main input from the mEC to CA1.  
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Figure 2.6: The main sink-source pair in CA1 is located in the stratum laconosum 
moleculare, the main input from mEC 

 
(a) Three mice were implanted with a 16-site linear silicon probe into the CA1 area of 
HC (n=3). (b) Example LFP traces recorded simultaneously across all silicon probe 
recording sites ordered from most dorsal (top) to most ventral (bottom). LFP 
recordings were conducted in freely behaving mice. The location of the maximum 
amplitude of the sharp wave ripple corresponded to the reconstructed location of 
stratum pyramidale layer (sp). Scale bar is 250 ms. (c) Average current source density 
(CSD) analysis across sites 2-15 across CA1. Average CSD profiles were calculated 
during no stimulation, 8 Hz, 10 Hz, and 12 Hz stimulation. Abbreviations: so-stratum 
oriens, sp-stratum pyramidale, sr-stratum radiatum, slm- stratum laconosum 
moleculare. Scale bar is 50 ms. 
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We repeated this analysis for 3 total mice, which demonstrated that the main 

sink/source pair was in the slm in all mice (Figure 2.7A-C). These results suggest that the 

main theta-modulated input to the CA1 region originates from the mEC and we therefore 

reasoned that the extent of theta pacing in the hippocampus may depend on the control of 

mEC cells by optic stimulation of MS input. 
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Figure 2.7. The main sink-source pair in CA1 is located in the stratum 
laconosum moleculare, the main input from mEC, and is consistent between 

mice. 
 
(a) Two additional mice implanted with silicon probe electrodes into CA1 in the 
same design described in Figure 2.6. Sections stained with cresyl violet and 
reconstruction of each recording site (red line) for all 16 recording locations. (b) 
Example 2-second LFP recording for each mouse across all 16 electrodes on the 
silicon probe. (c) Average current source density (CSD) for sites 2-15 for no 
stimulation, 8 Hz, 10 Hz, and 12 Hz stimulation.  
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Pacing theta oscillations increased phase locking in mEC 

We next examined the extent to which mEC and HC principal cells alter their 

phase related spiking in response to altered theta oscillation frequency and whether there 

was any change in the extent to which these cells phase lock to the LFP. We looked at the 

mean phase (degrees) during no stimulation and stimulation sessions and found a 

significant shift in the mean phase in the mEC (Figure 2.8A) but not in HC (Figure 2.8B).  

There was a significant change in mean phase in the mEC at 8 Hz (Figure 2.8A, p=1.12e-

19), 10 Hz (p=6.36e-6), 12 Hz (p=1.50e-15). There was no change in phase angle in the 

HC at 8 Hz (Figure 2.8B, p=0.30) or 12 Hz (p=0.083), but there was a small but 

significant change at 10 Hz (p=0.047). Overall, these results show that MS PV 

stimulation that directly controls theta frequency has a stronger effect on phase related 

firing of mEC principal cells than HC principal cells. 

We then calculated the mean resultant length as an indication of the extent of 

phase locking to the local LFP. There was a significant increase in phase locking 

represented by the mean vector length in the mEC at 8 Hz (Figure 2.8A, p=2.21e-62) and 

10 Hz (p=4.55e-5) but not 12 Hz (p=0.24). There was no change in phase locking in the 

HC at 8 Hz (Figure 2.8B, p=0.52) or 10 Hz (p=0.42) but there was a significant increase 

at 12 Hz (p=1.74e-9). Overall, these results show that MS PV stimulation that directly 

controls theta frequency has a stronger effect on phase locking of mEC principal cells 

than HC principal cells. 
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Figure 2.8: mEC principal cells become more phase locked during MS PV 
stimulation 

 
(a) The mean phase (left) was significantly different between stimulation and no 
stimulation for mEC principal cells during all stimulation frequencies. There was an 
increase in the mean resultant length for 8 Hz and 10 Hz in mEC but not 12 Hz. (b) In 
HC, the mean phase (left) did not differ between no stimulation and stimulation 
sessions for any stimulation frequency. There was no change in the mean resultant 
length for 8 Hz or 10 Hz but a significant increase for 12 Hz. *p<0.05. 
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Discussion 

 

Here, we investigated whether the precise timing of theta oscillatory frequency 

alters the spike timing of HC and mEC cells. As previously reported (Bender et al 2015, 

Fuhrmann et al 2015, Justus et al 2017, Zutshi et al 2018), we were able to precisely 

control the frequency of HC theta oscillations by optogenetically activating MS PV cells 

and show here that the mEC is not only directly paced by MS PV input, but that the 

pathway through mEC continues to make a major contribution to hippocampal theta 

during pacing. The preeminent role of mEC for generating theta oscillations is consistent 

with a stronger entrainment of mEC cells than HC cells and increased phase locking in 

response to theta pacing. It is also consistent with the location of the main sink-source 

pair in the stratum laconosum moleculare, the main input from the mEC to the CA1 

region. 

The mEC has long been hypothesized to have at least a partial role in generating 

theta rhythmicity in the HC. It has previously been shown that theta activity in the HC is 

generated by both feed-forward inhibition coming from MS GABAergic neurons and 

feed-forward excitation from the entorhinal cortex (Buzsaki et al 1983). In support of 

this, bilateral lesions to the entorhinal cortex diminish the sink-source pair located in the 

distal dendrites in CA1 (Bragin et al 1995, Kamondi et al 1998) located in the stratum 

laconosum moleculare.  

Lesions to the mEC also cause a significant reduction to theta amplitude and theta 

frequency recorded in the CA1 region of the HC (Schlesiger et al 2015). Lesions to the 
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perforant path reduce theta amplitude in the HC (Yoder and Pang 2005). Lesions to either 

the GABAergic or cholinergic cell populations in the MS attenuates theta in the HC but 

does not eliminate it (Yoder and Pang 2005). However, lesions to the GABAergic and 

cholinergic cell populations in the MS combined with perforant path lesions drastically 

reduce theta amplitude in the HC (Yoder and Pang 2005). These results suggest that 

while lesioning the MS reduces theta amplitude in the mEC-HC, the mEC still has a 

further critical role in generating theta rhythm that is disrupted in the HC following 

damage to the mEC. Overall these results suggest that medial septal input from 

GABAergic PV cells may have a stronger drive on oscillatory frequency in the mEC than 

the HC. 

While it has been suggested that theta oscillations contribute to the coordinated 

spiking that is important for episodic memory, our findings presented here establish a 

critical role for the MS in regulating the oscillatory timing of cells in the mEC and HC 

that may play a key role in memory. This is the first study that has demonstrated a direct 

role for the MS in the oscillatory spike timing of mEC and HC cells.  
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Chapter III. 

 

Spatial firing patterns are not disrupted during 
optogenetically paced theta oscillations 

 
 
 
 

Abstract 

 

Cells that exhibit spatial firing patterns in the mEC and HC are tightly coupled to 

local theta oscillations. Inactivating the MS results in substantial reductions to theta 

oscillations in the mEC and HC. Reduction in theta amplitude as a result of this 

inactivation coincides with a reduction in the spatial periodicity of mEC grid cells. Other 

cells including non-grid spatial cells, head direction (HD) cells, and speed tuned cells in 

the mEC do not change their spatial, HD coding, or speed coding precision during 

periods of reduced theta oscillations. Hippocampal place cells do not lose their spatial 

precision during reduced theta oscillations but do experience a reduction in their average 

firing rate. However, it remains unclear from these results whether the loss of spatial 

tuning of grid cells is due to a reduction in oscillatory power or due to a general loss of 

excitation to mEC principal cells. We therefore examined how manipulations to the 

oscillatory timing of theta oscillations, which alter the spike timing of principal cells in 

mEC and HC, change the spatial firing patterns within the mEC-HC circuit. 

 



	
	

58	
	

Introduction 

 

The firing of place cells and grid cells is strongly coupled to theta oscillations 

(O’Keefe and Recce 1993, Hafting et al. 2005). Inactivation of the MS, which disrupts 

theta, impairs grid cell spatial tuning without affecting place cell spatial firing (Brandon 

et al 2011, Koenig et al 2011, Brandon et al 2014). Spatial and head direction cells do not 

lose their spatial or directional tuning during reduced theta oscillations (Brandon et al 

2011, Koenig et al 2011). However, other reports suggest grid cells do not require theta 

oscillations in other species such as bats (Yartsev et al 2011). Taken together, these 

findings indicate that while many cell types in the entorhino-hippocampal circuit are 

theta-modulated, this does not predict whether that particular cell type is effected by 

reducing theta.  

A phenomenon that points to a relation between theta and spatial cells is theta 

phase precession of hippocampal place cells and mEC layer II grid cells. Here, cells 

always fire at a frequency higher than local theta, causing spikes during consecutive theta 

cycles to occur at increasingly earlier phases of theta (O’Keefe and Recce 1993, Skaggs 

et al 1996, Hafting et al 2008). This property can provide information to estimate how far 

the animal has traversed through the place field based on the phase of theta at which the 

cell is spiking. Phase precession can additionally order a series of overlapping place 

fields into a sequence of place cells, known as hippocampal theta sequences. Theta 

sequences are disrupted during inactivation of the medial septum (Wang et al 2015) while 
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theta phase precession of single place cells remains intact (Schlesiger et al 2015) during 

reduced theta oscillations.  

Optogenetically shifting theta frequency to frequencies higher than the 

endogenous range (i.e., 10 and 12 Hz) does not disrupt theta phase precession (Zutshi et 

al 2018), which implies that the firing frequency of place cells exceeds the stimulation 

frequency and thus maintains phase precession. There is also no phase precession within 

the MS itself, whereas spatial cells in the mEC phase precess (Hafting et al 2008). 

Moreover, lesions to the mEC disrupt phase precession (Schlesiger et al 2015). Taken 

together, these results suggest that the MS plays a role in setting the base frequency for 

phase precession. 

However, it remains unknown what the role theta frequency has in regulating 

spatial firing patterns of HC and mEC cells. In this chapter, we test this question by 

optogenetically manipulating theta frequency while recording single units in the HC and 

mEC in freely behaving animals. 

 

Methods 

 

Subjects 

Fifteen parvalbumin-cre (129p2-Pvalbtm1(cre)arbr/j, Jackson Labs) mice  

weighing between 25-35 grams, were used as subjects. Mice were experimentally naïve 

and housed individually in Plexiglass cages on an inverse 12 hr light/dark cycle (lights 

off at 8 am). All training and testing was conducted during the dark phase. Mice were 
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restricted to 85% of their ad libitum weight and given full access to water. All procedures 

were conducted in accordance with the University of California, San Diego Institutional 

Animal Care and Use Committee. 

 

Surgery 

Mice were first injected with a viral vector containing the light-driven ion pump, 

Channelrhodopsin (AAV.EF1α.DIO.ChR2.eYFP) or 

(AAV.EF1αFLEX.oChIEF.mcitrine). Viral vectors were provided by Dr. Byungkook 

Lim’s laboratory (University of California, San Diego). Mice were anesthetized with 

isoflurane (induction: 2.5%; maintenance 0.5-2%) and mounted in a stereotaxic frame 

(David Kopf Instruments, Model 1900). The scalp was cleaned and retracted using a 

midline incision and the skull was leveled between bregma and lambda.  

A hole was drilled over the MS to make a small craniotomy (+1.0mm A/P, -

0.7mm M/L) and 750 nL of virus was injected at a rate of 100 nL/min at two locations 

(400 nL, +1.0mm A/P, -0.7mm M/L, -4.8mm D/V; 350 nL, +1.0mm A/P, -0.7mm M/L, -

4.2mm D/V) through a glass pipette using a microsyringe pump (Micro4, UMP3 

UltraMicroPump, World Precision Instruments). The pipette was left in place for 5 

minutes after the injection before being slowly retracted. Mice were sutured and allowed 

to recover for a minimum of 7 days.  

Mice were implanted with an optic fiber over the medial septal area (MS) and 

either a four or eight-tetrode microdrive aimed at the medial entorhinal cortex (mEC) or 

dorsal CA1 region of the hippocampus (HC). Mice were anesthetized with isoflurane 
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(induction: 2.5%; maintenance 0.5-2%). The scalp was cleaned and retracted using a 

midline incision and the skull was leveled between bregma and lambda. Five holes were 

drilled in the skull to attach anchor screws and dental cement to secure the implant. A 

hole was drilled over the MS (+1mm A/P, -0.7 M/L, -3.7 D/V) and the optic fiber was 

implanted with a 10° medial-lateral angle. A ground screw was placed over the cortex. 

The skull was removed using a craniotomy over the HC (-2.25mm A/P, +2.0mm M/L) or 

MEC (from lambda; -0.9mm A/P, +3.8mm M/L, at an 8° angle anterior-posterior), the 

dura was removed and tetrodes were placed once they have just entered the brain. The 

microdrive was then cemented to the rest of the implant. Postoperative care was 

administered as needed for five to seven days until mice fully recovered. Any mice in 

which the shift in peak theta was not observed, were not used for analysis.  

 

Behavior 

Recordings were done while animals ran 10-14 laps counterclockwise on a 

rectangular track (150 x 50 cm with a track width of 10 cm) made of grey Plexiglas. 

Translucent walls were installed as guiderails (3 cm tall). The rectangular track was 

placed in the middle of a room that had several visual cues throughout and contained a 

dim light in one corner of the room that served as an orienting landmark. Animals were 

trained daily on the track for a minimum of two days prior to recording. 

Mice were trained to freely forage in a square shaped open field (75 x 75 cm2) 

with black walls and a single prominent white cue card along one wall. The open field 

was placed in the same location for all testing sessions in a room with dim lights and 
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distal cues along all walls. Mice were habituated to the open field for several days before 

recordings and optogenetic stimulation began. Once mice were trained, each mouse was 

run for at least three sessions per day: one baseline recording, between one and three 

stimulation sessions (8 Hz, 10 Hz, or 12 Hz randomized), and one final baseline 

recording. 

 

Electrophysiological recordings 

  Local field potential (LFP) signals were recorded using the chronically implanted 

four or eight-tetrode (bundles of four 17 µm platinum-iridium (90/10%) wires, California 

Fine Wire Company) microdrives (Anikeeva et al 2012). Tetrodes were stabilized using 

an optic fiber (200 µm core, Thor Labs, 0.50 NA multimode fiber) that was glued to a 

zirconia ferrule (Precision Fiber Products, 230 µm).  

Electrode tips were plated with platinum to reduce electrode impedances to 

between 150-250 kΩ at 1 kHz. Recording tetrodes were targeted to the CA1 pyramidal 

layer or to the dorsal MEC. A preamplifier, tether, and a 32-channel digital data 

acquisition system (Neuralynx, Inc.) was used. LFP was sampled at 32,000 Hz and 

filtered between 1 and 1,000 Hz.  

 

Laser stimulation 

Light was delivered to the MS using a 473 nm wavelength Blue DPSS Laser 

System through an optic fiber patch cord (Doric Lenses, MFP_200/240/1100-

0.22_10m_FC-ZF1.25(F), 200 µm core, 0.22 NA) to a custom optic fiber implant. The 



	
	

63	
	

custom fiber optic implant was made using an optic fiber (200 µm core, Thor Labs, 0.50 

NA multimode fiber) that was glued to a zirconia ferrule (Precision Fiber Products, 230 

µm). The final optic fiber was sanded down to allow maximum light through the fiber 

and cut to a length of 4 mm. The output intensity was adjusted to between 9.0 and 12.0 

mW.  Light was delivered at a 50% duty cycle at frequencies of 8, 10, and 12 Hz. Laser 

stimulation was delivered on alternating laps of the rectangular track for each stimulation 

condition. The x and y coordinates of the animal’s position data were collected using 

Neuralynx Cheetah Software and was then passed into MATLAB. A custom MATLAB 

script was used to calculate the median-x and median-y coordinates of the LEDs while 

the animals were running on the rectangular maze. The script then determined whether 

the animal was on an alternating lap. Once animals began a stimulation lap, MATLAB 

would instruct the Neuralynx Cheetah software to turn on the laser stimulation and was 

turned off once the MATLAB script determined the animal had finished the lap.    

 

Histological procedures 

Mice were perfused with 0.1 M phosphate-buffered saline (PBS) followed by 4% 

paraformaldehyde in PBS solution. Brains were post-fixed for 24 hours in 4% 

paraformaldehyde and then cryoprotected in 30% sucrose solution for 2 days. Brains 

were then frozen and sliced into 40 µm coronal sections for the MS and HC and 40 µm 

sagittal sections for the MEC on a sliding microtome. Sections were mounted on 

electrostatic slides and sections of the MS were coverslipped with Fluoroshield with 

DAPI (Sigma-Aldrich). Sections of the HC or MEC were mounted on electrostatic slides 
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and stained with cresyl violet and coverslipped with Permount (Fisher Scientific, 

SP15500) to visualize recording locations. Slides were imaged using a virtual slide 

microscope (Olympus, VS120).  

 

Single unit identification 

Single-units were manually isolated offline using MClust 

(http://redishlab.neuroscience.umn.edu/MClust/MClust.html), on MATLAB 2009b 

(Schmitzer-Toerbert et al 2005). Neurons were separated in two-dimensional space based 

on the peak amplitude, peak-to-valley amplitude, and energy of spike waveforms. The 

same cells was tracked within each day but were not tracked across days. Cells that were 

not present in all sessions in the day were not included in the analysis. Neurons that were 

not separable in cluster space were not included in the analysis. Cluster quality was 

determined using L-ratio and isolation distance.  

 

Place field characterization  

Position on the rectangular track was linearized into 116 bins that were 3.5 cm in 

size for analysis of spatial properties of HC neurons. Rate maps were computed as the 

number of spikes per time spent in each spatial bin and were smoothed by a pseudo-

Gaussian kernel with a standard deviation of 1 bin. Spatial information was calculated as,  

𝐼 = 𝑝$
𝐹$
𝐹

&

$'(

log,
𝐹$
𝐹  
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where I is the spatial information in bits/spike, pi is the probability of occupancy in bin I, 

Fi is the mean firing rate for bin I, and F is the mean firing rate. Rate map stability was 

determined by calculating the correlation between rate maps for the first half of trials 

compared to the second half of trials. Place fields were defined as cells that had a peak 

spatial firing rate greater than 5 Hz that also maintained >20 % of the peak rate for at 

least 20 cm and less than 140 cm in the field. Cells were classified as principal cells if 

they had an average firing rate <10 Hz with a peak-valley cutoff of 1.5. Cells were 

classified as interneurons if their average firing rate exceeded this firing rate threshold 

and was below the peak-valley cutoff.  

 

Single-cell temporal autocorrelations and frequency  

For each cell, spike times were binned at a sampling rate of 500 Hz. The temporal 

autocorrelation between spike times was then calculated from the resulting vector. The 

power spectrum of the temporal autocorrelation was obtained via the Chronux function 

mtspectrumumc() in MATLAB using a padding factor equal to six powers of 2 over the 

sample size. The single-cell frequency was then taken as the frequency with peak power 

in the 6-14 Hz range. 

 

Statistics 

All behavior statistics were done using IBM SPSS Statistics version 23. Details of 

which tests are used were described with the results. No statistical tests were used for 

predetermining sample sizes, but our sample size is similar to other studies. For all 
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comparisons between stimulation compared to no stimulation conditions were done using 

paired comparisons or using repeated-measures. Tests for normality were performed and 

if normality could be assumed, we used paired two-tailed t-tests. When normality could 

not be assumed, we used Wilcoxin signed rank tests. For all repeated measures 

ANOVAs, sphericity was not assumed but accessed using Mauchly’s test for sphericity. 

If sphericity could not be assumed, Greenhouse-Geisser was used.  

 

Results 

 

Spatial firing patterns were preserved during paced theta oscillations  

After confirming that MS PV stimulation reliably resulted in the pacing of theta 

oscillations in both mEC and HC, we next examined the spatial coding responses to 

individual principal cells in mEC and HC during altered theta oscillations. We 

optogenetically stimulated the MS PV cells on alternate laps of a rectangular track to 

compare the same cells between light-on and light-off laps (Figure 3.1A, D). We 

performed a lap-by-lap analysis of spatial maps, which showed a reversible 

reorganization between light-on and light-off laps in both mEC and HC cells (Figure 

3.1B, E). This effect is similar to previous findings in HC (Zutshi et al 2018) in which a 

reversible reorganization was seen in both GFP and ChR2 animals, suggesting the 

reorganization was due to light stimulation rather than the pacing of theta oscillations.  

We next compared laps during light-on and light-off conditions and found that 

spatial coding was largely intact during each condition. This suggests that although the 
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spatial maps reorganized between light-on and light-off conditions, the maps remained 

stable during stimulation. In the mEC, there was no change in average firing rate 

(p8Hz=0.81, p12Hz=0.73; Figure 3.1B) or peak firing rate (p8Hz=0.16, p12Hz=0.21; Figure 

3.1B) while there was a decrease in both average firing rate (p8Hz<0.001, p12Hz=0.014) 

and peak firing rate in the HC (p8Hz<0.001, p12Hz<0.001; Figure 3.1E). There was a 

decrease in the number of fields per cell at 12 Hz in the mEC (p8Hz=0.08, p12Hz<0.001; 

Figure 3.1B) and at both 8 Hz and 12 Hz in the HC (p8Hz<0.001, p12Hz<0.001; Figure 

3.1E). While there was no change in spatial information in the HC at any stimulation 

frequency (p8Hz=0.82, p12Hz=0.59; Figure 3.1E), there was a significant increase in spatial 

information in the mEC at both 8 Hz (p8Hz<0.001) and 12 Hz (p12Hz=0.023; Figure 3.1B). 

We next looked at the population spatial coding and saw that in no stimulation 

conditions, cells collectively covered the entire extent of the track in both mEC (Figure 

3.1C) and HC (Figure 3.1F). The cells showed a reorganization of the spatial firing 

patterns relative to the no stimulation laps. 
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Figure 3.1. Spatial firing patterns are not altered in either the HC or mEC on the 
linear track during paced theta oscillations. 

  
(a) Example mEC cells recorded during no stimulation and stimulation laps at 8 Hz 
stimulation (left) and 12 Hz stimulation (right). (b) Mean (±SEM) stability of rate 
maps. Within light-off and within light-on stability was higher than stability between 
light-off and light-on conditions. The mean firing rate was not altered between no 
stimulation and stimulation conditions for both 8 Hz (top) and 12 Hz (bottom). Other 
firing properties including peak firing rate, the number of fields per cell, and spatial 
information) showed significant differences between no stimulation and stimulation. * 
p<0.05. (c) The positions of the spatial fields of mEC principal cells were recorded 
along the linear track and ordered according to position independently between no 
stimulation and stimulation. (d) Same as in (a) but for HC principal cells. (e) Within 
light-off and within light-on conditions was higher than between light-on and between 
light-off conditions. Same as in (b) but for HC principal cells. * p<0.05. (f) Same as in 
(c) but for hippocampal principal cells. Place fields in the HC collectively covered the 
entire linear track in both conditions. 
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Spatial coding in the mEC is not altered during optogenetic theta pacing 

We next examined whether medial septal pacing altered spatial coding, speed 

coding, or head direction (HD) coding while animals randomly foraged in an open field 

during baseline conditions without optical stimulation and during optical stimulation at 8, 

10, or 12 Hz (Figure 3.2A). There was no change in the average firing rate for principal 

cells (Figure 3.2B; F(4,220)=1.52, P=0.22) but a decrease in the average firing rate of 

interneurons (Figure 3.3A; F(4,36)=2.68, P=0.047). The peak firing rate decreased for both 

principal cells (Figure 3.3B; F(4,220)=4.55, P=0.002) and interneurons (Figure 3.3C; 

F(4,36)=3.66, P=0.046).  

We next examined whether there was any alteration to spatial coding in mEC 

principal cells (Figure 3.2C).We looked at spatial non-grid cells and there was no change 

in spatial information (Figure 3.2D left; F(4,144)=1.36, P=0.26) or the within-session 

correlation in which the rate map from the first half of the session in correlated to the 

second half of the session (Figure 3.2D right; F(4,168)=0.81, P=0.52).  

Interestingly, there was no change to the spatial periodicity of grid cells (Figure 

3.2E) in terms of gridness (Figure 3.2F left; F(4,20)=0.24, P=0.91), spatial information of 

grid cells (Figure 3.2F right; F(4,20)=0.66, P=0.63), or the spacing of grid cells (Figure 

3.3D; F(4,20)=1.28, P=0.31). 
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Table 3.1. mEC open field cell numbers. 

 
Number of cells for each identified cell type for each stimulation condition. A total of 
637 unique cells from 11 animals were recorded. 

 
 

  



	
	

72	
	

Figure 3.2. Spatial patterns are not altered in the mEC during paced theta 
oscillations. 

 
(a) Mice implanted with tetrodes in mEC were trained to randomly forage in an open 
field for approximately four sessions per day with the beginning and last session being 
a no stimulation session. (b) There was no change to the average firing rate of mEC 
principal cells during any stimulation frequency. (c) Trajectory and rate maps for two 
example spatial cells recorded across four sessions. (d) There was no change to the 
spatial information (left) or within-session correlation (right). (e) Trajectory and rate 
maps for two example grid cells recorded across four sessions. (f) There was no change 
to the gridness score (left) or the spatial information of grid cells (right). 
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Figure 3.3.  Optogenetic theta pacing effects on the firing statistics of mEC cells. 
 
 (a) There was a significant decrease in the average firing rate of interneurons. (b) 
There was a significant decrease in the peak firing rate of principal cells. (c) There 
was a significant decrease in the peak firing rate of interneurons. (d) There was no 
change in the spacing of grid cells. *p<0.05. *p<0.05. 
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Speed coding and head direction coding are not altered during paced theta oscillations 

We next looked at speed coding of mEC speed cells during no stimulation and 

stimulation conditions (Figure 3.4A). It has previously been reported that both principal 

cells and interneurons can be identified as speed cells (Kropff et al 2015). We therefore 

separated speed cells into speed modulated principal cells (Figure 3.4B, left) and speed 

modulated interneurons (Figure 3.4B, right) and measured the changes in speed score 

during paced theta oscillations. There was no change in the speed coding in speed 

principal cells (Figure 3.4B, left; F(4,52)=0.53, P=0.63) or speed interneurons (Figure 3.4, 

right; F(4,4)=0.33, P=0.85). We next looked at head direction (HD) coding and divided HD 

cells into broadly tuned cells and sharply tuned cells. There was no effect on sharply 

tuned cells (F(4,4)=0.33, P=0.37) but an effect on broadly tuned cells (F(4,188)=7.92, 

P=0.002). 
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Figure 3.4. Speed cells are not altered in the mEC during paced theta oscillations. 
 

(a) Two example speed cells recorded across four sessions. Running speed (cm/s) was 
correlated with the instantaneous firing rate (Hz). (b) There was no difference in speed 
score at any stimulation frequency for speed modulated principal cells (left) or speed 
modulated interneurons (right). (c) Example mean resultant length of identified HD 
cells. (d) There was a significant change in HD length for broadly tuned HD cells but 
not for sharply tuned HD cells. *p<0.05. 
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Discussion 

 

Previous research has shown that inactivation of the MS and subsequent reduction 

of theta amplitude has a selective effect on reducing the spatial firing of grid cells in the 

mEC while other HC place cells and mEC defined spatial non-grid cells, head direction 

cells, and speed cell types remained completely intact (Brandon et al 2011, Koenig et al 

2011, Hinman et al 2016).  

Interestingly, our data presented here show that there were no alterations to spatial 

coding in either the HC or mEC when the frequency of theta oscillations in the mEC or 

HC was optogenetically manipulated and shifted outside of the endogenous range. 

Inactivations of the MS cause a large reduction not only in theta amplitude, but to firing 

rates of principal cells in the entorhino-hippocampal circuit (Brandon et al 2011, Koenig 

et al 2011, Wang et al 2015, Hinman et al 2016). This suggests that the change in the 

spatial periodicity of grid cells during MS inactivation could possibly be due to a 

reduction in excitation to the mEC and HC and not to changes in theta oscillations or the 

coupling between the animal’s running speed and theta frequency. 

Importantly, our manipulation used in this experiment did not result in any 

reduction to the average firing rates of mEC and HC principal cells. Interestingly, we did 

not see any changes to spatial non-grid cells, head directional cells, or speed coding 

during accelerated (< 10 Hz) theta oscillations when the endogenous theta frequency (6-9 

Hz) was lowered. Overall, our results showed that manipulations to endogenous theta 

frequency did not alter spatial coding or other cell types in the mEC or HC even though 
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the spike timing and oscillatory frequencies of these cells is significantly altered and 

oscillates outside of the 6-9 Hz range. 

Future experiments will need to examine the role of other cell populations within 

the MS in generating the firing patterns of grid cells in the mEC. Although it has been 

hypothesized that the reduction of theta in the MS reduces the coupling between running 

speed and theta frequency (Jeewajee et al 2008), our manipulations used here to 

manipulate theta frequency remove the speed modulation of theta frequency. 

Nonetheless, grid cells maintained their spatial periodicity and speed cells also remained 

speed modulated as seen previously (Hinman et al 2016).  

The smaller glutamatergic cell population within the MS has also showed an 

ability to slightly alter the frequency of theta oscillations and alter the running speed of 

animals when these cells are rhythmically activated (Fuhrmann et al 2015). Although the 

role that these glutamatergic cells play in running speed is now known, their role in grid 

cell firing is unknown. 

It has also been proposed that the large population of muscarinic cholinergic cells 

in the MS, which project to both principal cells and interneurons in the HC and mEC, 

may be providing a strong input that regulates grid cell firing. Systemetic injections of 

scopolamine, a muscarinic acetylcholine antagonist, reduces the spatial periodicity of 

mEC grid cells (Newman et al 2014). However, because this injection was done 

systemically and therefore given throughout the brain and body nonspecifically, there is 

no way of knowing whether manipulating the cholinergic cells in the MS would change 

the spatial periodicity of mEC grid cells. 
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Future experiments will also need to examine the role of theta frequency on the 

coordination of large ensembles of hippocampal place cells. Place cells organize into 

sequential firing patterns within each theta cycle for overlapping place fields. Previous 

research has shown that inactivations to the MS cause disruptions to the coordinated 

sequential firing patterns of hippocampal place cells (Wang et al 2015). Optogenetically 

shifting the frequency of theta oscillations while performing high density recordings of 

CA1 cells with overlapping place fields could address this issue. 

It has generally been assumed that brain oscillation patterns in multiple frequency 

bands are necessary for cognitive processes and regulating the spike timing of cells. Here 

we show that brain circuits within the mEC and HC can tolerate a wide range of 

perturbations of oscillatory patterns and that these changes did not alter spatial coding of 

defined cell types in the mEC and HC. While it is already widely recognized that 

correlative results need to be cautiously interpreted, our data add that manipulations of 

oscillations also need to be thoroughly examined because they often have effects beyond 

the directly targeted patterns.  
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Chapter IV. 

 

Disruption of endogenous theta frequency 
disrupts spatial working memory 

 
 
 
 

Abstract 

 

Theta oscillations in the medial entorhinal cortex (mEC) and hippocampus (HC) 

have been hypothesized to coordinating the precise spike timing within the mEC-HC 

circuit that contributes to the formation of episodic memories. Inactivation of the MS 

results in a substantial reduction in the amplitude of theta oscillations and, consequently, 

profound memory impairments in tasks that require the intact function of HC and mEC. 

We tested how rhythmic control of the timing of theta frequency by optogenetic 

stimulation of medial septum (MS) parvalbumin (PV) cells would alter spatial working 

memory in a task that requires the HC and mEC. We found that MS PV stimulation 

entrained theta for extended periods of time, making this technique a reliable way to 

manipulate theta oscillations during a memory task. We found that stimulating MS PV 

cells outside of the 6-9 Hz range by accelerating theta to frequencies of 10, 12, and 20 Hz 

resulted in significant memory impairments. We further demonstrated that rhythmic 

stimulation at 8 Hz, a frequency within the endogenous range, did not alter memory 

performance. We next controlled for the effects of viral expression and light stimulation 
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on the behavioral results and found no effect in animals injected with ChR2 and 

stimulated with green light stimulation or in animals injected with a control GFP vector 

and stimulated with blue light. We finally demonstrate that by restricting the stimulation 

to distinct periods of the task resulted in a selective memory deficit when oscillatory 

patterns were accelerated on the return arm. These results demonstrate that the precise 

endogenous pacing of theta oscillations is critical in hippocampal and mEC-dependent 

memory and that this deficit occurs during periods of memory encoding. Overall, these 

results demonstrate a role for endogenously paced theta oscillations in spatial working 

memory that are as critical as the intact function of the HC and mEC. 

 

Introduction 

 

Theta oscillations have long been hypothesized to play a critical role in memory 

formation (Hasselmo 2005). Disrupting theta by inactivating or lesioning the MS during 

hippocampal-dependent memory tasks severely impairs performance (Winson 1978, 

Chrobak et al 1989, Brioni et al 1990, Mizumori et al. 1990, Givens and Olten 1994, 

Leutgeb and Mizumori 1999, Wang et al 2015). It has been suggested that this deficit is 

due to alterations in spike timing of cells in the HC and mEC in the absence of theta 

(Mizumori et al. 1990, Leutgeb and Mizumori 1999, Wang et al 2015).  

Selective lesions to either the GABAergic or cholinergic cell populations in the 

MS do not, or only mildly impair spatial memory. Combined lesions of both however, 

result in a severe memory deficit in hippocampal-dependent memory tasks such as the 
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Morris water maze (Pang et al 2001, Smith and Pang 2005). Other reports suggest that 

inactivating either cell type is sufficient to cause a memory deficit in a working memory 

task (Chrobak et al 1992, Bunce et al 2004). The differences seen in these studies is most 

likely due to differences in methods of inactivations or lesions and which behavioral task 

was used.  

 Although silencing the MS is accompanied by severe memory deficits, this deficit 

can be rescued using electrical stimulation of the MS if the stimulation frequency is theta 

rhythmic. Inactivation of MS during the Morris water maze impaired learning but could 

be restored by rhythmic theta stimulation at 7.7 Hz of the fornix (McNaughton et al 

2006). In an animal model of traumatic brain injury, rats showed attenuated theta 

oscillations and deficits in the Barnes maze following lateral fluid percussion that was 

rescued by  stimulation of the MS at 7.7 Hz one minute prior to training (Lee et al 2013) 

while non rhythmic stimulation did not improve memory. In a brightness discrimination 

training task, stimulation at 7 Hz applied five minutes after training improved 

performance while  stimulation of 100 Hz significantly impaired retention of the task 

(Wetzel et al 1977). Interestingly, theta oscillation frequency is also altered in animal 

models of Alzheimer’s disease (Goutagny et al 2013). 

Overall, these results strongly point to a role for theta oscillations generated from 

the MS in hippocampal-dependent memory. However, these experiments also cause 

drastic changes in the firing statistics of neuronal populations (Brandon et al 2011; 

Koenig et al 2011; Wang et al 2015), making it difficult to know whether the effect on 
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memory is due to a reduction in theta oscillations or a loss of excitation within the 

network. 

 

Methods 

 

Subjects 

Twenty three parvalbumin-cre (129p2-Pvalbtm1(cre)arbr/j, Jackson Labs) mice 

(n=17 male, n=6 female) weighing between 25-35 grams, were used as subjects. Mice 

were experimentally naïve and housed individually in Plexiglass cages on an inverse 12 

hr light/dark cycle (lights off at 8 am). All training and testing was conducted during the 

dark phase. Mice were restricted to 85% of their ad libitum weight and given full access 

to water. All procedures were conducted in accordance with the University of California, 

San Diego Institutional Animal Care and Use Committee. 

 

Surgery 

Mice were first injected with one of two viral vectors. Fourteen mice were 

injected with a viral vector containing the light-driven ion pump, Channelrhodopsin 

(AAV.EF1α.DIO.ChR2.eYFP) and six mice were injected with a control viral vector 

(AAV.EF1α.DIO.eGFP). Three additional mice were injected with the light-driven ion 

pump (AAV.EF1αFLEX.oChIEF.mcitrine) and were grouped for all analysis with the 

ChR2 group. For simplicity, this group was called “ChR2”. Viral vectors were provided 

by Dr. Byungkook Lim’s laboratory (University of California, San Diego). Mice were 
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anesthetized with isoflurane (induction: 2.5%; maintenance 0.5-2%) and mounted in a 

stereotaxic frame (David Kopf Instruments, Model 1900). The scalp was cleaned and 

retracted using a midline incision and the skull was leveled between bregma and lambda. 

A hole was drilled over the MS to make a small craniotomy (+1.0mm A/P, -0.7mm M/L) 

and 750 nL of virus was injected at a rate of 100 nL/min at two locations (400 nL, 

+1.0mm A/P, -0.7mm M/L, -4.8mm D/V; 350 nL, +1.0mm A/P, -0.7mm M/L, -4.2mm 

D/V) through a glass pipette using a microsyringe pump (Micro4, UMP3 

UltraMicroPump, World Precision Instruments). The pipette was left in place for 5 

minutes after the injection before being slowly retracted. Mice were sutured and allowed 

to recover for a minimum of 7 days.  

Mice were implanted with an optic fiber over the medial septal area (MS) and 

either a four or eight-tetrode microdrive aimed at the medial entorhinal cortex (mEC) or 

dorsal CA1 region of the hippocampus (HC). Three mice were implanted with a 16-

channel linear silicon probe (NeuroNexus CM16) in CA1. Mice were anesthetized with 

isoflurane (induction: 2.5%; maintenance 0.5-2%). The scalp was cleaned and retracted 

using a midline incision and the skull was leveled between bregma and lambda. Five 

holes were drilled in the skull to attach anchor screws and dental cement to secure the 

implant. A hole was drilled over the MS (+1mm A/P, -0.7 M/L, -3.7 D/V) and the optic 

fiber was implanted with a 10° medial-lateral angle. A ground screw was placed over the 

cortex. The skull was removed using a craniotomy over the HC (-2.25mm A/P, +2.0mm 

M/L) or MEC (from lambda; -0.9mm A/P, +3.8mm M/L, at an 8° angle anterior-

posterior), the dura was removed and tetrodes were placed once they have just entered the 
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brain. The microdrive was then cemented to the rest of the implant. Postoperative care 

was administered as needed for five to seven days until mice fully recovered. Any mice 

in which the shift in peak theta was not observed, were not trained on the figure 8 maze 

and were not included in the experiment.  

 

Behavior 

Mice were trained on a delayed spatial alternation task. The room was lit with a 

single dim light source, and the environmental cues were kept stable. The behavioral task 

was performed on a figure-8 maze that was 50 cm above the ground with 75 cm return 

and stem arms and 25 cm choice arms, all with 5cm wide runway. Delay zones were on 

the first 25 cm of return arm, created with wooden barriers. Small plastic cups were filled 

with task reward and placed hidden underneath the maze under the food reward zone to 

avoid olfactory guidance. After each animal used the maze, the maze was thoroughly 

cleaned with water and dish soap to prevent odor accumulation altering behavior. Mice 

were trained on the task in a series of incremental stages over approximately six weeks. 

Mice were given chocolate sprinkles (Betty Crocker, Parlor Perfect Chocolate Sprinkles) 

as a food reward for each correct choice. In the first stage, mice were habituated to the 

maze, in which they were allowed to freely explore for 15 minutes and to forage for food 

on the maze. Second, mice were trained for three days in a “forced alternation” task 

where barriers were placed at both ends of the maze, alternating between left and right 

arms. This forced the animals to run in one direction in a figure-8 pattern in order to 

receive a food reward for 40 trials. Third, mice were trained to run continuously without 
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barriers for 80 trials until mice reached a criterion performance of 2 out of 3 consecutive 

days of <80% correct (8 ± 2 sessions). Fourth, delays of 2 s or 10 s were introduced on 

the central arm in between trials. Mice were trained once daily for 60 trials with an 

equivalent number of 0, 2, and 10 s delay trials until mice reached a performance of < 

80% correct for 2 out of 3 consecutive days (15 ± 5 sessions).  

After recovering from surgery, mice were food restricted and retrained on the task 

until reaching a criterion of 2 out of 3 consecutive sessions at 80% correct performance. 

Tetrodes were slowly turned down into the cell layer over the course of retraining. 

 

Electrophysiological recordings 

 Local field potential (LFP) signals were recorded using the chronically implanted 

four or eight-tetrode (bundles of four 17 µm platinum-iridium (90/10%) wires, California 

Fine Wire Company) microdrives (Anikeeva et al 2012). Tetrodes were stabilized using 

an optic fiber (200 µm core, Thor Labs, 0.50 NA multimode fiber) that was glued to a 

zirconia ferrule (Precision Fiber Products, 230 µm). Electrode tips were plated with 

platinum to reduce electrode impedances to between 150-250 kΩ at 1 kHz. Recording 

tetrodes were targeted to the CA1 pyramidal layer or to the dorsal MEC. A preamplifier, 

tether, and a 32-channel digital data acquisition system (Neuralynx, Inc.) was used. LFP 

was sampled at 32,000 Hz and filtered between 1 and 1,000 Hz.  

 

Laser stimulation 
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Light was delivered to the MS using a 473 nm wavelength Blue DPSS Laser 

System through an optic fiber patch cord (Doric Lenses, MFP_200/240/1100-

0.22_10m_FC-ZF1.25(F), 200 µm core, 0.22 NA) to a custom optic fiber implant. The 

custom fiber optic implant was made using an optic fiber (200 µm core, Thor Labs, 0.50 

NA multimode fiber) that was glued to a zirconia ferrule (Precision Fiber Products, 230 

µm). The final optic fiber was sanded down to allow maximum light through the fiber 

and cut to a length of 4 mm. Control green stimulation was delivered through a 532 nm 

wavelength Green DPSS Laser. The output intensity was adjusted to between 9.0 and 

12.0 mW.   

Light was delivered at a 50% duty cycle at frequencies of 8, 10, 12, and 20 Hz. 

Each subject was tested once per day for 60 total trials in 6 blocks of 10 trials. Laser 

stimulation was delivered on alternating blocks so animals received an equal number of 

trials for each delay condition (0, 2, or 10 s) and for each stimulation condition for a total 

of 30 “no stimulation” and 30 “stimulation” trials each day. Restricting stimulation to 

different regions of the maze was done by defining the x and y coordinates of the maze 

and dividing the maze into separate zones. The x and y coordinates of the animal’s 

position data were collected using Neuralynx Cheetah Software and was then passed into 

MATLAB. A custom MATLAB script was used to calculate the median-x and median-y 

coordinates of the LEDs while the animals were running on the maze. The script then 

determined whether the animal was occupying one of the targeted zones. Once animals 

entered a targeted zone, MATLAB would instruct the Neuralynx Cheetah software to 
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turn on the laser stimulation and was turned off once the MATLAB script determined the 

animals exited the zone.    

 

Histological procedures 

Mice were perfused with 0.1 M phosphate-buffered saline (PBS) followed by 4% 

paraformaldehyde in PBS solution. Brains were post-fixed for 24 hours in 4% 

paraformaldehyde and then cryoprotected in 30% sucrose solution for 2 days. Brains 

were then frozen and sliced into 40 µm coronal sections for the MS and HC and 40 µm 

sagittal sections for the MEC on a sliding microtome. Sections were mounted on 

electrostatic slides and sections of the MS were coverslipped with Fluoroshield with 

DAPI (Sigma-Aldrich). Sections of the HC or MEC were mounted on electrostatic slides 

and stained with cresyl violet and coverslipped with Permount (Fisher Scientific, 

SP15500) to visualize recording locations. Slides were imaged using a virtual slide 

microscope (Olympus, VS120).  

 

Statistics 

All behavior statistics were done using IBM SPSS Statistics version 23. Details of 

which tests are used were described with the results. No statistical tests were used for 

predetermining sample sizes, but our sample size is similar to other studies. For all 

comparisons between stimulation compared to no stimulation conditions were done using 

paired comparisons or using repeated-measures. Tests for normality were performed and 

if normality could be assumed, we used paired two-tailed t-tests. When normality could 
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not be assumed, we used Wilcoxin signed rank tests. For all repeated measures 

ANOVAs, sphericity was not assumed but accessed using Mauchly’s test for sphericity. 

If sphericity could not be assumed, Greenhouse-Geisser was used. 

 

Results 

 

Pacing of theta oscillations by MS-PV stimulation can be sustained over extended periods 

during behavioral testing 

Given that we observed multiple forms of disruption of oscillatory patterns at any 

of the stimulation frequencies, we proceeded to analyze whether altered timing of these 

oscillatory patterns impairs spatial alternation, which has been shown to depend on 

hippocampus and mEC when a working memory component is introduced by imposing a 

delay (Ainge et al 2007, Pioli et al 2014, Sabariego et al 2019). We injected mice with 

ChR2/oCHIEF or a control GFP vector into the MS. We found all mice had robust and 

restricted viral expression in the MS (Figure 4.1). 

Mice were then implanted with an optic fiber over the MS and a microdrive or 

silicon probe into the mEC or HC. We found electrode tracks were located within the 

target regions of all mice (Figure 4.2). 
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Figure 4.1. Viral expression in the MS was strong and restricted to the MS in all 
animals. 

 
ChR2-YFP and control GFP expression was confirmed the MS in all mice. Mice 07, 
19, 38, 39, 45, 47 were injected with ChR2-YFP and mice 40, 41, 42, 43, 51, 52 were 
injected with control GFP. The white dashed line demarcates the border of the MS. 
Images were counterstained with DAPI (blue). All scale bars are 250 µm. 
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Figure 4.2. Tetrode tracks were localized in the targeted HC and mEC regions in 

all mice. 
 

Tetrode tracks were visualized in the target recording locations in all animals. Red circles 
indicate the recording locations for each animal. All scale bars are 250 µm. 
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Mice were trained on a delayed spatial alternation task in a figure-8 shaped maze. 

To receive a food reward, they continuously alternated between left and right arms on a 

trial-by-trial basis (Figure 4.3A). Once mice were trained on the continuous and delayed 

versions of the task, optogenetic stimulation was performed at 8, 10, 12, and 20 Hz on 

half of all trials on alternating blocks. At the beginning of each simulation black, the peak 

theta frequency immediately shifted to the stimulation frequency, and stimulation 

effectiveness did not diminish over a period of minutes (Figure 4.3B). Theta oscillations 

immediately returned to their endogenous range after cessation of stimulation (Figure 

4.3B).  
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Figure 4.3. Shifting Endogenous Theta Frequency to >10 Hz Disrupts Spatial 
Working Memory. 

 
(a) Mice injected with either ChR2 or oCHIEF (n=17) or GFP (n=6) were trained on a 
delayed spatial alternation task in which they ran on a figure-8 maze alternating 
between left and right arms to receive a food reward with delays of 0 s, 2 s, or 10 s 
imposed on the central arm for an equal number of trials. (b) Once mice learned the 
task, optogenetic stimulation occurred on half on all trials on alternating blocks with 
one stimulation being used each day and repeated for 8, 10, 12, and 20 Hz. Example 
session for 12 Hz stimulation design (bottom) and corresponding time-frequency 
spectrogram shows theta immediately shifted to the stimulation frequency and reduced 
the endogenous 6-9 Hz theta oscillation for the entire period of stimulation (blue lines). 
(c) Stimulating outside the endogenous theta range at 10, 12, or 20 Hz in ChR2 animals 
(top) significantly impaired performance on 2 s and 10 s delays while stimulating 
within the theta range at 8 Hz did not alter performance relative to no stimulation 
(*p<0.05). There was no effect of any stimulation at any delay in GFP animals 
(bottom).  (d) Optogenetic stimulation at 12 Hz was restricted to specific zones of the 
figure 8 maze. 12 Hz stimulation was targeted to the stem arm, reward arms, stem and 
reward arms, and return arms. Mice were tested on 60 trials on alternating blocks of no 
stimulation and targeted stimulation to one selected zone. (e) There was no significant 
effect on memory performance during stimulation on the stem, reward, or stem and 
reward conditions for any delay. Stimulation on the return arms resulted in a significant 
decrease in performance during the 10 s delay trials and a trend towards significant 
decrease on the 2 s delay trials. 
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We found that the peak LFP frequency shifted in every session for every mouse in 

both the mEC (Figure 4.4A) and HC (Figure 4.4B) at all stimulation frequencies while 

animals were performing the figure-8 maze task. 

 

 
Figure 4.4. The peak LFP frequency was shifted to the stimulation frequency in 

all mice. 
 

(a) The peak LFP frequency shifted to the stimulation frequency in all mice on the 
figure-8 maze in the mEC. Each dot represents one mouse. (b) Same as in (a) but for 
mice implanted with electrodes in the HC. 
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Figure 4.5. Example recordings while ChR2 and GFP animals performed the 

spatial alternation task. 
 

Example time-frequency wavelet spectrograms of example recordings from six 
different mice. The top 4 mice (outlined in blue) were injected with ChR2 and the 
bottom 2 mice (outlined in green) were injected with the control GFP vector. Grey and 
blue lines under the x axis of the plot indicate the time during which there was no 
stimulation and stimulation, respectively, at each frequency while mice ran 60 trials on 
the figure-8 maze. Rhythmic stimulation of MS PV cells in ChR2 mice controls the 
frequency of theta oscillations in both the mEC (top 2 rows) and the HC (rows 3 and 
4). The bottom GFP control plots show no change in theta frequency during light 
stimulation. 
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Stimulating MS PV cells increases mid-gamma amplitude in mEC and HC in both ChR2 

and GFP animals 

Previous studies have provided evidence that multiple oscillatory patterns occur 

during cognitive processes and theta and gamma oscillations co-occur in the HC and 

mEC (Colgin et al 2009, Schomburg et al 2014). We therefore examined whether gamma 

oscillations in the mEC or HC were altered during accelerated theta frequency. We 

examined the amplitude within the 50-120 Hz frequency range in the mEC and HC and 

compared the amplitude between no stimulation and stimulation periods at each 

stimulation frequency.  

To estimate the average amplitude, we used an FFT to calculate the power and 

then calculated the area under the curve. We found a significant effect of stimulation on 

gamma amplitude in the mEC ChR2 animals (Figure 4.6; F(1,10)=33.09, P<0.001), but no 

effect of frequency stimulated (F(3,30)=0.70, P=0.56) and no interaction between 

stimulation and frequency (F(3,30)=0.33, P=0.80). Similarly, we found a significant effect 

of stimulation on gamma amplitude in the HC ChR2 animals (F(1,11)=13.71, P=0.003), but 

no effect of frequency stimulated (F(3,33)=0.075, P=0.92) and no interaction between 

stimulation and frequency (F(3,33)=1.29, P=0.30). However, we also found the same effect 

on gamma amplitude in GFP animals in the mEC with a significant effect of stimulation 

on gamma amplitude (F(1,10)=33.09, P<0.001), but no effect of frequency stimulated 

(F(3,30)=0.70, P=0.56) and no interaction between stimulation and frequency (F(3,30)=0.33, 

P=0.80). We found the same effect in the HC in animals injected with GFP with a 

significant effect of stimulation on gamma amplitude (Figure 4.6; F(1,7)=6.42, P=0.039), 
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but no effect of frequency stimulated (F(3,21)=0.74, P=0.54) and no interaction between 

stimulation and frequency (F(3,21)=1.25, P=0.32). This suggests that the increase in 

gamma amplitude is due to light stimulation rather than to changes in theta frequency. 

Note that this does not need to be a direct effect of light on brain physiology but that this 

effect could also be mediated by the animal seeing the light, which could in turn alter 

oscillations in the gamma frequency range. 
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Figure 4.6. Gamma oscillation amplitude was increased in the HC and mEC in 
both ChR2 and GFP animals. 

 
To analyze whether theta and gamma (50-120 Hz) oscillations were altered by shifting 
the endogenous theta frequency, we calculated theta and gamma amplitude while 
animals were performing the figure 8 maze and compared theta and gamma amplitude 
for each stimulation condition in mEC-ChR2, mEC-GFP, HC-ChR2, and HC-GFP 
animals. There was an increase in gamma amplitude for all stimulation frequencies in 
mEC-ChR2, mEC-GFP, HC-ChR2, and HC-GFP animals. These results suggest that 
the increase in gamma amplitude is due to the light stimulation rather than the shifting 
of theta oscillations. 
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Shifting the oscillation frequency to ≥ 10 Hz resulted in a hippocampal-dependent 

working memory impairment 

During testing, mice performed significantly above chance at all delays during 

“no stimulation” conditions (one sample t-test against chance (50%), p<0.001). We next 

compared all behavioral performance between “no stimulation” and “stimulation” 

conditions using a paired two-tailed t-test. There was no significant difference between 

no stimulation and stimulation at any frequency for the 0 s delay (Fig 4C; 

tChR2_8Hz(12)=1.39, P=0.19; tChR2_10Hz(16)=1.92, P=0.072; tChR2_12Hz(16)=0.90, P=0.38; 

tChR2_20Hz(16) =0.24, P=0.81), consistent with previous evidence that the HC and mEC is 

not necessary for performance of the task without delay (Sabariego et al 2019).  

We found that stimulating at 10, 12, and 20 Hz significantly impaired memory 

performance on 2 s (Fig 4C; tChR2_10Hz(16) =3.03, P=0.008; tChR2_12Hz(16)=4.18, P=0.001; 

tChR2_20Hz(16)=3.93, P=0.001) and 10 s delay trials (Fig 4C, top; tChR2_10Hz(16) =3.90, 

P=0.001; tChR2_12Hz(16)=5.50, P<0.001; tChR2_20Hz(16)=4.61, P<0.001). Stimulating at 8 Hz 

did not result in a memory impairment across either the 2 s (tChR2_8Hz(12)=1.49, P=0.16) or 

the 10 s delay (tChR2_8Hz(12)=-0.53, P=0.60). A three-way repeated-measures ANOVA 

revealed a significant interaction between stimulation, delay, and frequency (F(6,72)=4.67, 

P<0.001) in animals injected with ChR2.  

We next controlled for any behavioral perturbation that could have been caused 

by the light stimulation. First, animals injected with ChR2 were tested while stimulation 

with green light (532 nm) was delivered. This wavelength is known to only weakly 

activate ChR2. Next, animals injected with a cre-dependent GFP vector 
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(AAV.EF1a.DIO.eGFP) received blue light stimulation (473 nm). For the ChR2-green 

group, there were no significant difference in performance between no stimulation and 

stimulation for 0 s (tChR2Green_10Hz(8)=-0.66, P=0.53; tChR2Green_12Hz(8)=-0.64, P=0.54; 

tChR2Green_20Hz(8) =0.00, P=1.00), 2 s (tChR2Green_10Hz(8)=1.89, P=0.096; 

tChR2Green_12Hz(8)=0.46, P=0.66; tChR2Green_20Hz(8) =1.46, P=0.18), or 10 s (tChR2Green_10Hz(8)=-

2.22, P=0.058; tChR2Green_12Hz(8)=-0.17, P=0.87; tChR2Green_20Hz(8) =-0.58, P=0.58).  

Similarly for the GFP group, there were no significant differences in performance 

between no stimulation and stimulation for 0 s (Fig 4C, bottom; tGFP_8Hz(5)=1.75, P=0.14; 

tGFP_10Hz(5)=0.00, P=1.00; tGFP_12Hz(5)=-0.39, P=0.71; tGFP_20Hz(5) =0.88, P=0.42), 2 s 

(tGFP_8Hz(5)=1.23, P=0.27; tGFP_10Hz(5)=0.44, P=0.68; tGFP_12Hz(5)=-0.45, P=0.67; tGFP_20Hz(5) 

=0.61, P=0.57), and 10 s delay (tGFP_8Hz(5)=-0.65, P=0.54; tGFP_10Hz(5)=-0.76, P=0.48; 

tGFP_12Hz(5)=-0.88, P=0.42; tGFP_20Hz(5) =0.52, P=0.62). A three-way repeated-measures 

ANOVA revealed there was no significant interaction of stimulation, delay, and 

frequency for ChR2 animals stimulated with green light (ChR2-green: F(4,32)=0.88, 

P=0.48) or in GFP animals that received blue stimulation (GFP-blue: F(3.41,17.03)=0.38, 

P=0.79). These results demonstrate that behavioral impairments were due to disruption in 

the timing of endogenously paced theta oscillations and not due to behavioral 

perturbation by light stimulation.  
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Figure 4.7. Change in behavioral performance for all animals and all stimulation 
conditions. 

 
(a) Behavioral performance of each animal (n=17) for each delay condition during no 
stimulation and stimulation sessions. Each dot represents an individual animal and the 
average of the sessions for that animal. The black line connects the behavioral 
performance of each animal for the statistical comparison. Stimulating at 10, 12, and 
20 Hz impaired performance during the 2 s and 10 s delay condition. (b) In 9 of the 17 
ChR2 animals used from panel (a), we performed control green light (532 nm 
wavelength) 10, 12, and 20 Hz stimulation. There were no significant changes in 
performance for any stimulation frequency or delay. (c) In 6 mice, we injected a 
control vector and performed the same experimental protocol used in (a). There were 
no effects on performance at any delay for any stimulation condition. (d) In 12 of the 
ChR2 mice used from panel (a), we performed targeted 12 Hz stimulation in different 
zones of the maze. There was a significant impairment during stimulation on the return 
arm during the 10 s delay. 
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Targeted shifting of theta oscillations on the return arm selectively impairs memory 

In order to test whether altered theta oscillation frequency was critical during 

different periods of the memory task (e.g., encoding and retrieval), we performed 

stimulation during different periods of the spatial alternation task by targeting 12 Hz 

stimulation to different zones of the maze (i.e., reward arms, stem arm, return arms, or 

combined stem and reward arms, Figure 4.3D). We were able to reliably shift the peak 

theta frequency to 12 Hz in the targeted zone for each condition at each delay. We found 

that only stimulation on return arms impaired working memory performance at the 10s 

delay (Figure 4.3E; t(10)=3.50, P=0.006), a trend towards significance on the 2s delay 

(Figure 4.3E; t(10)=1.97, P=0.077), and no effect on the 0s delay (Figure 4.3E; t(10)=.16, 

P=0.88).  

There were no significant effects from any other targeted stimulation conditions 

on the 0s (Figure 4.3E; tChR2_Reward(12) =-0.63, P=0.54; tChR2_Stem(12)=-0.14, P=0.89; 

tChR2_StemandReward(10)=0.38, P=0.71), 2s (Figure 4.3E; tChR2_Reward(12) =0.81, P=0.44; 

tChR2_Stem(12)=0.083, P=0.94; tChR2_StemandReward(10)=1.61, P=0.14), or 10s delay (Figure 

4.3E; tChR2_Reward(12) =0.43, P=0.67; tChR2_Stem(12)=-0.92, P=0.38; tChR2_StemandReward(10)=-.13 

P=0.90). Further there was a significant interaction of stimulation, delay, and region 

stimulated (F(6,60)=3.25, P=0.008). The deficit seen on the return arm stimulation suggests 

a potential deficit in memory encoding.  

In the spatial alternation task, a successful trial depends on the correct encoding of 

the previous trajectory. This could possibly be done by distinct representations of the left 

or right return arms (Sabariego et al 2019). While the animal is on the return arm, the 
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animal is well positioned to be encoding information on either the left or right arm. These 

results suggest that endogenously paced theta oscillations may have a preferential role in 

encoding the information that the mouse is currently experiencing on either the right or 

the left arm. Interestingly, there was no effect on performance when any other zone of the 

maze was stimulated including the stem arm when the animal no longer has any 

indication of whether they were just on the left or right arm and has to use the memory 

from the previous trial to make a correct choice.  
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Figure 4.5. Stimulation efficacy in targeted zones. 
 
We analyzed the efficacy of stimulation in each zone of the maze in the conditions 
where we stimulated in the entire maze (rows 1, 3, and 5) and when we stimulated in 
targeted zones of the maze (rows 2, 4, and 6) for each delay. We were able to shift 
theta frequency in each of the different stimulation frequencies in all zones during all 
delays. We were also able to shift the frequency of theta to 12 Hz in the targeted zone 
but no effects were observed in the non-targeted zones. 

 



	
	

112	
	

 
 

  



	
	

113	
	

Discussion 

 

Here we investigated whether the precise timing of theta oscillatory frequency 

was required for performance of a hippocampal-dependent memory task. As previously 

reported (Bender et al 2015, Fuhrmann et al 2015, Justus et al 2017, Zutshi et al 2018), 

we were able to precisely control the frequency of HC theta oscillations by 

optogenetically activating MS PV cells and show here that the mEC is not only directly 

paced but that the pathway through mEC continues to make a major contribution to 

hippocampal theta during pacing. Although the increase in mEC theta modulation of 

principal cells was already evident with 8 Hz stimulation, we demonstrated that at least a 

small deviation (< 2 Hz) from the endogenous theta range to 10 Hz or greater was 

required to cause a severe memory impairment. Importantly, these findings demonstrate a 

role for theta rhythm in memory that coincides with changes in the spike timing of cells 

in the mEC-HC circuit. 

Due to the precise temporal precision of optogenetics used here, we were able to 

demonstrate that the circuit tolerated a large range of perturbations to the mEC-HC 

circuit, such as an increase in amplitude of mEC principal cells and a shift in the intrinsic 

frequency of both mEC and HC principal cells, as long as the optogenetic perturbation 

remained within the endogenous (6-9 Hz) theta range. In particular, we found that 

causing profound perturbations of oscillatory patterns were without behavioral 

consequences when limited to behavioral phases during which memory needed to be 

retained and a choice needed to be selected. While these data further support a long-
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hypothesized role for theta in memory encoding, they also show that other aspects of 

memory processing are highly tolerant to major disruptions of oscillatory patterns. 

Oscillatory patterns however are not always necessary for memory encoding. Memory 

can be reinstated during contextual fear conditioning without altering the oscillations 

within the network (Ramirez et al 2013). Taken together, our findings demonstrate for the 

first time that medial septal control of theta oscillations is stronger in the mEC than HC 

and that the excessive drive of entorhino-hippocampal oscillatory patterns outside of the 

endogenous theta range causes selective impairments in the encoding of episodic memory 

in mice.  

While it has been hypothesized that theta oscillations contribute to the 

coordinated spike timing important for episodic memory, our findings presented here 

establish a critical role for cellular oscillatory timing in memory encoding. This is the 

first study that has demonstrated a role for oscillatory timing in memory without also 

causing other downstream effects including reductions in excitation and disruptions to 

spatial coding.  
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Chapter V. 

 

Overall Conclusions 
 
 
 

In this dissertation, we examined the role of endogenously paced theta oscillations 

in the entorhino-hippocampal circuit in regulating the spike timing of cells in HC and 

mEC and the role of this precisely controlled oscillatory frequency in spatial working 

memory. In chapters II and III we examined the role of oscillatory timing of theta 

oscillations in the spike timing of HC and mEC cells and the effect on spatial coding. We 

found that many cells within the mEC-HC circuit fired rhythmically in the same 

frequency range of theta oscillations and showed spatial tuning when exploring an 

environment. Interestingly, we found that the primary theta modulated input to CA1 

originates from the mEC and that mEC cells are more strongly entrained to MS PV 

stimulation than HC cells were. We found that both brain regions systematically shifted 

their peak frequencies toward the stimulation frequency and generated oscillation 

frequencies that were well outside the endogenous range, which during baseline 

conditions was generally below 10 Hz, when theta was accelerated and paced at 10 and 

12 Hz.  

In chapter IV, we tested whether changes to oscillatory timing in theta oscillations 

had a role in spatial working memory in a delayed alternation task that has been shown to 

depend on the intact function of both HC and mEC (Ainge et al 2007, Sabariego et al 



	
	

117	
	

2019). We found that shifting theta oscillations to 10 Hz or higher caused a severe 

memory impairment while stimulating within the endogenous range at 8 Hz did not cause 

any impairments in memory. Thus, we demonstrated that even a small deviation from the 

endogenous range (< 2 Hz) was sufficient to cause a severe memory impairment. When 

we further restricted this optogenetically accelerated oscillatory frequency to different 

periods of the delayed spatial alternation task, we found that only accelerated theta 

frequency impaired performance on the return arm. These results suggest that the precise 

timing of theta oscillations is specifically critical during periods of memory encoding 

during hippocampal dependent tasks. 

 Importantly, these findings demonstrate a role for theta rhythm in memory that 

coincides with changes in the spike timing of cells in the mEC-HC circuit. Due to the 

precise temporal precision of optogenetics used here, we were able to demonstrate that 

the circuit tolerated a large range of perturbations of oscillatory patterns, such as an 

increase in amplitude of mEC cells and increases in gamma amplitude, as long as the 

perturbation remained within the endogenous theta range. In particular, we found that 

even more profound perturbation of oscillatory patterns were without behavioral 

consequences when limited to behavioral phases during which memory needed to be 

retained and a choice needed to be selected (i.e., stem arm). While these data confirm a 

long-hypothesized role for theta in episodic memory encoding, they also show that other 

aspects of memory processing including memory retrieval are highly tolerant to major 

disruptions of oscillatory patterns in the mEC-HC circuit.  
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Taken together, our findings demonstrate that medial septal control of theta 

oscillations resulted in stronger changes to the spike timing of cells in the mEC than the 

HC and that the excessive drive of medial entorhinal and hippocampal oscillatory 

patterns outside of the endogenous theta range (6-9 Hz) causes selective impairments in 

the encoding of episodic memories by altering the spike timing of cells within the mEC 

and HC while leaving spatial, directional, and speed coding intact. This is the first study 

that has demonstrated a role for oscillatory timing in memory without also causing other 

downstream effects including reductions in excitation and disruptions to spatial coding. 
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