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AHigh-Resolution Analysis of Process
Improvement: Use of Quantile
Regression forWait Time
Dongseok Choi, Kim A. Hoffman, Mi-Ok Kim, and Dennis
McCarty

Objective. Apply quantile regression for a high-resolution analysis of changes in wait
time to treatment and assess its applicability to quality improvement data compared
with least-squares regression.
Data Source. Addiction treatment programs participating in the Network for the
Improvement of Addiction Treatment.
Methods. We used quantile regression to estimate wait time changes at 5, 50, and 95
percent and compared the results with mean trends by least-squares regression.
Principal Findings. Quantile regression analysis found statistically significant
changes in the 5 and 95 percent quantiles of wait time that were not identified using
least-squares regression.
Conclusions. Quantile regression enabled estimating changes specific to different
percentiles of the wait time distribution. It provided a high-resolution analysis that was
more sensitive to changes in quantiles of the wait time distributions.
Key Words. Wait time, process improvement, quantile regression, Network for the
Improvement of Addiction Treatment (NIATx)

Organizational process improvement often emphasizes reductions in varia-
tion; mean performance may remain unchanged if the effect is primarily a
reduction in extreme values (high quantiles). Such data may be best analyzed
by modeling the temporal regression relationship at the 0.95th quantile or
95th percentile (cases that exceed 95 percent of the distribution) controlling
for the independent variables. A conventional linear regression analysis
assumes the relationship observed for the mean holds at the different quantiles
of the response variable. The estimated temporal mean trend basically deter-
mines the shape of temporal trends at individual quantiles. The resulting trend
estimates cannot be necessarily true or close to the true temporal trend at a
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particular quantile of interest. Least-squares analysis is not valid when
addressing a performance improvement goal stated as “95 percent of patients
have less than 10 days between first contact and first treatment.” Quantile
regression, on the other hand, estimates the 95th percentile directly and allows
us to investigate the question without constraining the trend at 95 percent to
be of a certain shape.

System-level studies of the performance measure “wait time to treatment”
are rare in the U.S. health care system despite the importance of this measure.
The need for systematically monitored and analyzed process measures is partic-
ularly pressing within the substance abuse treatment field (Garnick et al. 2002).
Patients seeking treatment for alcohol and drug use disorders often encounter
waiting lists and experience delays between the day they request care and the
day they enter care. The delays reflect a fixed capacity for new patients and
limited financing for expanding access to care (Hoffman and McCarty 2012).
The organization and delivery of care, however, can also inhibit access to care
and discourage patients from attending addiction treatment appointments
(Stark, Campbell, and Brinkerhoff 1990;Hser et al. 1998; Ford et al. 2007).

NIATxwas the first widespread application of process improvement tech-
niques to substance abuse treatment (http://www.niatx.net) (Capoccia et al.
2007). Participating agencies were trained to use a simplified version of the Insti-
tute for Healthcare Improvement’s hospital improvement support system
(http://www.ihi.org). A cross-site evaluation of NIATx participants examined:
(1) change in days between first contact and first treatment and (2) the percent-
age of clients that began treatment and completed the first four units of care.
Thirteen agencies that began participation in NIATx in August 2003 reduced
days to treatment 37 percent—from 19.6 to 12.4 days across all levels of care.
Retention in care also improved; the proportion of clients who completed a first
session of care and returned for a second and third session of care increased 18
percent between the first and second session (72–85 percent) and 17 percent
between the first and third session of care (62–73 percent) (McCarty et al.
2007). A subsequent analysis of 14 outpatient and intensive outpatient treatment
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programs within the secondNIATx cohort replicated the reduction in wait time
and the improvement in retention and noted that the first cohort sustained the
gains during a 20-month follow-up (Hoffman et al. 2008).

Previous analyses of wait time to treatment within the Network for the
Improvement of Addiction Treatment (NIATx) employed a conventional
least-squares regression analysis and estimated rates of change in the mean of
the monthly averaged outcome variables (McCarty et al. 2007; Hoffman et al.
2008). Analysis of mean function is useful, but other aspects of the response
distribution can also be of interest.

Patient wait times may have unequal variation due to complex interac-
tions between variables or unobserved exogenous noises that are not
accounted for in the regression model. Figure 1 shows distributions of patient
wait time in a NIATx program. The distribution of all wait times across the 15-
month study period appears in Figure 1a. Figure 1b presents wait time distri-
butions for month 1 (first), month 8 (mid), and month 15 (last) and illustrates
change in wait time distributions over time. This variation in the distributions
implies that more than one single slope describes the temporal trends in wait
time from the first contact to the first treatment. In the presence of such hetero-
geneity, conventional least-squares regression models may underestimate,
overestimate, or fail to detect important changes occurring locally at a certain
quantile of data, because it focuses on changes in the means (Terrell et al.
1996; Cade, Terrell, and Schroeder 1999). Figure 2 provides expository

A B

Figure 1: The Distributions of Wait Time to Treatment in Program 8. (A)
Density Plot of All Wait Time. (B) Density Plot of Wait Time in the First
(n = 39), Mid (n = 49) and Last Months (n = 33)
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guidelines where quantile regression is desirable over the conventional least-
squares regression analysis.

Quantile regression (Koenker and Bassett 1978) extends the concept of
percentile or quantile in the univariate analysis to regression and estimates
regression relationships specific to a certain percentile of the response variable
controlling for the independent variables. In its simplest application, quantile
regression examines median regression and describes changes in the center of
the distribution. As the median is robust to outliers in the univariate analysis,
median regression is also robust to outliers. Median, however, is just one of
the many quantiles that can be examined. A series of quantile regression for
different percentiles estimates multiple rates of change, providing a more
robust and detailed description of the regression relationships that can be
overlooked by other regression methods. Quantile regression is well estab-
lished and available in common statistical software (e.g., proc quantreg proce-
dure in SAS; quantreg package in R). Applications include economics
(Hendricks and Koenker 1992; Buchinsky 1994; Manning, Blunmberg, and
Moutlton 1995; Poterba and Rueben 1995); biology, especially for growth
curve and duration models (Cade, Terrell, and Schroeder 1999; Koenker and
Geling 2001); medicine, especially for reference charts (Cole 1988; Cole and
Green 1992; Wei et al. 2006); environmental modeling (Pandey and Nguyen

Figure 2: Guidelines How to Choose between Least-Squares Regression
andQuantile Regression
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1999); and infrastructure studies (He, Simpson, andWang 2000). More exam-
ples are available in Koenker (2005).

METHODS

This analysis uses data from outpatient and intensive outpatient treatment pro-
grams from the two cohorts of data collection—cohort 1 (n = 9; October 2003
to December 2004) and cohort 2 (n = 14; January 2005 to March 2006). The
analysis was limited to a total of 23 outpatient (OP) or intensive outpatient
(IOP) treatment programs; four agencies provided both outpatient and inten-
sive outpatient treatment services. Exclusions included sites that had less than
10 months of data or did not complete substantive process changes.

We used a cubic polynomial function to model temporal changes in the
NIATx data. Specifically in the quantile regression, a regression quantile of
interest assumes a form of

QsðyjtÞ ¼ b0ðsÞ þ b1ðsÞt þ b2ðsÞt2 þ b3ðsÞt3 ð1Þ
where y is the response variable (patient wait time from contact to the first treat-
ment), t is the independentvariable (thefirst contact timeofapatient), andτ is the
quantileof interestwith0 < τ < 1.b0(τ),b1(τ),b2(τ),b3(τ) are the regressioncoef-
ficients at the specified quantile τ, respectively, corresponding to the intercept,
linear, quadratic, and cubic terms of the patient contact time t. As in the least-
squares analysis, nonsignificant b2(τ), b3(τ) estimates suggest a linear function is
sufficient tomodel theregressionquantile trend.Wenote that thecoefficientsare
givenas functionsof τ, that is, notnecessarilybj(τ1) = bj(τ2) for certain twoquan-
tiles 0 < τ1 6¼ τ2 < 1. Hence, the regression relationship at one quantile, for
example,median (τ1 = 0.5) is allowed to differ from the regression relationship
atadifferentquantile, forexample,95thpercentile(τ2 = 0.95).

The least-squares counterpart for equation (1) is

EðyjtÞ ¼ b0 þ b1t þ b2t
2 þ b3t

3; ð2Þ
where the regression coefficients, b0, b1, b2, b3, are given as constants. In addi-
tion, the least-squares analysis assumes the regression relationship (2) in the
conditional mean holds same across the distribution of y. That is, the τth
regression quantile is assumed to take the form of

QsðyjtÞ ¼ b0ðsÞ þ b1t þ b2t
2 þ b3t

3: ð3Þ
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We note that only the intercept b0(τ) is supposed to change, whereas the
coefficients b1, b2, b3 indicating the regression relationship between the
patient wait time and patient contact time are held constant regardless of the
quantile of interest. This means that the least-squares constrains all regression
quantile curves to be parallel to the regression curve corresponding to the con-
ditional mean with only the intercept allowed to change. The regression quan-
tile in (3) with τ = 0.05 or τ = 0.95 corresponds to the lower or upper limit of
a two-sided 90 percent prediction band. As both limits are constrained to be
parallel to the conditional mean, the width of 95 percent prediction band is
held same across time t, which is the constant variability assumption of the
least squares. On the contrary, the quantile regression model (1) allows all the
regression coefficients to change as functions of τ, and the width of 95 percent
prediction band will not be held same across time t. Heterogeneity in the
regression relationship is often exhibited as nonconstant variability across
independent variables due to complex interactions between variables or
unobserved exogenous noises that are not accounted for in the regression
model. The least-squares method does not take into account such heterogene-
ity, whereas the quantile regression does.

All computations were done in R (R Development Core Team 2010).
We used the lm function for the least-squares regression and the rq function
(quantreg package) for quantile regression in R. The rq function estimates
coefficients by minimizing ∑ρτ(Yi�X′ib), where ρτ (r) = τ max {r,0}+(1�τ)
max {�r,0}, for τ quantile. Appendix 1 displays a sample set codes for analyz-
ing data from a program.

RESULTS

NIATx patient-level data on days waiting between first contact and first treat-
ment session were analyzed using least-squares regression and quantile regres-
sion models. Figure 3 presents the distributions of wait time from three of the
NIATx participants and illustrates the differences in four regression analyses:
(1) least-squares regression of the mean with the 90 percent prediction bands,
(2) quantile regression on the median, (3) quantile regression at 5 percent, and
(4) quantile regression at 95 percent. In all three cases, the fitted conditional
mean curve from least-squares regression model (LS) and the conditional
median (50 percent) quantile curve (QR) were close to each other. The 5 and
95 percent quantile regression curves, however, show quite different temporal
patterns from the corresponding prediction band curves provided by the
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least-squares regression and also from the median quantile regression. The
lower and upper limits of the 90 percent prediction band by the least-squares
method are parallel to the conditional mean curve, which is valid only if the
variability in the data had remained constant across patient contact time. On
the other hand, the 5 and 95 percent regression quantiles are not parallel, cor-
rectly reflecting the greater variability in the patient wait times shortly after
the respective programs started participating in the NIATx as compared with
6 months post. See Table 1A for the relative percent changes. The majority of
the fitted models for three intensive outpatient programs in Table 1A utilized
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Figure 3: Quantile Regression Analysis of Wait Time of Three Intensive
Outpatient Programs. Solid Lines Are Estimated 5, 50, and 95 percent Quan-
tile Curves Using Quantile Regression (QR), and Dashed Lines Are the Esti-
mated Mean Curve and 90 percent Prediction Bands Using Least-Squares
Regression (LS). (A) Program 5, (B) Program 8, and (C) Program 2
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a cubic polynomial function while a few utilized a simple linear function to
model temporal trend patterns.

It is notable that the 5 percent quantile fits are all above or at 0, whereas the
lower limit of thepredictionbandby the least squares extends to thenegative value.
Wait time cannot be negative, and this artificial effect due to the least-squares
method canbe fixed by lifting the lower limit to zero as a post hocfix in practice. In
contrast, quantile regression naturally respects the range of the response data. We
also note that the 5 percent quantile fits for (b) and (c) in Table 1Awere horizontal
lines at 0 without standard error estimates. This may be due to the substantial
amount of caseswith same-day admissions in both programs.

While there were relatively small or no changes at 5 percent quantile,
the relative changes at 95 percent quantile were similar to those of correspond-
ing quantile regression fit for median. In Figure 3b, the estimated 95 percent
conditional quantile was 0.75 days at the end of the intervention. This can be
interpreted as 95 percent of cases received their first treatment within 1 day, a
remarkable improvement when compared with only about 50 percent admit-
ted within 7 days or 95 percent within 44 days at the beginning of the inter-
vention. The other two cases also showed substantial reductions in days to
treatment. The reduction in wait time for 95 percent of patients for program
(a) was 79 to 16 days, while wait time for program (c) declines from 16 to
13 days. Table 1B presents the corresponding coefficient estimates and their
p-values for regressionmodel and quantile regressionmodel in Figure 3.

Table 2 presents the comparisons of the estimated changes using the least-
squares regression and quantile regression models for all outpatient and inten-
sive outpatient programs with sufficient cases in the NIATx data. Compared
with the least-squares regression, quantile regression found more statistically
significant changes over time inmore addiction treatment centers. In particular,
the statistically significant changes at 95 percent quantile were often detected
when there were no significant changes detected at themean ormedian level.

DISCUSSIONS

Quantile regression can provide high-resolution analyses in which the
changes in the low or high quantiles can have different functional forms than
the one in the mean values. Quantile regression directly models a series of
response quantiles as functions of independent variables and can pinpoint
quantiles where improvements occur. Our analysis found that evaluating
changes in the mean values can miss important changes that occurred in the
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high quantiles, when interventional changes in fact focus on reduction of vari-
ation. Improvements in the high-quantile cases were detected with or without
significant changes at the mean level. In addition, the trend pattern in the
high-quantile cases tended to be more complex than and different from that of
the mean level. These results illustrate the value of using quantile regression
with the wait time to treatment measure and could potentially be of use with
other process improvement and health service delivery measures.

Quantile regression techniques can be applied widely in the health care
service field; for instance, estimating the effect of a health care reform on the fre-
quency of individual counseling or doctor visits when the reform effect is poten-
tially different in different quantiles of the outcome distribution. Quantile
regression is a powerful method for studying such heterogeneous treatment
effects. Within the health delivery service literature, there is discussion over
approaches used to estimate the quality of health systems at various levels, from
the level of the individual patient, organization or hospital, region, etc. Quantile
regression offers a powerful tool to evaluate whether the effect of explanatory
variables on the outcome of interest differs depending on where in the distribu-
tion the unit of analysis is located. Greater application of quantile regression
may help health care systems identify subtle but meaningful improvements and
increase their confidence in the effectiveness of change efforts.
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