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ABSTRACT OF THE DISSERTATION

Data-based acoustic and seismoacoustic sensing methods : differencing
approaches for signal processing with minimum a priori information

by

Selda Yildiz

Doctor of Philosophy in Oceanography

University of California, San Diego, 2014

William A. Kuperman, Chair

The emphasis of this thesis is to use differencing approaches to develop data-

based acoustic and seismoacoustic sensing methods (actively and passively) with mini-

mal a priori information and modeling; such as extracting seismic information without

using seismometers, performing an active localization in a complex medium without an

accurate propagation model, and performing an active probing without active sources.

The differencing methods are explored to extract information from ocean and laboratory

data. Chapter two provides a simple vector sensor emulation analysis by differencing

xiv



the acoustic pressure fields. We test this concept by processing hydroacoustic data from

Comprehensive Nuclear-Test-Ban Treaty Organization’s (CTBTO) International Moni-

toring System (IMS) stations in the Indian Ocean, and comparing the obtained simulated

seismograms to velocity records from a nearby island seismic station. We demonstrate

the procedure with simple analyses of records of the Great Sumatra-Andaman Earth-

quake of 2004, and show that water column data can be used to emulate seismometer

measurements. The demonstrated vector sensor emulation method provides a potential

opportunity to employ ocean remote sensing methodologies in deep water regions, there-

fore providing supplemental seismic measurements. Chapter three demonstrates a target

localization using a data-based sensitivity kernel (SK), a perturbation approach, with-

out using a complicated model. Experimental confirmation of the method is obtained

using a cylindrical tank and an aggregate of ping-pong balls as targets surrounded by

acoustic sources and receivers in a multistatic configuration. The differencing approach

is implemented as amplitude change between target-free and target-present fields. The

experimental observations show that target localization is successful using only the di-

rect path arrivals, and improves by including later arrivals from the tank wall and the

bottom/surface reverberation. As a follow up study, ambient noise resident in the tank

is analyzed with a motivation of active probing without active sources. Using the same

laboratory-set up as in Chapter three, we show that it is possible to extract the acoustic

response of the tank using only ambient noise recorded in the tank. The work presented

here is a validation of early work in the ocean environment.

xv



Chapter 1

Background

1.1 Introduction

Numerical models have become standard research tools in almost all disciplines

of science including the field of ocean acoustics. However, lack of environmental infor-

mation for inputs reduce the utility of these models. Nevertheless, complexity provides

uniqueness in a data set that we would like to take advantage of. In particular the unique-

ness of the data from either a radiating or scattering object is associated with its location.

One approach to minimize the impact of the complexity of the environment between the

object and the sensor(s) has been to employ differencing methods. Among these are

differencing of field quantities that turn out to be related to using vector sensor data,

sensitivity kernel methods and correlation processing.

The emphasis of this study is to explore differencing approaches to develop data-

based seismic/acoustic sensing methods (actively and passively) using minimal a priori

1
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information and modeling. The differencing approaches are implemented in frequency

varying problems, from low frequency (<0.1 Hz) to high frequency (⇠10 kHz) regimes.

For instance, Chapter two demonstrates how to extract low frequency (0.01-0.05Hz)

seismic information without seismometers using a very simple analysis with a vector

emulation method. The demonstrated method is based on differentiating the pressure

fields between the hydrophones of International Monitoring System (IMS) to estimate

the vector quantities analogous to what a seismometer would record. Due to their triplet

design and spacing of within a fraction of wavelength of each other, it is possible to

measure pressure gradient, which is proportional to particle velocity. Therefore, when

employed with ocean remote sensing methodologies, the method proposed here might

provide potential supplemental seismic measurements and more flexibility in station

coverage in deep-water regions of the world.

Chapter three presents a data-based sensitivity kernel method, a perturbation

approach, for a target localization in a highly reverberating medium without the use of

a complex model. By measuring the amplitude difference without and with the target in

a multi-static configuration in a cylindrical tank, a linear inverse problem is constructed

whereby the solution is the target position. Furthermore, by using a set of multiple

sources and receivers surrounding the target, the performance of the method is greatly

increased. In the absence of a model, the medium is spatially sampled to build a data-

based model that will be used to back-project the data. In a multistatic configuration,

this spatial sampling can be performed by moving an active source that is surrounded

by receivers in the medium, or by moving a passive target between a set of sources and



3

receivers, as is used in this study. These approaches do not require any prior information

or estimation of the medium properties. The localization of one or a few targets is

demonstrated using the direct-path only. We here take advantage of the complex data-set

by including the later arrivals from the tank wall and the bottom/surface reverberation,

which indeed enhances the localization.

Furthermore, using the same laboratory set-up in Chapter three, we explore the

active probing without the use of active sources. Early work, such as in ocean acous-

tics, ultrasonics, geophysics, has shown that random noise data contains information

about the environment, and this information can be extracted when the noise rob record-

ings are processed appropriately. Chapter four presents the use of ambient noise cross-

correlations for an estimation of the local transfer function (i.e. Green‘s function) of the

tank (without the target). This experimental study is a validation of early work done in

the ocean environment, where no active measurements were done to validate the passive

estimates of the Green’s functions.

1.1.1 Hydroacoustics

The International Monitoring System (IMS) of the Comprehensive Test Ban

Treaty Organization (CTBTO) deploys hydroacoustic station networks to detect sounds

generated by explosions at or below the ocean surface [1]. The stations are originally

deployed to explore the nuclear activity around the globe. The hydroacoustic network,

consists of six hydrophone stations and five T-phase stations (see Figure 1.1), is a key

component of the IMS, along with the other IMS networks, which include 50 primary
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and 120 auxilary seismic stations, 60 infrasound, and 80 radionuclide stations.

Figure 1.1: IMS Hydraouctic stations include five hydrophone stations (circles) and
five T-phase stations (stars). Figure courtesy of the Acoustical Society of America,
http://www.acoustics.org

Although the stations were originally deployed to monitor the nuclear activity

around the world, the IMS network has been a valuable source for studying a broad

range of scientific problems in the oceans: monitoring acoustics of nuclear explosions

[2], estimating the rupture length of the December 2004 Great Sumatra earthquake [3],

T-wave propagation [4], shipping noise [5], seismo-acoustics of ice sheets [6] and local-

ization of Antarctic ice breaking events [7]. These studies, however, are at frequencies

above 1 Hz and are predominantly of T-waves, which are generated by earthquakes

along the plate margins [8].
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IMS hydrophone networks

Figure 1.2 shows a typical hydrophone setup. Each hydroacoustic station has

three hydrophones which are designed as triads with ⇠ 2 km spacing between them, and

they continuously record at a sampling rate of 250 Hz. The hydrophones are moored

to the seafloor and float at or near the depth of the deep sound channel, as underwater

sounds within the Sound Fixing and Ranging channel (SOFAR) propagate over the long

distances without a significant loss.

Figure 1.2: Setup of IMS hydrophone stations. Each station has three hydrophones,
deployed at the depth of the deep sound channel, are designed in triplets with d=2 km
sides. Figure courtesy of the Comprehensive Nuclear-Test-Ban Treaty Organization,
www.ctbto.org.
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The triplet design of the stations provides azimuthal directivity to locate acoustic

and seismic events. For a given station, travel time delays between each hydrophone

pair can be derived from the signal cross-correlations and inverted to determine the

horizontal slowness, which then leads to back-azimuth to the source region [9, 10]. The

slowness value obtained from the inversion, and the correlation coefficient (or closure

value of the lag times ), can be used to check the quality of the azimuthal estimations

[11]. When multiple stations record the same event, localization using arrival times can

benefit from a grid search or inversion routine which minimizes travel time residuals.

[12].

Vector Sensor

In this section, background for vector sensor and processing is presented as a

preparation for the vector sensor emulation method presented in Chapter two.

The concept of using acoustic vector sensors instead of traditional pressure sen-

sors has been previously studied [13, 14, 15, 16]. As demand for smaller arrays per-

forming better at a low signal-to-noise ratio (SNR) has risen, the interest in measuring

the particle velocity along with the pressure has also risen [13]. Acoustic vector sensors

have been used in directional sonobuoys deployed by the U.S.Navy community for the

past-half century [17]. Although “DIFAR” (DIrectional low Frequency Analysis and

Recording) sonobuoys have not often been used in scientific studies [for an exception,

see Wilson, et al. (1985) [18]], recent studies in large baleen vocalization includes the

use of acoustic vector sensors [19, 20, 21].
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A vector sensor consists of two or three orthogonally aligned vector transduc-

ers, e.g., velocity , acceleration, and an omni-directional scalar pressure transducer, and

standard array processing techniques for vector sensors are based on (a properly scaled)

linear summation of those signals. Therefore, when a standard pressure sensor can

utilize the directional information using propagation delays between sensors, a single

vector sensor alone can extract directional information, up to two sources [14], directly

from the structure of the velocity field. Further information on vector sensors and vector

sensor beamforming can be found in [13, 22, 23].

In general, in ocean acoustics, directional properties of the ocean sound field is

measured with a spatially distributed set of acoustic pressure sensors. An alternative

approach can be obtained from the Taylor series expansion of the acoustic pressure

field, p(x, t), about a single measurement point in space, x0 (e.g., [24]). Assuming that

no acoustic source exists in the region about this point, then the acoustic pressure field

can be expressed as [as in D‘Spain et al [22]]:

p(x, t) = p(x0, t)+—p(x0, t).4x+
1
2
4xT


matrix of 2nd derivatives

�
4x+ . . . (1.1)

where 4x = x� x0. The measurement of acoustic pressure and its higher-order

spatial derivatives at a single point in space is equivalent to the measurement of acoustic

pressure in a volume about the measurement point. It provides the theoretical basis for

array processing with measurements at a single point in space [24].
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The acoustic wave equation is derived from the following forms of the conser-

vation of mass and momentum,

∂ p(x, t)
∂ t

+Ks(x)— · v(x, t) = 0, (1.2)

r0(x)
∂v(x, t)

∂ t
+—p(x, t) = 0, (1.3)

where r0(x) is the ambient density and Ks(x) is the adiabatic incompressibility.

The acoustic variables p(x, t) and v(x, t) are the pressure and particle velocicty, respec-

tively. These two equations describe all the physics needed for understanding the sound

propagation and they hold for regions where no acoustic sources exist. Eq. 1.3 shows

that acoustic particle velocity at a given frequency is proportional to the first-order spa-

tial gradient of pressure. One implication of this equtaion is that if the acoustic pressure

field is measured/known everywhere within a given region in space, the corresponding

acoustic particle velocity field can be derived everywhere within the same region [22].

In the study presented in Chapter two, the velocity sensor is taken to be located

at the center of the three hydrophones and a Taylor series expansion of the acoustic

pressure field is used between each couple of hydrophones j and k as

Pj = Pk +
∂P
∂x

(x j � xk)+
∂P
∂y

(y j � yk) (1.4)

Solution of pressure gradient in x and y includes a set of six equations where j = 1,2,3,
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k = 1,2,3, and j 6= k. The particle velocity components vx and vy can be obtained using

the relationship between the gradient of acoustic pressure and the particle velocity as

v =� i
wr

—P (1.5)

where w is angular frequency and r is the local ambient density of the fluid medium.

The vertical particle velocity component vz is measured using depth differences of hy-

drophones in each station. To get the radial and transverse components of the velocity

relative to aspecified direction, vx and vy are rotated based on azimuthal angle.

1.1.2 Target localization

In underwater acoustics, sonar networks have been explored for target detection

and localization; and monostatic, bistatic, and multistatic approaches have been com-

pared in terms of their performance [25, 26, 27, 28]. Multistatic sonfiguration have

received attention as it enhances the performance of target detection and localization

by increasing the survey coverage rate and providing a range of scattering angles for

a given target thus allowing to exploit the spatial diversity of the target’s acoustic re-

sponse [29]. Generally, the source signal for monostatic sonar needs to be loud enough

to make the backscattered echo emerge from the ambient noise, as the back scattering

of a target is weak. Therefore, as the echo amplitude is higher than in back-scattering.

detecting a target by exploiting its forward scattering is of interest. The classic difficulty

in such case is that the scattered field must be extracted from the direct-arriving field,
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i.e., often referred to as “looking into the sunlight problem” [30, 31]. The difficulty of

extracting forward scattering from the usually much more intense and sometimes fluc-

tuating, direct-arrivals has been addressed in an acoustic barrier problem [32, 33]. A

time-reversal method has been suggested to account for the reverberation and scattering

from the boundaries that often limit sonar performance in a shallow-water configura-

tion. A time-reversal detection in forward propagation might be robust to environmental

fluctuations (such as surface waves). However, it does not indicate the target location.

Additionally, another study used time reversal for the detection and localization of a

target on the seafloor in the presence of bottom scattering using laboratory-scale data

[34].

Recently, some studies on target detection and localization have been published

using a beamforming technique on a receiver array placed in front of some acoustic

sources [35]. The presence of the target was detected through the shadowing effects

observed on a set of beamformed beams. Depending on the number of perturbed eigen-

beams, the target localization was achieved using a forward or inverse problem [35, 36].

The practical disadvantage of this approach is the requirement for two well-sampled

source and receiver arrays that provide a two-dimensional localization that is limited to

the plane defined by the arrays.

1.1.3 Sensitivity kernel

Sensitivity kernel (SK) describes the relationship between the changes in the

acoustic field propagating in a medium and a local perturbation [37]. In practice, SKs
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are calculated as the change in the field associated with a local heterogeneity between a

source-receiver pair. The position of a perturbation and its physical nature influences the

acoustic field at the receiver. In underwater acoustics, SKs has been used in travel time

tomography [38], for a perturbation in sound speed [39], density [36] , or for surface

scattering in a waveguide [40]. As well as from its straightforward use in the forward

problem, the SK formulation can be used to invert for environment fluctuations between

a source�receiver pair [41, 42, 39]. Finally, a recent study has shown that the exper-

imental measurement of the SK between a source and a receiver matches favorably to

numerical calculations using both the direct and reflected path at the ultrasonic scale

[43].

Volume Perturbation

In this section, a theoretical formulation of the sensitivity kernel for a volume

perturbation is presented, i.e. sound-speed.

The Green’s function G(r,rs) of an ocean acoustic waveguide, for the acoustic

field of a harmonic point of unit strength source, satisfies the following wave equation:

—2G(r,rs)+
w2

c2 G(r,rs) =�d (r� rs), (1.6)

If the volume perturbation is a sound speed change Dc(r0), the wave equation for
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the perturbed field is

—2G(r,rs)+
w2

[c+Dc(r0)]2
G(r,rs) =�d (r� rs), (1.7)

which, to lowest order is

—2G(r,rs)+ k2G(r,rs) =�d (r� rs)+
2w2Dc(r0)

c3 G(r0,rs). (1.8)

The Born approximation then gives

G(r,rs)�G0(r,rs)⌘

DG =�2w2
Z

V
G0(r,r0)G0(r0,rs)

Dc(r0)
c(r0)3 dV (r0), (1.9)

which translates to the sensitivity of the Green’s function to a sound speed perturbation,

∂DG(r|r0)
∂Dc(r0)

=�2w2G(r|r0)G(r0|rs)
1

c(r0)3 , (1.10)

where we have made an obvious change in notation.

Since the pressure field from a broadband source at receiver rr (see Figure 1.3)

is

pr(t) =
1

2p

Z •

�•
G(rr|rs;w;c)Ps(w)eiwt dw, (1.11)
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and the perturbed pressure is of the same Fourier form, we have

∂ pr(t)
∂c(r0)

=
1

2p

Z •

�•

✓
�2w2G(rr|r0)G(r0|rs)

Ps(w)

c(r0)3

◆
eiwt dw. (1.12)

Figure 1.3: Schematic diagram of the source in rs, the receiver in rr, and the local
change in r0. The change in the measured impulse response due to a change at a point r0

in the medium is simply a function of the propagation to that point from the source, and
then on to the receiver from the point.

Inversion using the sensitivity kernel

We rewrite Eq. 1.12 as

Dp =
∂ p
∂c

Dc, (1.13)

where the partial derivative is given by Eq. 1.12 and Dp and Dc are each column vectors

of dimension M, the number of spatial positions of the perturbation. Here the sensitivity

kernel is a matrix whose Nr rows, each corresponding to a receiver, are of length M.

Hence, each row times the column vector of sound speed perturbations is the pressure



14

perturbation at the r�th receiver. In element notation, Eq. 1.13 can be written as

Dpnr =
∂ pnr

∂cm
Dcm. (1.14)

Now, all the above refers to one source and multiple receivers. We can expand the to

many sources by increasing the length of pressure perturbation vector to Nr ⇥Ns ⌘ N

and correspondingly, increasing the numbers of rows of the sensitivity kerne matrix to

N. Writing the lhs of Eq. 1.13 as a perturbation data vector (model - data) of length N,

we have

d = HDc (1.15)

or, in element notation,

dn = HnmDcm. (1.16)

Even though we have many more rows than column(less measurements than perturba-

tions), we can "invert" Eq. 1.16 to get an estimate

cDc = H+d (1.17)

where + indicates the pseudoinverse.
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1.1.4 Noise as the signal

Early work has shown that random noise data contains information about the

environment, and this information can be extracted when the noise recordings are pro-

cessed appropriately. Both incoherent and coherent processing of ambient noise can

be successful and provide a foundation for passive sensing and imaging without active

transmitters. For instance, ocean noise is the acoustic equivalent of diffuse acoustic

daylight, and incoherent processing of ambient noise can be used for underwater imag-

ing [44]. Although the acoustic field due to random noise sources is often considered

incoherent, coherent processing of noise recordings is possible, as there is some coher-

ence between the sensors receiving signals from same individual noise source. In fact,

the impulse response between two sensors can be extracted by cross-correlating the

noise recordings at these sensors [45, 46]. With laboratory measurements of acoustic

thermal fluctuations, Weaver and Lobkis confirmed that the cross-correlation of the am-

bient noise at two sensors can provide an estimate of the time domain Green’s function

(TDGF) as if one sensor was a source, and the other one was receiver. The arrival times

and strengths of the cross correlation peaks emerge from the accumulated contributions

from noise sources whose propagation path pass through both receivers. These paths are

the same as if the noise occurs at one location and is recorded at the second, or if noise

propagates through both locations, the ray paths are a function of the environment, not

the source signal.

This approach has been expanded to ultrasonics [45, 47, 48], underwater acous-
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tics [49, 50, 51], structural-health monitoring [52, 53], and geoacoustic imaging [54,

55, 56]. In addition, using surface velocity and intensity fields, a similar method in he-

lioseismology is developed to image the propagation of solar waves through sunspots

[57, 58, 59, 60].

1.2 Work presented

This thesis aims to develop data-based acoustic and seismoacoustic sensing meth-

ods by employing differencing approaches. One of the main motivation here is to keep

signal processing/analysis simple by using minimum a priori information and focusing

on data-based analysis rather than developing complex numerical models. The main

focus in Chapter two, three, and four, respectively is to (1) extract seismic information

without using seismometers with a simple pressure gradient analysis, (2) to perform

an active localization without a complex propagation model in a highly reverberating

medium (3) to perform an active probing without active sources, where the differencing

approach is implemented as (1) pressure gradient to get the vector quantities analo-

gous to seismic data, (2) change in field amplitudes between with and without the target

cases, (3) cross-correlations as a measure of the difference of ambient noise recorded at

the receivers.

In Chapter two, we show that it is possible to extract seismic information using

hydroacoustic data, without using seismometers. Getting seismic data from the deep

oceans usually involves ocean-bottom seismometers, but hydrophone arrays may pro-
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vide a practical alternative means of obtaining vector data. The hydroacoustic stations

of the International Monitoring System (IMS) have been used to study icebergs and T-

wave propagation among others. These studies, however, are at frequencies above 1

Hz and int his study, we use data from these stations in the very low frequency regime

f = 0.01�0.05 Hz, to demonstrate that these stations can also be used as water column

seismometers. These stations consist of three hydrophones at about the depth of the deep

sound channel in a horizontal triangle array with 2 km sides. Measuring the pressure

gradient between two closely separated (with respect to wavelength) points is equiva-

lent to a velocity measurement. Thus within this low frequency band, by differencing the

acoustic pressure, we obtain vector quantities analogous to what a seismometer would

record. Comparing processed hydrophone station records of the 2004 Great Sumatra-

Andaman Earthquake with broadband seismograms from a nearby island station, we

find that the differenced hydrophones are indeed a practical surrogate for seismometers.

Consistent with the physics, transverse Love waves in the water column do not couple,

whereas P waves and Rayleigh waves with radial and vertical motion do couple at the

water-sediment interface. A slowness analysis using only the pressure recordings at the

three hydrophones has shown that it is possible to determine the direction of the source

location at a single station.

The main focus of the study presented in Chapter three is to use a multistatic

configuration and a data-based method to localize a target in three dimensions without

the use of an accurate propagation model. The method is based on a finite-frequency

perturbation approach, through the measurement of a data-based sensitivity kernel. The
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idea is to focus on the amplitude change in the direct-path signals between without

and with the perturbation (the target) in the medium. In the absence of a model, the

medium is spatially sampled to build a data-based model that will be used to back-

project the data. In a multistatic configuration, this spatial sampling can be performed

by a moving active source that is surrounded by receivers in the medium, or by moving

a passive target between a set of sources and receivers, as is used in this study. These

approaches do not require any prior information or estimation of the medium properties.

Experimental confirmation of the method is obtained using a cylindrical tank and an

aggregate of ping-pong balls as targets surrounded by acoustic sources and receivers in

a multistatic configuration. The spatial structure of the sensitivity kernel is constructed

from field data for the target at a sparse set of positions, and compared with the expected

theoretical structure. The localization of one or a few targets is demonstrated using the

direct-path only. The experimental observations also show that the method benefits from

including later arrivals from the tank wall and the bottom/surface reverberation, which

indeed improves the localization results. Furthermore, by using a set of multiple sources

and receivers surrounding the target, the performance of the method is greatly increased.

Finally, Chapter four examines active probing using only ambient noise, without

active sources. The data analysis shows that extracting the transfer function from active

sources is possible using only ambient noise resident in the medium. The efficacy of the

analysis is confirmed in an experiment inside a fish tank, as in Chapter two, using several

frequency bands ( f = 0.5� 1.5 kHz, f = 1� 3 kHz, f = 2� 4 kHz). By comparing

the active and passive measurements, the noise correlation results shown within this
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laboratory set-up provide a validation of the early work that has been done in the ocean

environment.



Chapter 2

Using hydroacoustic stations as water

column seismometers

Getting seismic data from the deep oceans usually involves ocean-bottom seis-

mometers, but hydrophone arrays may provide a practical alternative means of obtaining

vector data. We here explore this possibility using hydrophone stations of the Interna-

tional Monitoring System (IMS), which have been used to study icebergs and T-wave

propagation among others. These stations consist of three hydrophones at about the

depth of the deep sound channel in a horizontal triangle array with 2 km sides. We

use data from these stations in the very low frequency regime ( 0.01 - 0.05 Hz band),

to demonstrate that these stations can also be used as water column seismometers. By

differencing the acoustic pressure, we obtain vector quantities analogous to what a seis-

mometer would record. Comparing processed hydrophone station records of the 2004

Great Sumatra-Andaman Earthquake with broadband seismograms from a nearby is-

20
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land station, we find that the differenced hydrophones are indeed a practical surrogate

for seismometers.

2.1 Introduction

Earthquake seismology suffers from an extreme continental bias. While broad-

band seismometers on islands fill some of the holes in coverage, vast tracts of the deep

ocean remain uninstrumented. Getting seismic data from the deep ocean typically re-

quires ocean-bottom seismometers, with all the deployment, coupling, and data recovery

problems inherent in such instruments. Hydrophones, on the contrary, are intrinsically

simpler, but provide only the scalar pressure rather than the vector quantity desired.

However, it should be possible to simulate seismic data by taking the appropriate spa-

tial derivative of data from tripartite hydrophone arrays in the ocean. Those derivatives

could simply be approximated by taking first differences. Pressure sensors, therefore,

spaced within a small fraction of a wavelength of each other can be used to measure

particle displacement, velocity or acceleration analogous to measurements from a seis-

mometer.

Recent trends in ocean acoustics include ocean remote sensing methodologies

(e.g., [61]) with data sampling rates and navigation accuracy substantially higher than

seismic requirements. The method demonstrated in this paper, therefore, provides a

potential opportunity to employ this technology in deep water regions for supplemental

seismic measurements and also giving more flexibility in station coverage.
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The IMS is a valuable source for studying a broad range of scientific problems

in the oceans: monitoring acoustics of nuclear explosions [2], estimating the rupture

length of the December 2004 Great Sumatra earthquake

[3], T-wave propagation [4], shipping noise [5], seismo-acoustics of ice sheets [6] and

localization of Antarctic ice breaking events [7]. These studies, however, are at frequen-

cies above 1 Hz and are predominantly of T-waves, which are generated by earthquakes

along the plate margins [8].

In this paper, we show how low-frequency vector seismic data can be extracted

from hydrophone array data by computing pressure gradients. From the appropriate

pressure gradient records we can simulate vertical, radial, and transverse velocity traces,

although the transverse traces will not show Love waves since Love waves do not couple

significantly into the water column as the viscous slip layer in the water column is only

on the order of 10m [62]. We test this concept by processing hydroacoustic data from

Comprehensive Nuclear-Test-Ban Treaty Organization’s (CTBTO) IMS stations in the

Indian Ocean, and comparing the obtained simulated seismograms to velocity records

from a nearby island seismic station. We demonstrate the procedure with simple analy-

ses of records of the Great Sumatra-Andaman Earthquake of 2004 and show that water

column data can be used to emulate seismometer measurements.
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2.2 Vector Sensor Emulation from the IMS Hydrophone

Triad

The IMS hydroacoustic stations are designed horizontally in triplets with sides

of approximately 2 km length; each station is deployed at or near the depth of the deep

sound channel. To be able to use the hydroacoustic stations at this low frequency regime

(f= 0.01 - 0.05 Hz), hydrophone data are transformed to vector velocity using pressure

gradients. Measuring the pressure gradient between two closely separated (with respect

to wavelength) points is equivalent to a velocity measurement [63]. Referring to Figure

2.1, we take this velocity sensor to be located at the center of the three hydrophones

and use a Taylor series expansion of the acoustic pressure field between each couple of

hydrophones j and k as

Pj = Pk +
∂P
∂x

(x j � xk)+
∂P
∂y

(y j � yk) (2.1)

Solution of pressure gradient in x and y includes a set of six equations where j = 1,2,3,

k = 1,2,3, and j 6= k. The particle velocity components vx and vy can be obtained using

the relationship between the gradient of acoustic pressure and the particle velocity as

v =� i
wr

—P (2.2)
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Figure 2.1: Pressure gradient representation for a hydroacoustic triad station with d=2
km sides. The three hydrophone configuration allows one to compute pressure and the
three velocity components at the affective center of the hydroacoustic station at the very
low frequency regime (f<0.1 Hz)

where w is angular frequency and r is the local ambient density of the fluid medium.

The vertical particle velocity component vz is measured using depth differences of hy-

drophones in each station. To get the radial and transverse components of the velocity

relative to a specified direction, vx and vy are rotated based on azimuthal angle.

In this section, we compare the IMS hydroacoustic data from the 26 December

2004, Mw=9.1 Sumatra earthquake with seismograph data of the same event, avail-

able from Global Seismic Network (GSN) of the Incorporated Research Institutions for

Seismology (IRIS). Given the large magnitude of this earthquake, clear arrivals were

recorded by the hydroacoustic stations at very low-frequencies even though the hy-

droacoustic station data processing is not typically intended for these low frequencies.

However, we have corrected the frequency response of the instruments, using the filter

characteristics provided by CTBTO down to 0.1 Hz to be able to compare to the seis-

mic station DGAR, so the results given here are recovered. Indeed, [64] have already
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used these single hydrophone IMS data to produce an unclipped spectrogram of the

combined earthquake and subsequent tsunami arrival. We converted hydroacoustic and

seismic data to Seismic Analysis Code (SAC) format, and analyzed in SAC software

[65]. Arrival times are calculated using the TauP toolkit, Flexible Seismic Travel-Time

and Raypath Utilities [66]. Given earthquake information (event location, time, magni-

tude) and stations’ location information, the TauP Toolkit embedded in SAC calculates

arrival times of the body waves based on the earth-model embedded in the SAC toolbox.

2.3 Hydroacoustic vs. Seismic Data

2.3.1 Great Sumatra Earthquake

The study region is shown in Figure 2.2. The region ⇠70km northwest of Diego

Garcia is the Chagos Bank, the largest atoll structure in the world. The archipelago is

a large bathymetric obstruction between northern stations, so signals observed at one

triad might completely or partially be blocked at the other triad [67]. We have used data

from these stations in the very low frequency regime over 0.01 - 0.05Hz band where the

wavelengths of interest are above ⇠30km. The depths of hydrophones at DGN station

are 1248m, 1243m and 1182m, and at DGS station are 1413m, 1356m, and 1359m,

respectively. To determine the vertical component of particle velocity, vz, we have used

two particular hydrophones that give the maximum depth difference at each station. The

depth difference of the hydrophones are taken as 66 m at DGN station and 57 m at DGS

station.



26

Figure 2.2: Maps of the study region using Smith and Sandwell bathymetry. Colorbar
indicates seafloor depth in meters relative to sea level, with 500 meter contour intervals.
a) Main shock of the Sumatra earthquake is symbolized with yellow star. Blue triangle
indicates Diego Garcia North hydrophone triad, DGN (6.30S, 71.00E), green triangle in-
dicates Diego Garcia South hydrophone triad, DGS (7.60S, 72.50E). Red circle labeled
as DGAR (7.41S, 72.45E) is the seismic station on the Diego Garcia Island. The DGN,
DGS and DGAR are located ⇠2970 km, ⇠2870 km, and ⇠2865 km to the southwest of
the earthquake location, respectively. b) Map of the Diego Garcia region in details. The
DGN and DGS are located ⇠200 km to the northwest and ⇠25 km to the south of the
DGAR, respectively.
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Figure 2.3: Spectrogram of a) the pressure recorded on the third hydrophone DGN (i=3)
only b) the Vertical component of DGAR seismic station.
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Figure 3 shows dynamic ranges of about 60 dB and 80 dB for the IMS station

and adjacent seismometer station, respectively. This 20 dB difference in SNR indicates

that the smallest earthquake detected by IMS station would be about one magnitude

larger than for the seismic station.

2.3.2 Vector Sensor

Applying Eq (2.1) to hydroacoustic pressure data of f=0.01 - 0.05 Hz at DGN

and DGS, we solve for three velocity components of the velocity vx, vy and vz. The

three velocity components are normalized to the maximum of each to compare to the

seismic data of the same frequency band. Figure 2.4 shows radial, vertical and transverse

velocities at both sites. Arrival times of P and S waves, calculated using the TauP toolkit,

are indicated as black vertical lines on each time series.

Referring to Figure 2.4, Rayleigh waves are dominant in the radial and vertical

components at t = 800 s - 1000 s for DGN, t = 750 s - 950 s for DGS, and t = 750s�

950s for DGAR seismic station, and match each other very well. Moreover, one can see

the same arrival cycles at t = 750 s - 850 s at both DGS and DGAR vertical components.

Transverse components do not show a good agreement, which is consistent with the

physics [62], that the water column only supports longitudinal waves, and transverse

Love waves do not couple into the water column. The comparison is also consistent

with the relative locations noting that DGS is much closer to DGAR than DGN is.

We have also generated synthetic mode seismograms to aid in the identifica-

tion of seismic modes. The fundamental Rayleigh mode is large, as expected, arriving
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Figure 2.4: Hydroacoustic and seismic data of f = 0.01� 0.05 Hz are plotted using
Seismic Analysis Code (SAC). R: Radial, Z: Vertical, T: Transverse. Blue lines repre-
sent the DGN hydroacoustic data (top plots), green lines represent the DGS hydroacous-
tic data (middle plots), and red lines represent the DGAR seismic data (bottom plots).
The x-axis corresponds to the time after event [200-1200 sec], y-axis corresponds to
normalized velocity. Arrival times of P and S waves calculated using TauP are indicated
as black vertical lines on each time series.

at DGAR at about 775 seconds (Figure 2.4). The synthetic seismogram for the one-

dimensional preliminary reference earth model (PREM) using the Mineos programs

[68], produces a fundamental mode of about 150 seconds in length. Adding 9 overtones

yields a packet of about 75 seconds in length, preceding the arrival of the fundamental

mode. The data (Figure 2.4) show a similar behaviour: the Rayleigh arrival is preceded

by higher Rayleigh modes which are evident in the vertical components of DGS and
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DGAR. The match between DGS and DGAR at the onset of the Rayleigh arrival is

consistent with them being located within a wavelength of each other.

Looking at the DGAR transverse data (DGAR T) in Figure 2.4, the apparent

transverse wave is significantly dominant at t = 700s - 750s, whereas the radial wave

(DGAR R) is small in the same time window. We have performed a rotation analysis,

an example of which is shown in Figure 2.5, where north-south (x) and east-west (y)

components of both hydroacoustic and seismic data are first rotated over the azimuth

angles [180�� 360�] to determine the direction of maximum response that should be

equivalent to the radial and transverse directions. Here, components rotated in each

direction are called optimized radial, and components that are perpendicular to those

are called optimized transverse. Then, the energy of optimized radial and transverse

components at each direction are calculated at a specific time window, and compared to

the energy of the data at the true source direction. In Figure 2.5 we show the results from

one of the hydroacoustic stations, DGN, and the seismic station, DGAR. For optimized

radial plots, the rotation analysis time window is 800� 1000 s for DGN, 750� 950 s

for DGAR, where the Rayleigh waves are dominant. As expected, rotating north-south

and east-west velocity vectors gives a maximum in optimized radial components, and

minimum in optimized transverse components in both hydroacoustic and seismic station

Figure 2.5.a and 2.5.b. For optimized transverse plots, the time window was 710�780

s for DGN and 690�750 s for DGAR. When the transverse Love waves are dominant,

as in DGAR seismic station, the rotation result is reversed, so a minimum in optimized

radial components and a maximum in optimized transverse components is seen (Figure
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2.5.c). However, the same rotation process does not show significant change in the

water column since we do not expect transverse coupling into the water column (Figure

2.5.d).
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Figure 2.5: Optimized radial and transverse rotation results from DGAR (top plots with
red lines) and DGN (bottom plots with blue lines). Continuous lines represent optimized
radial, and dashed lines represent optimized transverse components.Black dots show the
energy of the components at the true azimuthal angle. Radial rotation gives a maximum
in radial component and a minimum in transverse component at both DGAR (a) and
DGN (b). Transverse rotation results are reversed at DGAR (c), and do not show a
significant change at DGN (d).
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We have therefore demonstrated that hydroacoustic data at these low frequencies

can be converted to seismic information. We can though, also obtain the directional

information from a slowness analysis of one IMS triad pressure data that is consistent

with earthquake location.

2.3.3 Directionality from slowness analysis

Previous work on slowness analysis of hydroacoustic data has been done in a

higher frequency regime [8]. In this work, we perform a slowness analysis of hydroa-

coustic data over 0.01 - 0.05 Hz band at the P-wave regime using three pressure data at

both DGN and DGS. The pressure data in Figure 2.6.a and 2.6.b indicate that the wave-

forms are the same in all three hydrophones and the predicted arrival times match the

data. To localize the earthquake source location, delay times between each hydrophone

pairs within a station are obtained from pP arrivals, which are well-identified because

of their large signal to noise ratios ( see Figure 2.6.c and 2.6.d ). These time delays are

used to determine horizontal slowness components (px, py) and estimate the azimuth to

the source region using

t = Dp (2.3)

where D is the geometric distance and t is the time difference between hydrophone pairs.

This method [11] assumes that the wave front is a plane wave in the far field, and if the

signals recorded at three sensors within a station are from the same source, the sum of

time delays ( t12, t23 and t31 ) should be close to zero, the closure relation. The measured
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time delays for DGN are t12=�0.1s, t23 =�0.2s and t31 =0.3s, and for DGS are t12=0.2s

t23 =0s and t31 = �0.2s, and are indeed consistent with this closure relation.
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Figure 2.6: a) DGN (blue lines) and b) DGS (green lines) pressure data of f=0.01-0.05
Hz for hydrophones 1, 2 and 3, respectively. The x-axis corresponds to the time after
event [200-1200 sec], y-axis corresponds to the normalized pressure. c) DGN pP-wave
arrivals at [343-349] seconds and d) DGS pP-wave arrivals at [331-337] seconds. Black
and red vertical lines represent the predicted and observed arrival times of pP waves,
respectively. Orientation of hydrophones and source signal direction e) at DGN f) at
DGS.

We have compared azimuthal angle obtained by slowness analysis with those

predicted by SAC. From slowness analysis, the direction of propagation at the DGN and



34

DGS are found to be 0.9� and 2.4� off from the direction predicted by SAC, respectively.

The orientations of DGN, DGS, and source signal directions are shown in Figure 2.6.e

and 2.6.f.

2.4 Conclusion

We analyzed records of the Sumatra Earthquake of 2004 from two IMS hy-

drophone stations and a nearby GSN island station in the very low frequency band

(0.01-0.05 Hz). The hydroacoustic data were successfully converted to vector veloc-

ities comparable to seismic data. A spectral analysis of hydroacoustic and seismic data

indicated that the magnitude of the smallest earthquake detectable by the tested IMS

stations would need to be about one order of magnitude larger than what a conventional

seismic station could detect. Vector sensor emulation from IMS hydrophone triads have

shown to give essentially the same results as seismic data in radial and vertical motions

at an adjacent land seismic station. Consistent with the physics, transverse Love waves

in the water column do not couple whereas P waves and Rayleigh waves with radial

and vertical motion do couple. A slowness analysis based on longitudinal propagation

physics in the water column permits the determination of the direction of the source

location at a single IMS triad.
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Chapter 3

Target localization through a

data-based sensitivity kernel :

A perturbation approach applied to a

multistatic configuration

A method to isolate the forward scattered field from the incident field on an ob-

ject in a complex environment is developed for the purpose of localization. The method

is based on a finite-frequency perturbation approach, through the measurement of a data-

based sensitivity kernel. Experimental confirmation of the method is obtained using a

cylindrical tank and an aggregate of ping-pong balls as targets surrounded by acoustic

sources and receivers in a multistatic configuration. The spatial structure of the sen-

36
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sitivity kernel is constructed from field data for the target at a sparse set of positions,

and compared with the expected theoretical structure. The localization of one or a few

targets is demonstrated using the direct-path only. The experimental observations also

show that the method benefits from including later arrivals from the tank wall and the

bottom/surface reverberation, which indeed enhance the localization.

3.1 Introduction

In underwater acoustics, sonar networks have received attention in terms of their

use for target detection and localization [25, 26, 27, 28]. While bistatic and multistatic

approaches have received attention due to separated receiver geometry, multistatic con-

figuration enhances the performance of target detection and localization by increasing

the survey coverage rate and providing a range of scattering angles for a given target

by exploiting spatial diversity [29]. Further details on the comparison of sonar systems

can be found in Kim et al [28]. In general, as the back-scattering cross-section of a

target is weak, the source signal for monostatic sonar needs to be loud enough to make

the backscattered echo emerge from the ambient noise. Detection of a target by ex-

ploiting its forward scattering is then of interest, as the echo amplitude is higher than in

back-scattering. Nevertheless, it is difficult to separate the forward scattered signal from

the directly arriving beam coming from the source; i.e. often referred to as “looking

into sunlight problem“ [30, 31]. In this study, by taking advantage of the large forward

scattering cross section, a data-based method is developed to localize an object in a
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complex environment using a multistatic configuration. The method is based on a per-

turbation approach between with and without object, through the amplitude sensitivity

kernel measurements.

The difficulty of separating the forward scattering from the direct-arriving beam

has been addressed in an acoustic barrier problem using a time reversal mirror [32], the

advantage of time-reversal being to account for the reverberation and scattering from the

boundaries that often limit sonar performance in a shallow-water configuration. Further

experimental work investigated a time-reversal-based forward-looking technique for an

acoustic barrier problem in a scaled environment that was representative of harbor con-

figurations [69]. As time-reversal produces a stable focus, the goal was to detect a target

crossing a plane defined by vertical source�receiver arrays, by measuring the slight

change in the low-amplitude side lobes outside the focal spot; e.g. to detect submerged

objects that enter the field of view of a system in a harbor. The technique was imple-

mented with broadside ensonification (no time reversal ) and with time reversal. With

time reversal focusing, the passage of the target in the field of view can be seen whereas

broadside ensonification does not discern the passage. Also, using time reversal, target

detection and localization was performed from a back-scattering configuration using the

decomposition of the time-reversal operator (DORT) method of Prada et al. [70], after

initial tests in a pool basin [71, 72]. Note that another study used time reversal for the

detection and localization of a target on the seafloor in the presence of bottom scattering

using laboratory-scale data [34].

Finally, the acoustic barrier problem was recently investigated in shallow-water
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by looking at the shadow effects on a set of eigenrays associated with the presence of

a target. Two vertical source and receiver arrays were used to identify the eigenbeams

where their forward- scattered intensity was modified by the target. Depending on the

number of perturbed eigenbeams, the target localization was achieved using a forward

or inverse problem [35, 36]. The practical disadvantage of this approach is the require-

ment for two well-sampled source and receiver arrays that provide a two-dimensional

localization that is limited to the plane defined by the arrays.

The main focus of the present study is to use a multistatic configuration and a

data-based method to localize a target in three dimensions without the use of an accurate

propagation model, by taking advantage of the large forward scattering cross section.

The idea is not to work on the separation of the forward scattering from the direct path,

but rather to focus on the amplitude change in the direct-path signals between without

and with the perturbation (the target) in the medium. There is no need to use loud

sources anymore, as the direct-path signals features high power. Furthermore, by using

a set of multiple sources and receivers surrounding the target, the performance of the

method is greatly increased. In the absence of a model, the medium is spatially sampled

to build a data-based model that will be used to back-project the data. In a multistatic

configuration, this spatial sampling can be performed by a moving active source that is

surrounded by receivers in the medium, or by moving a passive target between a set of

sources and receivers, as is used in this study. These approaches do not require any prior

information or estimation of the medium properties.

The methodology consists of a perturbation approach to locate a local change
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in the medium. By measuring the amplitude change of the direct path without and

with the target in a multi-static configuration, a linear inverse problem is constructed

whereby the solution is the target position. This approach requires a sensitivity kernel

(SK) analysis [37] for the propagation medium between each source and receiver pair.

In general, SKs are used to define the relationships between a change in the acoustic

field and a local change in the medium. In underwater acoustics, SKs have been used in

travel time tomography [38], for local changes in density [36] and sound speed [39], and

for surface scattering in a waveguide [40]. In the present study, the SK between a set

of sources and receivers is measured experimentally, which determines the perturbation

in the acoustic field as a function of a local perturbation at a target position that is

associated with the direct arrivals [43]. The target used in this experiment is an aggregate

of ping-pong balls, and the SK is obtained by the measurement of the difference in the

scattered field without and with the aggregate inside the cavity, with the positions of

the sources and receivers fixed, and at the periphery of the tank. The SK derived from

the difference between the two fields is used to localize the target at any position within

the measurement region. Having implemented the method using the direct arrivals, we

have also observed experimentally that this approach obtains benefit from the inclusion

of later arrivals, which indeed enhances the results.

This paper includes four sections. Following this Introduction, Section II intro-

duces the experimental set-up and the theoretical and experimental representations for

the SK spatial structure. Section III presents the linear inversion method, and shows

the localization results. The paper then continues with a discussion on the use of later
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arrivals in this reverberating medium, followed by conclusions.

3.2 Experimental results

Fig. 3.1(a) shows the experimental set-up that comprises a fish tank of 5.6 m in

diameter and a water depth of 1.05 m. The source and receiver transducers are located

on a sensor cable of 5.2 m diameter, and the depths of the sensors vary between 0.2 m

and 0.8 m. There are eight sources, where the inter-element spacing is approximately 2

m, and 16 receivers, where the inter-element spacing is approximately 1 m. The target is

an aggregate of four ping-pong balls that are identical with a 2 cm radius, and it floats at

about a depth of 0.5 m. The aggregate is tied to a metal weight using a fishing line and

the weight lies at the bottom of the tank. The target is successively shifted on a 13x13

square grid at the center of the fish tank, with 10 cm grid spacing, which defines the

SK region. With the completion of 13x13 = 169 grid-point measurements ( Fig. 3.1(b)

circles), the target is moved to three random positions ( Fig. 3.1(b) triangles) that are in-

between the grid points of the SK region. Here, to help the reader, the measurements on

the grid points are referred to as the on-the-grid points and the measurements in-between

the grid points are referred to as the off-the-grid points.

The central frequency of the transducers is 10 kHz (wavelength l = 15 cm) with

an 8 kHz frequency bandwidth, and the sampling frequency is Fs = 100 kHz. The SK

analysis consists of the measurement of the difference between a perturbed field and

a reference field. Here we call the reference field and the perturbed field as the fields
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Figure 3.1: (color online) (a) Experimental set-up, with a tank of 5.6 m in diameter and
a water depth of 1.05 m. The set-up includes eight sources with ⇠ 2 m inter-element
spacing and 16 receivers with ⇠ 1 m inter-element spacing. The depth of the sensors
vary between 0.2 m, and 0.8 m. b) The source�receiver geometry and the grid sampling
area in the tank. The circles show the measurements of the 13x13 = 169 sampled region
for the SK analysis. The triangles show the positions in-between the grid points that
are to be localized. The multistatic configuration of the sources and receivers used in
this experiment enhances the target detection and localization, and the pairs used for the
localization are shown with the connecting dashed lines.
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before and after a perturbation in the medium, respectively. The reference field is when

there is no target in the tank, and the perturbed field is measured in the presence of

the target, where the recorded signals include the echoes scattered by the target and

also the echoes reflected from the tank boundaries. In practice, the acoustic echoes due

to the fixed tank boundaries remain identical and vanish after subtraction, whereas the

echoes that interact with the target change with respect to the positions of the target, and

participate in the SK measurement [73, 74].

Signal acquisition starts with the target being at the first position of the 169-

sampled grid. A two period pulse is generated at source s1 while a time series composed

by the echoes is recorded on all of the 16 receivers (see Fig. 3.1(b) for the geometry of

the system). Having completed the acquisition between source s1 and receivers r1�16,

the same pulse is transmitted from all of the other sources, respectively. One round

of signal acquisition, with transmission between eight sources and 16 receivers, takes

5 s, which is referred to here as one shot. After a set of four shots is completed (20

s), the target is moved to the next position. The acquisition is repeated every time

the target is moved to a successive position until the completion of 169 on-the-grid

points. Signal acquisition is repeated for all of the off-the-grid points in the same order.

Here, for the perturbed field measurements, signal acquisitions are averaged over four

successive shots. As no trustful measurements were performed in the absence of the

target during the course of the experiment, the reference field is estimated by using

a moving-average technique, which is based on taking an average of perturbed field

realizations for a given source-receiver pair at successive target positions. By averaging



44

the signals obtained from different target positions, the target echoes and the echoes

reflected from the tank due to the target are diminished, and only echoes due to the fixed

tank boundaries remain, as if there was no target inside the tank. When the target is

small, the moving-averaged field is only an estimate of the exact referenced field which

may still be appropriate if the average is made for a large number of target positions

[73]. In practice, the reference field is estimated from an average of 20 successive

target positions; this number of realizations was chosen based on the 15-min maximum

stability time of the medium.

In Fig. 3.2, a sample of the reference field, perturbed field and the subtracted

field is shown between source s1 and receiver r6 for a given target position in the sam-

pled region. Although, the subtracted field appears to be very small compared to the

reference field, due to the change of the target position, the information embedded in it

contains sufficient spatial information to be used for localization purposes. Indeed, the

spatial structure of the subtracted field is shown in Fig. 3.3, which is calculated for a

source�receiver pair and a set of target positions. Each horizontal line of Fig. 3.3 cor-

responds to a sample of the subtracted field, as in Fig. 3.2. The next step is to take the

relative amplitude difference for all of the 169 positions at the time of the direct path ar-

rivals for a given sensor pair and calculate the spatial structure of this experimental SK.

Here, we have preferred taking amplitude perturbations over travel time perturbations

as the changes in amplitudes are (1) more pronounced than the changes in travel-time

for a local density perturbation (as for a target) and (2) more robust to environmental

fluctuations, e.g., temperature change in the tank.
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Figure 3.2: (color online) The reference field, the perturbed field versus the subtracted
field between source s1 and receiver r6 for a given target position on-the-grid. All three
of these fields are normalized with respect to the reference field. The SK analysis re-
quires the amplitude difference between the perturbed field and the reference field at the
time of the direct path. This amplitude difference is of the order of a few percent for
any source�receiver pair, an example of which is shown in the enlarged plot in the inset
with a time window of t = 2.65�3.4 ms.
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Figure 3.3: (color online) The subtracted field between source s1 and receiver r6 for a
subset of on-the-grid target positions. The subtracted field is normalized with respect to
the reference field, as in Fig. 2. Although it is very small in amplitude, the subtracted
field provides spatial information according to the target position for a given source �
receiver pair. The triangle shape associated to the first arrival is due to target scattering
and it carries the signature of the data-based SK projected on the 13x13 sampled region.
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A comparison of the experimental and theoretical SKs is shown in Fig. 3.4. The

theoretical SK expression here is derived from the perturbation theory in the first-order

scattering Born approximation. For a local sound speed change in a unit volume of

dV = 1 m3 at position r0, the SK is traditionally formulated between a source in rs and

a receiver in rr as [38]:

Q(w;rs,rr,r0) =�2k2G(w,rs,r0)G(w,rr,r0) (3.1)

where k is the wavenumber and G(w;rs,r0) [and, respectively G(w;rr,r0)] are the Green’s

function between rs and r0 [respectively, between rr and r0] at frequency w . The SK is

defined as the product of the two Green’s functions from the source/receiver to the per-

turbation, which is the target location here. In the case of a target with density change,

a generalized SK can be defined as [36]:

Q̃(w;rs,rr,r0) =�4p f•(w,js +jr)G(w;rs,r0)G(w;rr,r0) (3.2)

where f• represents the scattering form function which is a function of the target

properties, scattering angles js and jr [as defined in Fig. 3.4 ], and the frequency w .

Applying the inverse Fourier transform, for the source spectrum Ps(w), the acous-

tic pressure field perturbation in the time domain becomes [43] :

4P(t;rs,rr,r0) =� 1
2p

•Z

•

4p f•(w,js +jr)G(w;rs,r0)G(w;rr,r0)Ps(w)e jwtdw (3.3)
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Figure 3.4: (color online) The theoretical and experimental SK spatial structure as-
sociated with the direct path between source s4 and receiver r15 with a schematic of
the scattering angles js and jr between the given source�receiver pair and the local
change in r0. The theoretical SK is calculated using the perturbation theory in the first
order scattering the Born approximation within the whole tank region, whereas the ex-
perimental SK is computed within the measurement region of 13x13 on-the-grid points
(delimited by the white square). The SK spatial structure shows diffraction-based oscil-
lations around the Fresnel zone in free space. The SK measurement becomes a potential
approach for a liner inversion to locate a target due to its spatial sensitivity along and
outside the ray-path region.
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which can then be formulated to be compared to the experimental SK results in Fig. 3.4,

as in [Roux et al] [43]:

4A
A

=
4P(ti;rs,rr,r0)

P(ti;rs,rr)
=�4p

R •
• f•(w,js +jr)G(w;rs,r0)G(w;rr,r0)Ps(w)e jwtidwR •

• G(w;rs;rr)Ps(w)e jwtidw

(3.4)

Here, ti is the direct travel-time at when the reference field, P(ti;rs,rr), is max-

imum within the direct arrival for a specific source�receiver pair. The amplitudes of

both the reference and the perturbed field at this time are used to calculate the relative

amplitude change 4A/A, as a function of the perturbation position in r0. Eventually,

4A/A is computed for all of the perturbation locations to obtain the spatial structure

of the SK. As we limit ourselves so far to the direct field, the Green’s functions are

calculated in a homogeneous medium.

Unlike the SK physics, Eq. 3.4 shows the nonlinearity of this perturbation prob-

lem due to the form function, f•, which has a nonlinear dependence on target properties

characterized by its mass density, size, and longitudinal and transverse wave speed. That

is, f• will be different for given different targets. However, we here limit ourselves to

the SK measurement in the presence of the same target, and the localization problem

will also be investigated with the same one, which turns the problem back into a linear

one.

The experimental SK is computed by measuring the 4A/A for the target at each

of the 169 grid points, for a given source and receiver pair. Note here that the ex-

perimental SK is computed only within the SK region that includes 169 measurement
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points, whereas the theoretical SK is computed within the whole tank with the same grid

separation used in the experiment.

Both of the SKs, calculated between source s4 and receiver r5, are shown in Fig.

3.4, where the experimental SK is overlapped on the theoretical one. The experimental

results confirm the spatial structure within the experimentally sampled region. The SK

spatial structure here corresponds to typical diffraction-based oscillations around the

Fresnel zones in free space, which shows the spatial sensitivity along and outside the

ray path between the sensor pair. This spatial structure of connecting the points within

the region makes the SK approach a linear approach for inversion, as aside from its

straightforward use in the forward problem, the sensitivity kernel is also used to invert

for the environmental changes [41, 42, 39]. Having obtained a good match between the

theoretical and experimental SKs, we have investigated the forward problem. We now

use the formulation of a linear inversion, to explore the localization of the off-the-grid

targets through the SK analysis.

3.3 Target localization performed with linear inversion

In this section, we demonstrate a data-based SK. The inversion problem can be

defined as a linear set of equations for each source�receiver pair, within the Fresnel

zone, discretized with respect to the unknown target position r0 that should belong to the
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sampled SK region as [36]:

4A(ti;rs,r0,rr)

A(ti;rs,rr)
⇡ F(ti;rs,r0,rr)p(r0) (3.5)

with local perturbation here being a quantitative indicator of the target presence at posi-

tion r0, p(r0), instead of the sound speed and the density as in Marandet et al [36]. F is

the Born-Frechet kernel that is defined as

F(ti;rs,rr,r0) =
R

dwQ̃(w;rs,rr,r0)Ps(w)e jwti
R

dwG(w;rs,rr)Ps(w)e jwti
(3.6)

and it connects the relative amplitude changes to the quantitative indicator of the

target position. In the present study, we benefit from the multistatic configuration that

provides a large set of source�receiver pairs (rs,rr) that satisfy Eq. 3.6. The inversion

problem can then be formulated as a linear inverse problem, as:

4A
A

= F p (3.7)

The column vector 4A/A corresponds to the data of a particular unknown target position

that is located in the sampled region but off-the-grid and p represents the position vector

of that particular target to be localized. F is the SK matrix that defines the pressure field

perturbations on the sampled region for all of, or for a subset of, the source�receivers

pairs. By measuring the pressure field perturbations only on-the-grid points for given set

of source�receiver pairs, here represented by F , we explore the indicator of the target
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presence in-between the grid points, which is defined by p.

To build the F matrix, the relative amplitude change 4A/A is computed for the

target at each one of the 169 on-the-grid points, which then form one row of SK matrix

F ,

F1 =


4A/As1,r1,n1 4A/As1,r1,n2 4A/As1,r1,n3 . . . 4A/As1,r1,n169

�
(3.8)

where s1 and r1 represent the source and receiver index numbers, respectively;

and n corresponds to target position r0, and represents the index number of the positions

within the 13x13 sampled region. Having done the same process for all sensor pairs, or

a subset of them, the vertically concatenated F matrix is formed. In the case when using

M sources and N receivers for inversion, the F matrix has the size of [(M x N) x 169]

and the form of:

F = [F1;F2;F3; ...;FMN ] (3.9)

where F1 is the first sensor pair, F2 is the second, and so on, with FMN being the last

sensor pair used. After obtaining the F matrix, the relative amplitude change using the

very same sensor pairs is derived for an unknown target position to be located, which

is represented by the data vector 4A
A . In Eq. 3.7, to invert for p, we need an estimation

of F�1 which we obtain from a singular value decomposition (SVD) of F : F̃�1 =

V S̃�1Ut with U and V as unitary matrices, and S as a diagonal matrix with diagonal

values ordered as singular values. In the present study, only a subset L ⇠ 80 of the first

singular values are kept based on an empirical threshold, which is obtained from the
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optimal localization results. Then, eS�1 is a diagonal matrix with L non-zero elements

and eSi
�1

= 1
Si

for i 2 [1, L].

The comparison between the experimental and theoretical SK revealed similar

spatial structures (Fig. 3.4). The target localization could then be made using either one

or the other. As the main focus of this study is to demonstrate the use of data-based SK

that does not require a priori information of the medium, the inversion process is first

performed on the experimental SK for the direct arrivals. The sensor pairs are chosen

based on the resolution of the SK spatial structure that they provide in the investigated

area at the center of the tank. Ultimately, the amplitude change in the direct path due

to target location makes the use of the SK meaningful, with the pairs providing forward

scattering. The results shown here are calculated using a set of 26 sensor pairs, which

are shown in Fig. 3.1(b) with the dashed lines connecting them.

The localization results when the target is at three different off-the-grid positions

are shown in Fig. 3.5(a-c). The target position is retrieved successfully with a probabil-

ity of presence reaching 0.25, while some side lobes around 0.1 still pollute the inversion

result.
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Figure 3.5: (color online) The localization using the direct path arrivals when the target
is at three different off-the-grid points, with the probability of presence reaching 0.25 for
all three positions: (a) pos1, (b) pos2, (c) pos3. The localization when the later arrivals
are also included for the same positions with the probability of presence reaching 0.45
for pos1 (d), 0.8 for pos2 (e) and pos3 (f). Including later arrivals, up to t = 5.5ms,
increases both the resolution and the contrast between the signal and the background.
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3.4 Discussion

This section investigates the possibility to improve the inversion results by in-

cluding the later arrivals associated with the tank reverberation, following the same

methodology. In practice, it is not known whether the direct SK problem is correct

or not within the late arrival regime, as the SK spatial structure cannot be modeled for

such a reverberating medium. Nevertheless, looking at the subtracted field for a specific

source�receiver pair in Fig. 3.3, one can see that the triangle shape associated with the

spatial structure of the 13x13 sampled region of the direct arrival SK (at t =⇠ 3.5 ms)

preserves some spatial structure for later arrivals up to t =⇠ 5.5 ms. As the SK analysis

was performed with data only, in the formulation of the forward problem, we can always

include some 4A
A that are associated with the later arrivals for each source�receiver pair

and the corresponding data-based F , as sampled on-the-grid. Although the amount of

the later arrivals giving such spatial information, hence to be used in inversion, is differ-

ent for each source�receiver pair, we here use the same time window for each pair for

the sake of simplicity. With this aim, we now use the later arrival times up to t = 5.5

ms for localization of the target position, and show that the results get better not only

in terms of resolution but also in terms of the contrast between signal and background,

with a probability of presence reaching 0.45 for the position pos1, and 0.8 for positions

pos2 and pos3 as in Fig. 3.5(d-f).

The decision for the picking of the number of the arrivals for improved localiza-

tion can be made based on the a-posteriori peak-to-noise ratio, which is calculated as the
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maximum value of the pixel of the localization image divided by the standard deviation

of the rest of the image pixels, excluding the maximum value. Note that only one target

at an unknown position is used during this experiment. However, as the formulation of

the inverse problem is linear, we can apply the principle of superposition for multitarget

localization. As the targets are in the far field from each other, we can neglect the multi-

ple scattering contribution among them. In this case, the SK matrix F in Eq. 3.7 remains

the same, whereas the data vector 4A
A is now calculated from the sum of the perturbed

fields for all of the targets to be localized. Fig. 3.6 shows the multi-target localization

for the three positions of the target, which were shown separately in Fig. 3.5. As for

the separate target case, the method also benefits from including later arrival times up to

t = 5.5 ms, with the use of the data-based SK analysis.
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Figure 3.6: (color online) Using the principle of superposition, synthetic data is created
for multi-target localization. The localization of the three targets, as used separately in
Fig. 5, is shown by (a) using only the direct arrivals (b) including also later arrival times
up to t = 5.5ms.

As explained previously, we have used a moving-average method to overcome

the environmental fluctuations during this SK study (a few hours in total). The stability
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time was ⇠ 15 min for the later arrivals and much longer for the first arrivals. Depending

on the use of early or late arrivals to localize the target, the localization result will de-

grade more or less fast. When the environment changes rapidly, the solution to maintain

the resolution of the inversion result is then to increase the number of source-receiver

pairs and limit the analysis to the direct path between each pair. Additionally, as well

as investigating the method’s performance for different targets in size and shape, taking

the vertical dimension into account by sampling the SK for a target on horizontal grids

at different depths could be the ambition of future works. In the present paper, the main

focus was to demonstrate the use of the amplitude change of the direct path arrivals as a

proof of concept of a data-based forward-scattering localization technique.

In conclusion, the experimental data obtained in a reverberating tank were ana-

lyzed using a data-based sensitivity kernel method. The experiment involved measure-

ments with a target located at a set of grid points inside the tank. The relative amplitude

change between the reference and the perturbed fields for the direct path between an

ensemble of source�receiver pairs is used for the calculation of a data-based SK, which

provides the ingredients for the forward problem solution. Having shown that the exper-

imental and theoretical SKs agree, the SK analysis is applied to the target localization.

This method is demonstrated for single and multi-target cases using first arrivals. We

have also shown that the addition of later arrivals improves both single and multi-target

localization results, not only in the contrast but also in the resolution of the localization

result.
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Chapter 4

Active probing using ambient noise,

without active sources

We here investigate whether a correlation based processing of acoustical noise

can be used as a surrogate for acoustic sensing with the active sources in a reverberating

medium, which is the same cylindrical tank used in Chapter three. In particular, we

demonstrate that the transfer function from active sources to receivers can be obtained

passively from the ambient noise recorded in the tank. The proposed approach is val-

idated experimentally inside a fish tank of 5.6m-diameter and water depth of 1.05m;

acoustic sources and receivers are located on the periphery of the tank.

59
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4.1 Introduction

Early work has shown that random noise data contains information about the

environment, and this information can be extracted when the noise recordings are pro-

cessed appropriately.

Although random noise sources are typically considered incoherent, coherent

processing of noise recordings is possible, as there is some spatial coherence between

sensors that receive sound from the same individual noise source. If you imagine two

receivers both embedded in a random noise field, the impulse response between two

receivers can be estimated by cross-correlating long-duration ambient noise from them

[45, 46]. The arrival times and strengths of the cross correlation peaks emerge from

the accumulated contributions from noise sources whose propagation path pass through

both receivers. This approach has been expanded to ultrasonics [45, 47, 48], underwater

acoustics [49, 50, 51], structural-health monitoring [52, 53], and geoacoustic imaging

[54, 55, 56]. In addition, using surface velocity and intensity fields, a similar method in

helioseismology is developed to image the propagation of solar waves through sunspots

[57, 58, 59, 60].

This study focuses on using coherent processing of ambient noise recordings

resident in a fish tank for extracting the local transfer function between the sensors.

The data results show that the ambient noise is dominant in the frequency band f < 4

kHz, and we have analyzed data in frequency bands of f = 0.5� 1.5 kHz, f = 1� 3

kHz, f = 2�4 kHz to compare with the active measurements. By comparing the active
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and passive measurements, we show that it is possible to extract the local time domain

Green’s function from ambient noise as recorded on 16 spatially separated receivers

located on the periphery of the tank.

This Chapter includes four sections. Following this Introduction, Section II in-

troduces theory. Section III experimental set-up, initial data analysis where active and

passive measurements are compared. The last section summarizes the findings from this

study.

4.2 Theory

Here, we show a formulation of the ambient noise cross-correlation function.

Based on theoretical and experimental results, [75, 76, 49] it has been shown that

the time derivative of the noise cross correlation function (NCF) approximately gives the

sum of the TDGF as [76]

da,b(t)i
dt

⇡�G(~ra,~rb;t)+G(~rb,~ra;�t) (4.1)

where Ca,b(t) represents the cross-correlation of the signals between two receivers a

and b located at ~ra and ~rb, respectively, and t is the time delay between the receivers

(see geometry in Figure 4.1) In a stationary medium the NCF, Ca,b(t), is given by

Ca,b(t) =
Z T/2

�T/2
p(ra; t)p(rb; t + t)dt (4.2)
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where p is the pressure field recorded at each sensor, and T is the time over which

the correlation is being performed. Given an ambient noise field propagating through

the sensors, the resulting time series can approximate the time-of-arrival structure of

the Green’s function between the two sensors as if one of them was a source and the

other a receiver [49, 77, 76, 75, 78, 79]. Here, TDGF which comes from noise events

propagate from receiver a to b and yields a positive correlation time-delay t and the

time�reversed TDGF which comes from noise events propagate from receiver b to a and

yields a negative correlation time-delay -t . Therefore, in case of uniformly distributed

noise sources, the NCF between the two sensors will be a symmetric function with

respect to the arrival time. ( In this study, an average of the correlations for the positive

and negative time-delays is taken to be used as “new" positive correlations, and then it

is symmetrized to be used as negative time-delays.

Figure 4.1: a) Schematic of the geometric variables for the waves traveling from lo-
cation r to the two receivers at ra and rb, that are separated by a distance R. b) The
waves propagation towards the right correlate for a positive time delay t > 0, whereas
the waves traveling towards the left correlate for a negative time delay t < 0
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In practice, the NCF is constructed from ensemble averages over realizations of

the noise source signals and the signals recorded by receivers a and b are correlated only

over a finite interval T including both positive and negative time delays. A measure of

the variance Var(Ca,b(t)) gives an estimate of the residual error done when approxi-

mating the TDGF by the time derivative of the NCF. Therefore, it is a key quantity to

evaluate. To estimate the emergence rate of the convergence time, we define a signal-to-

noise ratio (SNR). The SNR of the noise correlation function in this study is defined as

the ratio (in dB) of the peak amplitude in a time window of interest centered around the

main arrivals and the square root of the variance of the time derivative of noise correla-

tion function in a time window, which includes incoherent signal (e.g., see Figure 4.4),

[80].

4.3 Experiment results

4.3.1 Experiment set-up

Figure 4.2.(a) shows the experimental setup that includes a fish tank of 5.6 m-

diameter and water depth of 1.05 m. The receiver transducers are located on a sensor

cable of which diameter is 5.2m, and the depth of the sensors vary between 0.2 m and

0.8 m. There are eight sources, spaced by approximately 2 m, and 16 receivers, spaced

by approximately 1 m.

For active measurements, signal acquisition starts with transmission of a two

period pulse centered at f = 10 kHz. The pulse is generated at source s1 and the tank’s
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Figure 4.2: (a) Experimental set-up, with a tank of 5.6 m in diameter and a water depth
of 1.05 m. The set-up includes eight sources with ⇠ 2 m inter-element spacing and 16
receivers with ⇠ 1 m inter-element spacing. The depth of the sensors vary between 0.2
m, and 0.8 m. b) The source�receiver geometry. For passive case, all sources are turned
off, and 16 receivers record ambient noise resident in the tank.

acoustic response is recorded on all of the 16 receivers (see Fig. 4.2(b) for the geometry

of the system). Having completed the acquisition between source s1 and receivers r1�16,

the same pulse is transmitted from all of the other sources in a sequential manner. One

round of signal acquisition, with transmission between eight sources and 16 receivers,

takes t=5 s, which is referred to here as one shot. After a set of four shots is completed

(20 s), the data is saved as 20-sec files. For ambient noise recordings, data is collected

at 16 receivers and is saved as 20-sec files for a continuous recording of ⇠6 hours.

4.3.2 Overview of data

The frequency spectrum from one receiver r1 over the 200-minute target-free

experiment is shown in Figure 4.3. Prior to computing the cross�correlation functions,
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Figure 4.3: Spectrogram of ambient noise data recorded over 200-minute. Horizon-
tal axis show the frequency range up to 10kHz. Vertical axis gives the minute index.
Colorbar is in dB.

each 20-sec long ambient noise recording was filtered for the frequency band from f =

0.5� 1.5 kHz, f = 1� 3 kHz, and f = 2� 4 kHz. The decision to use those bands

was made based on the noise spectrograms, as main part of the energy is below 5kHz,

and also to compare to the active measurements. The data were further homogenized by

(1) frequency-whitening the amplitude spectrum of the data to diminish strong spectral

peaks and by (2) clipping the signal amplitudes that are above a threshold, as these two

pre-processing steps reduce the high amplitude noise events’ influence while preserving

the phase information and the arrival-time structure of the noise correlations. The pre-
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processing steps mentioned here have been described in further detail in previous studies

[76, 81].

We can start off our analysis by looking at the correlations between an individual

sensor pair. A sample of t = 20 second correlation between the receivers r1 and r8 is

shown in Figure 4.4. To investigate the rate at which TDGF emerges as a function of

averaging time, the SNR is defined as the ratio (in dB) of the peak amplitude in a t = 100

ms time window centered around the main arrivals and the standard deviation of a time

window t = 500�600 ms of the time derivative of noise correlation function [80]. The

arrival time structure of the correlation of ambient noise corresponds to the propagation

of coherent noise signals between receivers. Although the signals are buried within the

incoherent noise, through averaging, the coherent signals will build up, and provide with

the arrival-time structure of the time domain Green’s function, which is what we need

to extract from the ambient noise recordings.

Figure 4.5 shows the SNR with increasing time averaged in the NCF, for the

given sensor pair (r1�r8). The horizontal axis shows the averaging time (in log10) and

vertical axis shows the SNR ( in log10). Here each green line corresponds to a 50-minute

averaging of 20-sec accumulations, with 50 percent overlaps. The red line corresponds

to the average of the 50-minute averaged correlations. It is clear that the increase in

SNR is proportional to the square root of recording time, in agreement with [75, 82],

log10SNR
log10t

⇡ 0.5 (4.3)
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Figure 4.4: A sample of 20-sec noise correlations for the reference field between r1
and receiver r8. The SNR is the ratio (in dB) of the peak amplitude in a t=100 ms time
window centered around the main arrivals and the standard deviation of a time window
t=500-600 ms

Based on the results in Figure 4.5, an averaging time of 20-minute is taken as

the emergence rate of NCF, as this emergence rate of 20-min is confirmed with the other

receivers.
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Figure 4.5: SNR build up for the given sensor pair (r1�r8). The horizontal axis shows
the averaging time (in log10) and vertical axis shows the SNR ( in log10). Each green
line represents a 50-minute averaging of 20 second accumulations, with 50 percent over-
laps; and red line corresponds to the average of the 50-minute averaged correlations.
Black dashed line corresponds to the theoretical line, 0.5.

4.3.3 Active vs. Passive

Figure 4.6 shows time series of active measurements in the frequency band of

f = 6� 14 kHz. An average of 1-min active data is used for results shown here. As

we aim to compare passive and active data, here we symmetrize the time series around

t = 0 sec. The time series represent the acoustic response of the fish tank with two

different location of source sensor relative to the 16 receivers: from source s1 to all of

the 16 receivers (Figure 4.6).(a)), and from source s5 to all of the 16 receivers (Figure

4.6). (b)). The experimental arrival times are favorably matching expected arrival times,

represented by red dots.
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b 

a 

Figure 4.6: Measurements from active sources at f = 6� 14 kHz (a) source s1, (b)
source s5 to all of the 16 receivers yield the acoustic response (transfer function) of the
tank

As the motivation of this study is to emulate active sources using ambient noise,

we then analyze active data in a low frequency regime where the passive noise energy

is concentrated. The source characteristic curve in Figure 4.7 shows that, it is possible

to analyze active data at around f=1 Hz, although it will be ⇠ 40 dB down from the

operating frequency band of the source transducer.

Figure 4.8 , 4.9 , 4.10 , shows comparisons of active time series and noise cor-
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Figure 4.7: Characteristic curve of the sources used. Moving from f = 6� 14 kHz
down to f = 1 kHz means 40 dB down.

relations, normalized to their maximum, filtered at f = 0.5� 1.5 kHz, f = 1� 3 kHz,

and f = 2� 4 kHz, respectively. For passive data results, an average of 20-min cross-

correlations are used, based on the emergence rate of NCF (see Figure 4.5). To compare

the arrival time structure of ambient noise to the active sources, we have used reference

receivers adjacent to the refrence sources. For instance, for the time series from source

s1 to all of the 16 receivers will have a similar structure with correlations of reference

receiver of r1 and all of the 16 receivers, as receiver r1 and source s1 are adjacent and

the spacing between them is 0.4m. To compare active time series from source s5 to

receivers, we have correlated receiver r9 with all of the 16 receivers, as spacing between

source s5 and receiver r9 is 0.13m (for source-receiver geometry see Figure 4.2).
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The x-axis shows time in second for active data, and correlation time in second

for ambient noise data. The y-axis represents the 16 receivers (1) receiving signals from

a specific source in active case, or (2) correlated with the reference receiver. Four differ-

ent subplots in each figure represents (a) active data from source s1 to the 16 receivers,

(b) active data from source s5 to the 16 receivers, (c) noise correlations of 16 receivers

with the receiver r1, (d) noise correlations of 16 receivers with the receiver r9.

In lower frequency band, the transfer function of the tank calculated using noise

correlations is in agreement with active measurements. In both cases, correlating re-

ceiver r1 and r9 and all of the receivers, the time of the arrivals are extracted accurately

for the direct path, and also for second reflections from tank walls ( see second reflec-

tions in active case Figure 4.6). With increasing frequency band, the SNR of active

data gets stronger whereas the SNR of noise-correlations starts to get weaker, which is

consistent with the frequency spectrum of the noise we shown in Figure 4.3.

Generally when we determine the arrival time of a signal we are interested in the

direct path between the sensors, or from a modeled source to a receiver. A further study

would be to improve the arrival structures to get a better estimation of the time of the

arrivals which would be use for a possible target detection or localization application.

Depending on the practical applications, one can decide which frequency band to use.

For instance, it is not possible to locate the target with a size less than 10 cm, as in

Chapter three. To be able to work in the lower frequency, perhaps a target of length/size

of ⇠ 1m need be considered.
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Figure 4.8: Acoustic response of fish tank at f = 0.5� 1.5 kHz (a) active with source
s1, (b) active with source s5, (c) passive with receiver r1, (d) passive with receiver r9

Figure 4.9: Acoustic response of fish tank at f = 1� 3 kHz (a) active with source s1,
(b) active with source s5, (c) passive with receiver r1, (d) passive with receiver r9
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Figure 4.10: Acoustic response of fish tank at f = 2�4 kHz (a) active with source s1,
(b) active with source s5, (c) passive with receiver r1, (d) passive with receiver r9

4.4 Conclusion

The experimental data obtained in a reverberating tank were analyzed using co-

herent processing of ambient noise recordings, and compared to the results obtained

using active sources. The differencing approach is implemented in terms of cross-

correlations, and the analysis is done over several frequency bands for f = 0.5� 1.5

kHz, f = 1�3 kHz, and f = 2�4 kHz. Furthermore, it was shown that the amplitude

of the coherent waveforms build up proportionally to the square root of the recording

time. Using only the ambient noise recorded at the receivers, the local time domain

Green’s function was accurately extracted. The study is a validation of active probing

without active sources in a laboratory experiment.
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Chapter 5

Conclusions

This thesis presented data-based acoustic and seismoacoustic sensing methods

using minimum a priori information with a focus on differencing approaches. The main

conclusion from Chapter two, three, and four, respectively, is that it is possible to (1)

extract seismic information without using seismometers, (2) perform an active local-

ization without a complex propagation model, and (3) perform an active probing using

only ambient noise. The differencing approaches in each Chapter are implemented as

(1) acoustic pressure field differences for estimation of the vector quantities analogous

to seismic data, (2) change in field amplitudes between target-free and target-present

cases, (3) cross-correlations as a measure of the difference of ambient noise recorded at

the receivers.

In chapter two, we show that it is possible to extract low-frequency seismic in-

formation without using seismometers. We have used IMS hydroacoustic network data

in the very low frequency regime ( f = 0.01� 0.05 Hz), to demonstrate that these sta-

75
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tions can also be used as water column seismometers. The differencing approach is

implemented as the gradient of the pressure fields. Measuring the pressure gradient

between two closely separated ( with respect to wavelength) points is equivalent to a ve-

locity measurement. Thus within this low frequency band, by differencing the acoustic

pressure, we obtain vector quantities analogous to what a seismometer would record.

Comparing processed hydrophone station records of the 2004 Great Sumatra-Andaman

Earthquake with broadband seismograms from a nearby island station, we find that the

differenced hydrophones are indeed a practical surrogate for seismometers. Consistent

with the physics, transverse Love waves in the water column do not couple, whereas

P waves and Rayleigh waves with radial and vertical motion do couple. A slowness

analysis using only the pressure recordings at the three hydrophones has shown that it

is possible to determine the direction of the source location at a single IMS hydrophone

station.

In chapter three, experimental data from a highly reverberating tank were ana-

lyzed for target localization using a data-based sensitivity kernel approach. The experi-

ment consisted of measurements without the target, and with the target at a sparse set of

points inside the tank. The differencing approach is implemented as the change in the

amplitude between target-free and target-present fields. Experimental sensitivity kernel

is constructed for the target at the grid points using the direct path arrivals, and com-

pared to the theoretical sensitivity kernel. Having shown that experimental sensitivity

kernel matches the theoretical sensitivity kernel, a target localization is implemented (1)

using only the direct-path, and (2) including later arrivals. The experimental observa-
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tions show that target localization is successful using only the direct path, and including

later arrivals from the tank wall and the bottom/surface reverberation enhances the lo-

calization results.

Finally, chapter four examined ambient noise measured inside a cylindrical tank.

The amplitude of the coherent waveforms build up proportionally to the square root of

the recording time. By comparing with active sources, we have shown that it is possible

to estimate the tank’s acoustic response (i.e. Green’s function) using only ambient noise.

The arrival structure of the noise correlations were found to match with the expected

arrival times. Hence, the work presented here is a validation of active probing without

active sources in a laboratory set-up.
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