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Acoustic Emission in a Fluid Saturated Heterogeneous Porous Layer 
. with Application to Hydraulic Fracture 

James Tuman Nelson 

Abstract 

A theoretical model for acoustic emission in a vertically heterogeneous porous layer bounded by 

semi-infinite solid regions is developed using linearized equations of motion for a fluid/solid mixture 

and a reflectivity method. Green's functions are derived for both point loads and moments. Numeri­

cally integrated propagators represent solutions for intermediate heterogeneous layers. in the porous 

region. These are substituted into a global matrix for solution by Gaussian elimination and back­

substitution. 

Fluid partial stress and seismic responses to dislocations associated with fracturing of a layer of rock 

with a hydraulicly conductive fracture network are computed with the model. A constitutive model is 

developed for representing the fractured rock layer as a porous material, using commonly accepted 

relationships for moduli. Derivations of density, tortuosity, and sinuosity are provided. 

The main results of the model application are the prediction of a substantial fluid partial stress 

response related to a second mode wave for the porous material. The response is observable for rela­

tively large distances, on the order of several tens of meters. The visco-dynamic transition frequency 

associated with parabolic versus planar fluid velocity distributions across micro<rack apertures is in 

. the low audio or seismic range, in contrast to materials with small pore size, such as porous rocks, for 

which the transition frequency is ultrasonic. 

Seismic responses are predicted for receiver locations both in the layer and in the outlying solid 

regions. In the porous region, the seismic response includes both shear and dilatational wave arrivals 

and a second-mode arrival. The second-mode arrival is not observable outside of the layer because of 

its low velocity relative to the dilatational and shear wave propagation velocities of the solid region. 



Structural dislocations and fluid volume supply are represented by linear combinations of moment ten­

sors for the solid and fluid phase. Fluid flow is included as an independent parameter in the moment 

tensor representation for dislocation of the porous material. Reverse fluid flow into the void left by a 

dilatational fracturing process has a substantial effect on the character of the fluid partial stress and 

seismic responses. 

Michael M. Carroll 

Dissertation Committee Chair 
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Chapter 1: Introduction 

Biot's equations of motion are applied to a densely fractured fluid-saturated heterogeneous layer 

bounded by semi-infinite solid regions to calculate seismic displacement and fluid partial stress 

responses to point loads and symmetric moments. Sources are located on the vertical axis of a 

cylindrical coordinate system, with receivers at the center of the fracture layer and in the competent 

elastic regions. A displacement stress representation for the porous matrix and an extension of a 

reflectivity method for synthesizing the seismic response of vertically heterogeneous elastic isotropic 

media are used for solving the boundary value problem. Spectral responses are obtained at each 

receiver location by Hankel transform inversion and Fourier summation of displacement stress com­

ponents, from which temporal waveforms are computed via the fast Fourier transform. The solutions 

thus obtained are complete Green's function for both point loads and symmetric moments. 

The principal motivation for and application of the model is the synthesis of seismic and fluid pres­

sure waves caused by acoustic emissions in a densely fractured saturated rock layer. The model is 

intended to provide a basis for interpreting seismic and fluid partial stress responses during hydraulic 

fracturing, and aid development of hydraulic fracture monitoring techniques. With minimal or no 

adjustment, the model can be used for studying acoustic emissions from fault zones, which may be 

indicators of incipient fault rupture. Another example is the propagation of ground vibration in verti­

cally heterogeneous soils from subsurface sources, requiring a straight forward adjustment of the 

boundary conditions to include a free surface. There are practical limitations of the model related to 

the acoustic wave, or second mode, phase velocity, which will preclude its use for some materials 

where pore dimensions are very small. 

1.1 Acoustic Emission in Fluid Saturated Porous Media 

The general subject of this dissertation concerns the response of a fluid-saturated porous layer to point 

loads and moments. There is limited literature on this subject, though there are a number of notable 

contributions regarding Green's functions for unbounded homogeneous media Some of the pertinent 

literature are mentioned below. 

Burridge and Vargas (1979), use Laplace transform procedures to compute Green's functions for 

infinite homogeneous fluid saturated porous materials in the time domain. Four scalar potentials are 

used, and solutions for large time are obtained by saddle point analysis. A dilatational wave is found 
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to propagate at the P-wave velocity of the solid, obtained by constraining the fluid to move with the 

solid The P-wave exhibits a Gaussian shaped velocity dispersion, evidently related to high frequency 

energy dissipation at a rate proportional to the square of frequency. A shear wave is obtained, with 

similar velocity dispersion. Finally, a long term diffusion wave is obtained. In a related paper, Min­

zoni and Vargas (1981), discuss the propagation of precursors to the arrival of the main content of the 

fast P-wave, indicating that the Gaussian velocity profile is actually on a pedestal with finite arrival 

time. Thus, the principle of causality is not violated. The precursors are of very low amplitude. 

Norris (1985) obtained spectral, or time harmonic, representations of Green's functions for point loads 

in isotropic homogeneous infinite media and discusses reciprocity relations and scattering from inclu­

sions. Temporal responses are obtained for the case of zero fluid viscosity, in which case the coupled 

dilatational waves and the shear wave propagate as delta-function pulses. In the presence of viscosity, 

asymptotic approximations indicate that the fast dilatational wave and the shear wave exhibit Gaussian 

shaped dispersion, and the slow wave is purely diffusive, as with the solutions by Burridge and Var­

gas. Norris' approach is used to develop the representation theorem used here. 

Bonnet (1987) takes issue with the methods of Norris, and employs thermodynamic analogies to 

develop basic singular solutions for pore-elastic materials, using fluid divergence rather than displace­

ment as the fundamental field quantity describing fluid motion. Use of the divergence allows 

specification of fluid volume source terms directly, rather than requiring differentiation of point load 

Green's functions with respect to position to develop fluid volume source representations. In fact, 

Bonnet indicates that Norris' approach is inadequate to represent fluid volume sources, because the 

fluid is incapable of supporting a point load The use of a point load applied to the fluid is a 

mathematical convenience, however, and at finite frequency the response functions are well defined. 

Boutin, Bonnet, and Bard, (1987), compute Green's functions for infinite and stratified poroelastic 

media, using the thermo-dynamic analogy discussed by Bonnet, (1987). Boundary element procedures 

are employed to compute responses to dipole and fluid volume supplies in a poroelastic layer over a 

uniform half-space. This work comes closest to the work described here, regarding the Green's func­

tions for dislocation and fluid volume sources in a porous layer. 

Bowen and Lockett (1983) compute Green's functions for a point load acting on the surface of a 

poroelastic inviscid fluid saturated layer resting on an impervious rigid surface. The results of the 

analysis indicate the need for including inertial effects to compute resonance displacements at certain 
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frequencies. Procedures are described for computing the response. functions. The analysis is limited 

to uniaxial displacements and compression. 

Dereciewicz discusses, in a series of papers, the effects of boundaries on wave propagation in fluid­

saturated porous media. (See Dereciewicz, 1964, for a list of references.) Yamamoto (1983), employs 

. a propagator matrix representation to study propagation of waves through continuous vertically hetero­

geneous porous materials of constant porosity. The approach used by Yamamoto is very similar to 

the approach used here, though load and moment sources are not considered. Berryman, et al, 1983, 

evidently use a propagator matrix representation to study pulse propagation in fluid-saturated homo­

geneous layers, though this reference was not obtained for review. 

1.2 Relevance to Hydraulic Fracture Monitoring 

Hydraulic fracturing is a method for enhancing petroleum and geothermal reservoir production and 

developing hazardous waste repositories. Monitoring of hydraulic fracture growth, azimuth and other 

properties is an important part of any hydraulic fracture project. Perhaps the most promising mapping 

technique is real-time down-hole monitoring of acoustic emissions, or micro-seismicity, because the 

wavelengths and frequencies are of appropriate scale and standard seismic inversion techniques are 

available to locate sources and determine associated seismic moments. Seismic monitoring is most 

economically performed with sensors in the primary borehole used for fluid injection; costs for dril­

ling to depths on the order of several thousand feet preclude auxiliary boreholes strictly for monitor­

ing purposes on a practical basis. Unfortunately, priinary borehole monitoring may be frustrated by 

tube waves propagating along the fluid-filled borehole. Tube waves are bound-state, or trapped, modes 

consisting of an acoustic wave in the borehole fluid coupled with an elastic wave in the surrounding 

solid material, and may obscure elastic wave arrivals, adding to the "noise" of the monitoring system. 

The source of these tube waves is not clearly identified. Wave conversion at the borehole of incident 

P and S waves due to borehole heterogeneity may be responsible. A more interesting explanation is 

that acoustic energy travels from sources through the fracture fluid in the fracture zone and enters the 

fluid-filled borehole. The ensuing pressure drop at the fracture mouth would induce a fluid volume 

extraction from the borehole and be a particularly efficient source. 

If fluid pressure transients related to acoustic waves in the fracture fluid are sufficiently strong to 

cause tube wave noise during fracturing or after shut-in, (neglecting the noise due to reciprocating 
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fluid pumps) then perhaps they may be useful for providing information about the fracture directly. 

Specifically, the spectral ratios of the fluid pressure and exterior seismic responses may yield informa­

tion on the fracture or micro-fracture apertures. Comparison of arrival times between fluid pressure 

and seismic responses may yield information on the tortuousity of the fracture matrix and bulk 

stiffness parameters. A knowledge of fracture permeability, crack apertures, and tortuousities may 

allow estimating the effective porosity of the fracture matrix, or the fracture volume. A model of 

wave propagation in fluid saturated fracture networks is thus valuable. 

1.3 Hydraulic Fracture Pressure Transient and Seismic Modeling 

There are evidently no prior models of fluid-phase acoustic wave transmission through a hydraulicly 

fractured rock layer with fracture network modeled as a porous material. Diffusive flow models do 

exist for calculating fluid pressure transients at the well head due to pumping and shut-in, but these 

are not suitable for studying high-frequency acoustic wave transmission and attenuation of fluid and 

seismic waves. 

Effective models have been developed for modeling waves generated in discrete fluid-filled cracks. 

Chouet and Julien (1985) developed a finite difference model of the dynamic expansion of a fluid­

filled crack, describing the nature of fluid pressure and elastic wave responses to an incremental 

expansion of a fracture. The work was later extended to three dimensions for a finite size fracture 

(Chouet, 1986). Both of the models include a fluid layer confined between two semi-infinite isotropic 

elastic regions. The method of characteristics is employed to model fluid acoustic pressure responses 

in the fluid layer. Both of these models indicate that significant "acoustic" pressures are generated 

and propagated within the fluid layer as a result of fracture extension. Chouet's models are perhaps 

the most realistic for dynamically modeling hydraulic fractures as discrete fluid layers, and could con­

ceivably be extended to a network of fractures. 

Ferrazzini and Aki (1987) analyze the wave propagation modes associated with a fluid layer 

sandwiched between two semi-infinite elastic regions using a two-dimensional plane-strain representa­

tion. They identify a fundamental symmetric mode of propagation with phase and group velocities 

approaching the acoustic velocity in the limit of short wavelength and zero velocity in the long 

wavelength limit. The fluid is assumed inviscid, so that the decrease in propagation velocity with 

increasing wavelength is not a diffusion effect, but a result of the inability of the semi-infinite regions 
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to provide reactions against the fluid pressure at long wavelength; there is no solid "connection" 

between the two semi-infinite regions. Thus, a model of an infinite fluid layer confined between two 

semi-infinite regions is not particularly realistic, a problem which Chouet's 3-D model of a finite frac­

ture overcomes. The phase velocities computed by Ferrazzini and Aki are compared directly with 

Chouet's results for a 2-D finite length fracture, with good agreement A particular result of the Fer­

razzini model comparison is that the finite dimension of the fracture has a significant influence on the 

phase velocity of the "fundamental" mode. Evidently, the phase velocity of the fundamental mode for 

the infinite layer model exceeds the phase velocities obtained by Chouet's model for various crack 

stiffness parameters. 

Ferrazzini and Aki indicate that the low velocity symmetric mode may be a source of volcanic 

tremor. As an example, a magmatic fluid-filled crack of length 1 km and thickness 0.5 m will exhibit 

a fundamental period of oscillation of 10 sec, 10 times the period obtained based on the acoustic velo­

city of the fluid alone. 

The computer model "SALE" (Amsden, et al, 1980) was employed prior to development of the model 

presented here, for preliminary study of the propagation of a pressure wave in a thin fluid layer due to 

a pressure drop at the tip of a fracture. The model was of limited use for modeling attenuation with 

distance due to the low rates of attenuation found for fracture apertures on the order of a millimeter. 

Secondly, realistic source parameters could not be input to the model, and the boundaries of the fluid 

layer were rigid. Chouet's model mentioned above is considerably more realistic, though cannot be 

used for modeling the geometry of the wave front associated with the pressure wave, a minor 

difficulty. 

5 

Biot (1956b) described the attenuation of acoustic pressure waves in a viscous fluid sandwiched · 

between two rigid boundaries in his now classic discussion of the "friction" between a viscous fluid 

and porous matrix. Later, Biot (1962) generalized fluid-matrix relaxation effects with a "visco­

dynamic" operat.or. These models predict a transition from low frequency behavior of the fluid layer 

characterized by a parabolic velocity profile to high frequency behavior characterized by a nearly 

planar wave front or velocity profile, and a 45 degree phase shift between average fluid pressure and 

displacement. For fluid layers with apertures on the order of millimeters down to perhaps a hundred 

microns, the transition frequency falls between 1 Hz and 1 Khz, well within the range of frequencies 

normally covered by a fracture monitoring network. Thus, Biot's (1956) theory of high frequency 



effects of viscosity and transition frequencies for porous materials is particularly well suited to 

densely fractured rock with large crack apertures. 

The problem of waves propagating within a viscous-fluid-saturated thin layer sandwiched between two 

semi-infinite elastic media was also considered by this author prior to the current model development, 

using potentials. As with the results obtained with "SALE", low rates of attenuation of fluid pressure 

waves were obtained, suggesting that there should be significant acoustic energy at the fracture mouth. 

The model is essentially equivalent to the model used by Ferrazzini and Aki, except that viscosity is 

included. The results of these investigations were not published, though Biot (I 956) summarized the 

main results regarding attenuation with distance for the case of rigid boundaries. 

Narasimhan (1987) considers a hydraulic fracture as a single fluid-filled fracture with characteristic 

permeability and conductivity in a homogeneous elastic medium. Fracture initiation and propagation 

are included. The approach is based on diffusive flow in a finite single fracture characterized by a 

fracture permeability. The work follows a theoretical analysis by Palen and Narasimhan (1981). 

Again, this latter work is concerned with diffusive flow of the fracture fluid over long time periods 

relative to seismic events. 

Mahrer and Mauk (1987) modeled the seismic response of a finite length fluid layer bounded by two 

weakened elastic regions, or low velocity zones, using a two-dimensional plane-strain representation. 

The low velocity zone is bounded in both directions. The numerical solution was by finite difference 

techniques, very similar in scope to Chouet's finite difference model of a fluid filled two-dimensional 

crack, except that fluid motion is neglected. Most of the wave energy is confined to the weakened 

region, with very little escaping to the "outside". The authors indicate that monitoring points may best 

be located within the fracture zone to maximize the amount of information which may be obtained. 

A feature of the model by Mahrer and Mauk is that fundamental "organ-pipe" modes are identified 

with a Rayleigh wave for the un-altered elastic regions surrounding the LVZ. Chouet's model, which 

includes fluid motion, indicates the presence of an acoustic mode, corresponding to a fluid pressure 

pulse propagating down the fracture. Thus the two models consider two entirely different types of 

waves. 
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1.4 Fracture Networks and Continuum Representations 

The above models all represent the fracture as a single discrete fluid layer contained between two 

solid regions. Though this represents conventional wisdom, evidence is provided in the literature sug­

gesting that such a simple idealization may . not be appropriate in all cases. The best example is 

offered by Green and Baria (1987) who report that during stimulation of a hot dry rock geothermal 

well at 2 to 2.6 kilometer depth, numerous acoustic emission events were recorded and mapped. 

These data indicate that the region of seismicity induced by fracturing extended over a cylindrical 

vertical tubular structure measuring 70 meters by 70 meters by about 200 meters. Cross-hole survey 

data indicate that the region of joint dilation corresponds to the region of seismicity. With regard to 

the cross hole survey data, the authors further state: "The attenuation of high frequencies in the region 

of microseismicity suggests that the reservoir is composed of a complex wne of cracks rather than a 

single large fracture." (Mahrer, et al, 1987, p. 131) The authors further identify fluid storage in dilated 

joints as responsible for attenuation. 

Palmer, et al, (unpublished manuscript) compare well bore pressures measured during hydraulic frac­

turing at the Multiwell Experiment Project (MWX) with numerical models which substantially under­

predict the well bore pressure. Order-of-magnitude increases of rock moduli and/or fracture toughness 

are required to simulate the well bore pressure data. One of the possible causes discussed and 

discounted by the authors is that the fracture consists of a network of fractures, either parallel planar 

fractures or a branched network. The authors indicate that approximately 100 parallel fracture strands 

would be required to simulate the observed pressure data, or a very large number of branches. Pal­

mer, et al, further indicate that although micro-seismic data suggest that the fracture wne is larger 

than predicted by a planar discrete fracture model, these micro-seismic events are caused by structural 

transformation of the crack layer surrounding the fracture and shear slippage along micro-cracks, or 

combined shear-tensile failures, not necessarily occasioned by fluid penetration. Palmer, et al con­

clude that the toughness of the fracture is much larger than indicated by laboratory measurements, and 

that the size discrepancy between seismic data and model predictions is due to shear slippage in joints 

or natural fractures ahead of the main fracture, producing a densely cracked layer around the main 

fracture. · 

Hull, et al, (1987) investigate the use of continuum representations to simulate discrete fracture net­

works associated with geothermal systems. These authors suggest that the spatial distribution of 

7 



pressures are reasonably well represented by a continuum, but that tracer and heat transport. related to 

fluid flow distribution, are not. The authors point out that a significant portion of the total porosity 

may not be conductive, drawing a distinction between "active" porosity and "total" porosity, where 

fluid flow is dependent on the "active" porosity. Effective modeling of fluid flow in geothermal frac­

ture networks is best achieved by use of the active porosity. 

Long and Witherspoon (1985) study the permeability of discrete fracture networks. Directional per­

meabilities are determined and compared with results obtained for an ideal porous material. The con­

clusion is that as fracture lengths increase, the degree of interconnection and permeability of the frac­

ture system increases. Fracture systems with short but dense fractures behave less like porous media 

than do systems with longer but less dense fractures. 

The application of continuum representations of fluid conduction to fracture networks in rock is ques­

tionable, and depends on whether or not sufficiently high fracture or crack densities exist. The crack 

density is a measure of the ratio of the volume represented by the cube of the crack radius to the 

volume per crack, which is in turn directly related to the effective bond occupation probability 

employed in percolation theory (Long and Witherspoon, 1985). For some types of rock a single or a 

few discrete fractures may comprise the fracture network, while for others, the fracture network may 
\ 

consist of numerous interconnected fissures with fluid conductivity approximating that of a continuum. 

Weber and Bakker (1981) provide a compendium of fracture and vuggy porosities for various reser­

voir rocks, an area of intense interest to oil producers. Fracture porosities, distinct from vuggy porosi­

ties, may range from a fraction of a percent to as high as 8 percent Examples include fractured 

cherts from the Santa Maria area of California, (5 to 8%), and fractured tuffs and igneous rocks found 

in Germany and Russia (2 to 8%). Crack apertures found in these systems are as large as several mil­

limeters. At the low end are porosities on the order of 0.01 % to .1 %, represented by monoclines and 

low-dip anticlines, with crack apertures on the order of 10 tO 100 microns. Thus, the validity of 

Biot's theory for modeling fluid pressure and seismic waves in fractured rock will depend on the type 

of rock and fracturing involved. 

Biot's (1956) theory of wave propagation in porous media has certain desirable features for modeling 

seismic displacements and fluid stresses in densely fractured rock with large crack apertures and high 

fluid conductivity. Fracture networks are usually described with parameters such as permeability, 

porosity, fracture density, etc. These descriptors are contained in the Biot theory, and are fundamental 

8 
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to the concept of a porous material. The micro-fracture apertures contributing to fluid flow are 

sufficiently large such that the transition frequency between low frequency parabolic flow and high 

frequency fluid-solid relaxation falls well below or within the seismic or low audio frequency range. 

This may be contrasted with conventional porous materials, such as unfractured or finely fractured 

rock, for which the transition occurs at much higher frequencies. 

Biot's (1956) theory is exploited here as much as possible within the framework of standard geophysi­

cal theoretical techniqueS to provide a tool for interpreting acoustic emission events in densely frac­

tured rock layers with high fluid conductivity. 

9 
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Chapter 2: Continuum Model For Fractured Media 

A continuum model is discussed for application of Biot's equations of motion to saturated fractured 

rock. The discussion begins with a comment regarding the validity of using a continuum representa­

tion for fluid motion in fracture networks. Definitions are given regarding the macromechanical quan­

tities appearing in Biot's equations, and the micromechanical quantities associated with the consti­

wents. Kinematical arguments based on volume averaging are given for estimating the mass coupling 

parameter between solid and fluid constituent velocities. Bruner's (1976) formulae for the modulus of 

elasticity and Poisson ratio of materials containing fractures are used to estimate moduli for the dry 

fractured rock matrix. These moduli are combined with the relations given by Biot and Willis (1957) 

to determine the moduli appearing in Biot's equations. The "torblosity"· and "sinuosity" parameters 

describing the effect of geometry on inertial coupling and friction between the fluid and solid consti­

wents are included. Fundamental limitations are placed on the crack density parameter to support 

fluid conduction, limiting the porosity to a small but finite value depending on crack aspect ratio. 

2.1 Continuum Approximation 

Long and Whitherspoon (1985) performed numerical studies of fracture networks to determine those 

characteristics statistically consistent with continuum approximations for porous materials. An impor­

tant parameter is the "effective bond occupation probability," C. (Engelman, et al, 1983) given by: 

(2.1) 

where AA is the number of fractures per unit area for two dimensional problems, and r is the mean 

fracture length. A critical value c· exists such that if C > c· , the material will become more permeable 

as the area of the material is increased. Conversely, for C < c• , the material will become less perme­

able with increasing area. 

The results of Long and Witherspoon suggest that for a two-dimension geometry and length-density 

value of fA.A = .288, (with dimension L -1), the critical bond occupation probability, c·, is approxi­

mately 8, above which the continuum approximation appears to be acceptable for modeling diffusive 

flow. Thus, if the fracture network is made up of sufficiently long fractures, the permeability of the 

fracture network approaches that of a continuum for a sufficiently large region, and is approximately 

isotropic provided that there is no preferred orientation for the fractures. For fractures with preferred 

orientation, the permeability will have tensor character. 
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Long and Witherspoon describe the departure of numerically computed permeabilities for fracture net­

work models from continuous media permeabilities by a "normalized mean square error," or NMSE. 

The NMSE describes the "least squares fit" of the norm of a second rank tensor to the measured or 

numerically derived permeabilities of a fracture network over all possible angles. Again, for 

sufficiently large fractures, the apparent density of the fractures increases, promoting permeability, and 

for sufficiently large volumes, the NMSE approaches zero, corresponding to a continuum. The work 

of Long, et al, (1985) suggest that for an effective bond occupation probability, ~.of 8 , the NMSE is 

roughly about 0.3. 

A physical interpretation of the effective bond occupation probability for two dimensional problems 

may be obtained by requiring that the mean fracture length, r. be greater than the diameter, d. of the 

area per fracture (distinct from the actual fracture area) given by the inverse of the area fracture den­

sity (A."). In this case, 

(2.2) 

a result within a factor of two of that suggested for ~ by the work of Long and Witherspoon. The 

above requirement is thus a practical rule of thumb for determining the minimum value of C necessary 

for the fractured zone to support fluid conduction. 

The above rule of thumb will be generalized to three dimensions by requiring that the fracture mean 

diameter exceed the diameter of the spherical volume per fracture, as a minimum. In this case, if n 

is the number of fractures per unit volume, and r is again the mean fracture diameter, then 

C=1tnP > 6 (2.3) 

As will be discussed below, Cis directly related to the crack density parameter employed in studies of 

fracture mechanics, and also to the ratio of porosity to crack aspect ratio. Thus, lower limits will be 

placed on these descriptors, below which fluid conduction will be considered nonexistent. 

The fracture network is assumed to be isotropic to allow a "first cut" at modeling seismic and fluid 

pressure responses. Although anisotropy may be significant, the fundamental character of the 

responses should be obtained. 
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2.2 Micromechanical and Macromechanical Descriptions 

The macromechanical quantities used in Biot's theory are volume averages of the corresponding 

micromechanical quantities of the constituents. Thus, the micromechanical description of the porous 

matrix includes the pore or crack geometry, flow geometry, intrinsic moduli for the solid portion of 

the porous matrix, and so forth. Definitions are presented below to clarify the relationships between 

these two descriptions. 

The volumes occupied by the fluid and solid constituents are given by: 

(2.4a) 

V,. = IH,. (x')dv' (2.4b) 

V = I[H,.(x')+H1 (x')]dv'= Idv' (2.4c) 

where R is the region of integration occupied by the mixture of solid and fluid constituents, and 

H1 (x) and H,. (x) are sampling functions such that if R,. and R 1 are disjoint regions occupied by the 

solid and fluid constituents, respectively: 

H1 (x)= 1 ,H,(x)=O,xeR1 

H1 (x)=O,H,.(x)= 1 ,xeR,. 

(2.5a) 

(2.5b) 

Thus, V,. is the volume occupied by the solid material, v1 is the volume occupied by the fluid 

material, and V is the volume occupied by the combined solid and fluid constituents in the region of 

integration, R . 

Macroscopic quantities are described as volume averages of micromechanical quantities. For exam­

ple, a field quantity cjl assigned to the fluid component may be computed from its corresponding 

micromechanical field quantity <I>' by 

cj>(x) = :, I<~>' (x')H1 (x')dv '=<<I>' (x)>/ (2.6) 

x'eR 

The subscripted brackets denote the average over the region occupied by the respective individual 
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constituent. Examples include fluid and solid displacements. However, partial stresses associated 

with the fluid or solid parts of the mixture are obtained by using the above formula and multiplying 

the result by the ratio of the respective constituent volume to the total volume. 

The region, R, is large enough such that the medium can be considered as a continuum, though small 

enough to assign a quantity to the macroscopic field variable at the position, :x. For example, the 
I 

region R may be a ball of radius r centered at :x. Values of ~ at adjacent points are computed with 

similar integrals over regions which may overlap. Similar techniques are used by Drew (1971 ). 

2.3 Porosity 

The porosity, ~. is the ratio of pore volume to total volume, or, equivalently, for a fluid saturated con­

dition, the ratio of fluid volume to total volume: 

(2.7a) 

The ratio of porous solid volume to total volume is 1-P: 

(2.7b) 

The porosity varies with position :x, but not with time, consistent with the use of linearized constitu­

tive relations for the porous material. Chemical reactions producing variations in porosity are 

excluded. 

Finally, a realistic fracture network will contain nume~us dead ends and not necessarily be well 

represented by a regularly jointed medium. In this case, the effective porosity will be different from 

the actual porosity. For the purposes of modeling, the effective porosity will be assumed identical to 

the actual porosity, so that all the fluid participates in the wavemotion. 

2.4 Biot's Equations of Motion 

Biot's (1956) time transformed equations of motion for fluid-saturated porn-elastic isotropic materials, 

augmented with body force terms, are: 

(2.8a) 
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CJ;i J (x,ro) + i rob (x,ro) [ U; {x,ro)- u; (x,ro)J + /; (x,ro) 

-ro
2[P2I u, (x,ro) + P'12Vi (x,ro)J = (2.8b) 

s ,i (x,ro)- i wb {x,ro)[ U; (x,ro)-u; (x,ro)] + F; (x,ro) 

The following constitutive assumptions detennine the partial stresses: 

CJ;j(x,ro) =[A (x)S;jSA:l +N (x)(SU: sjl + S;,SjAJ] Uj;,/ (x,w) + Q (x)S;j U;J (x,ro) (2.9a) 

s (x,ro) = Q (x,ro)u1 ,1 (x,ro) + R (x,ro)U1 ,~: (x,ro) (2.9b) 

The notation used above are defined as follows: 

f>;i is the Kronecker delta, 

Pa13 are mass density parameters, 

A , N, Q, and R are position dependent moduli for the porous solid and fluid constituents, 

CJ;i are the partial stresses associated with the porous solid, 

s is the isotropic partial stress associated with the fluid, 

b is a friction coefficient describing the dissipative forces produced by relative motion between 

the fluid and solid constituents, 

/; is the body force per unit volume acting on the porous solid 

F; is the body force per unit volume acting on the porous fluid 

u, is the macromechanical displacement field of the porous solid 

U; is the macromechanical displacement field of the porous fluid 

ro is the angular frequency 
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x is the position coordinate 

Implicit in the above formulation is the Fourier transform with respect to time: 

-i (ro) = J I (t )e..;(J)t dt (2.10) 

'-
Thus, the time derivative operator, ;, , is replaced by i ro in going from the temporal to the spectral 

domain. The sign convention for the argument of the exponent is chosen to remain consistent with 

Biot's formulations for the frequency dependent effects of fluid motion through a porous matrix, and 

is opposite to the current popular convention in seismology. 

Biot's equations determine the coupled acceleration of matrix and fluid constituents as sums of diver­

gences of partial stresses, friction resulting ftom fluid flow relative to the matrix, and assigned body 

forces. The constitutive relations given for the partial stresses are isotropic, but the moduli may. vary 

with position. Specifically, the moduli will be functions of vertical coordinate, z. 

The partial tractions, t;, associated with the partial stresses, CJ;i, are the average tractions applied to 

the solid portion of the porous matrix over an element of total area: 

11· t; (x) = A _'; (x')H8 (x')da' (2.11a) 

Similarly, the partial traction, T;, associated with the fluid stress, s, is the average traction due to the 

fluid's micromechanical stress, or negative of pore pressure, over the same macroscopic area element. 

T;(x)=- T;(x 1 (x')da 11• ')H 1 

A , 
(2.llb) 

The sum of the ·partial tractions is equal to the total traction applied to the element of area. The 

definitions of the partial tractions (and thus partial stresses) are thus different from those used for 

defining the displacement fields, in that the integrals are normalized by the total area (or volume) of 

integration, rather than that associated with the particular constituent 

2.5 Displacement and Velocity Fields 

The displacement fields appearing in Biot's equations for the porous solid and fluid constituents are 

defined as averages of the corresponding micromechanical displacement fields of the solid and fluid 
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constituents over their respective regions of occupation. The sampling functions are used to define 

the region of integration for the mixture, a region which consists of disjoint regions occupied by the 

solid and fluid constituents. Thus, for the displacement field of the porous matrix: 

u;(x)= ~~ Iuf(x')H6 (x')dv'=<ul>6 (2.12a) 

and for the fluid displacement: 

U;(x)= :I Iu{(x')H1 (x')dv'=<u{>1 (2.12b) 

where ut and u{ are the micromechanical displacement fields of the solid and fluid parts, respectively. 

The integral over the region R is divided by the fractional volume occupied by the particular consti­

tuent, rather than by the volume of the region R . Thus, the displacements are averages over the 

respective constituent regions. 

Similarly, the macromechanical velocity fields v; and V; for the solid and fluid constituents, respec­

tively, are defined with respect to the micromechanical velocity fields vf and v{ by the same averag­

ing operation: 

v;(x)= ~~ Ivf(x')H,(x')dv'=<v{>6 

2.6 Densities 

The density parameters appearing in Biot's equations are related as: 

where 

Pu (x) + pdx) = Pt(X) 

P12(x) + P22(x) = P2(x) 

Pt (x) + P2(x) = p(x) 

(2.13a) 

(2.13b) 

(2.14a) 

(2.14b) 

(2.14c) 
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p 1 is the macroscopic density of the .porous matrix 

p2 is the macroscopic density of the porous fluid 

p is the density of the combined porous solid and fluid mixture. 

The average density, Pit is related to the density of the solid portion of the porous matrix, p ... by 

(2.15a) 

and the average density p2 is related to the fluid density, p1 , by: 

(2.15b) 

2.7 Induced Mass -

The density p12, is the "induced mass" resulting from inertial coupling between the porous solid and 

fluid average accelerations. The induced mass is the result of the deviation from rectilinear motion of 

the micromechanical fluid flow through the porous solid, and has been the subject of much discussion 

and experimental study by Plona and Johnson (1984) and Berryman (1981) The induced mass is one 

of the more fascinating features of the Biot theory from the standpoint of mixture theory. 

Given the porosity, the densities p 1 and p2 are determined. If the induced mass p12 can be estimated, 

the remaining densities p11 and Pzz are then determined. Therefore, a procedure is given below for 

estimating the induced mass for a fracture network, or any pore geometry, purely from kinematical 

considerations, though the procedure will not be used here for quantitative calculations. 

The total kinetic energy of the region R of volume V in the macromechanical description is (Biot, 

1956): 

(2.16) 

Again, R is small enough such that the macromechanical field quantities are reasonably constant in R. 

In the micromechanical description, the kinetic energy is 

(2.17) 

Assuming that the densities of the fluid and solid constituents are approximately constant over their 
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respective ·solid and ·fluid ·regions, consistent ·with the linear approximations inherent in the Biot 

theory, the kinetic energy becomes: 

T 1 r''Hd' 1 r''Hd' =2p,~V;V; , V +2Pt ~v, v, I v (2.18) 

Equating the micromechanical and macromechanical expressions for the kinetic energy, and using the 

definition· of :porosity: 

(2.19) 

Because Pu=(l--,~)p,·-P12 and Pzz=~Pt-Pl2• the above.relations:may be rearranged to obtain an 

expression for the induced mass: 

(2.20) 

'Thus, the induced mass is given by the differences between the mean square velocities and the 

squares of .the corresponding macromechanical velocities, weighted by the constituent densities. Since 

~~~1. the induced mass is.always negative, as noted by Biot (1956). 

Defining velocity defects !J..vfand.fJ..v{ by 

!J..vf=v{-v; (2.21a) 

fl.v{ =v{ -V; (2.21b) 

the above 'expression for the induced mass can be rearranged and expressed as: 

(2.22) 

The induced mass is determined by the deviations of the micromechanical velocity fields averaged 

over their respective regions Rs and R1 , together with the relative macromechanical velocities. 

As an alternative, by rearranging the previous relation, (2.21), for the induced mass, the following 

may be ·obtained: 



· {<(vt-V;)(vf-V;)>, · } {<(v{-v;)(v{-v;)>t } 
P12=-(1-~)p -1 -~PI -1 6 (V;-Y;)(V;-Y;) . (V;-Y;)(V;-Y;) 

If tortuosities as and a1 are now introduced: 

<(vf- V;)(vf- V;)> .. 
as= 

(V; - v; )(V; - v;) 

<(v{ -v;)(v{ -v;)>J 
a,= · (V; -v;)(V; -v;) 

the induced mass can be expressed concisely as: 
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(2.23) 

/(2.24a) 

(2.24b) 

(2.25) 

The tortuosity for the solid is the mean square deviation of the micromechanical velocity field of the 

solid from the fluid mean velocity field, normalized by the square of the relative velocity between 

fluid and solid constituents. Similarly, the tortuosity for the fluid phase is the mean square deviation 

of the micromechanical fluid velocity field from the mean velocity field of the solid, again normalized 

by the square of the macromechanical relative velocity field. 

For rigid porous solids, a simplification may be obtained because the micromechanical velocity field 

will be equivalent to the macromechanical velocity field. Then, the solid region tortuosity will be 

unity, giving: 

(2.26) 

Equation (2.26) is equivalent to that described by Plona and Johnson (1984) with respect to the tor­

tuosity, a.. The tortuosity, a1 , shall henceforth be identified with the tortuosity, a. found in the litera-

ture. 

Plona (1980) has demonstrated the existence of the induced mass for glass beads immersed in fluid, 

and both Plona and Johnson discuss relations between tortuosity and porosity for porous materials 

such as soils or rocks characterized by spheroidal grains. For these materials, the tortuosities are on 

the order of unity. 

Equation (2.24b) is a recipe for the induced mass or tortuosity, given the micromechanical velocity 

field of the fluid and assuming that the micromechanical velocity field of the solid is constant over the 

region of integration. Determining the micromechanical velocity field of fluid flow in fractures would 



20 

require detailed fluid flow analyses. For example, the fracture networks modeled by Long and With­

erspoon may exhibit high tortuosities for relatively low apparent fracture densities or short fracture 

lengths. If the velocity field can be calculated for a given net average fluid flow, then the tortuosity 

can be determined for modeling purposes. 

An expression mentioned by Plona and Johnson (1984), evidently due to Berryman (1980), for the tor­

tuosity as a function of porosity for isolated spherical solid particles (a canonical porous material) is: 

(2.27) 

For very low porosities on the order of 3%, the estimated tortuosity is about 17. 

If the micromechanical fluid velocity is approximately equal to the average velocity, V, multiplied by 

the ratio of the tortuous path length, I, between two points to the straight line distance, L , between 

the points, then the tortuosity is simply: 

(2.28) 

The tortuosity is thus closely related to the square of the relative path length. For regularly jointed 

rocks such as considered by Morland (1974), the tortuosity may be relatively low. For a regularly 

jointed square fracture network in two dimensions with distance between opposite vertices of 1, the 

tortuous relative path length is 1.4, and the tortuosity factor for fluid flow between opposite vertices is 

thus 2, regardless of porosity. Thus, the above expression for tortuosity appearing in the literature for 

conventional porous materials is not appropriate for fracture networks. Rather, tortuosity should be 

based on mean square path length differences, or, more precisely, by mean-square velocity distribu-

tions. 

The tortuosity should have a significant effect on the arrival time of the acoustic "slow" wave 

predicted by Biot's theory. Conversely, the fluid tortuosity might be estimated acoustically by com­

paring arrival times between fast and slow dilatational waves. As pointed out by Johnson (1984), the 

tortuosity might also be determined by electrical means, since the resistivity of the fracture network is 

directly related to the length of the path followed by the electrical current 
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2.8 Moduli 

A number of constitutive coefficients for the partial stresses must be determined. Universal relations 

exist (Biot and Willis, 1957) between the various moduli which reduce the number of assumptions 

required to define the constitutive coefficients. Equivalent relations will be used to estimate the 

moduli, given values for the bulk stiffness of the fractured rock under dry conditions and the shear 

stiffness, represented by formulae developed by Bruner (1976) and evaluated by Zimmerman (1985). 

Following the procedures of Biot and Willis (1957) relations are developed below between these 

moduli. 

2.8.1 Hydrostatic Test 

If a fluid saturated porous material is immersed in a fluid and then pressurized, the micromechanical 

stress within the solid portions of the matrix will be hydrostatic and equivalent to the negative of the 

pore pressure, in turn equivalent to the hydrostatic pressure of the fluid. Under this condition, the 

constitutive relations for the partial stresses give: 

<Ju =(3A +2N)ulr.) +3QU~r.;~r. (2.29a) 

s=Quu+RUu (2.29b) 

The trace of the partial stress for the porous matrix is equivalent to the trace of the micromechanical 

stress of the solid portion of the porous matrix, averaged over the region R containing the combined 

fluid and solid materials: 

CJ=-3(1- P>P (2.30) 

Similarly, the partial stress for the fluid constituent is equivalent to the negative of the pore pressure, 

averaged over the fluid regions: 

s =-PP (2.31) 

Under hydro-static compression, the pore geometry will shrink but will not distort, nor will the poros­

ity be changed. Thus, the volumetric strains of the solid and fluid constituents are given by: 

(2.32a) 

(2.32b) 
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where K. and K1 are the micromechanical bulk moduli for the solid and fluid materials, respectively. 

These relations can be derived by considering volume integrals over a region R and assuming that the 

pore geometry is unchanged under hydrostatic pressure. 

As pointed out by Biot and Willis (1957), the relation between pore pressure, p. and dilatation of the 

fluid, given by the second of the above relations, will be "strictly valid only for materials such that 

the pore volume and the bulk volume remain in constant ratio." Biot and Willis further provide pro­

cedures for the case when the above does not hold. For this study. the special case of constancy of 

ratio between pore volume and bulk volume shall be assumed. 

Combining the above relations, obtain: 

(2.33a) 

(2.33b) 

2.8.2 Jacketed Test 

If the sample undergoes a jacketed test. where the porous solid is subjected uo an isotropic stress but 

the pore pressure is relieved by draining, then the matrix bulk modulus for the "drained" or "dry" con­

dition may be determined. Thus. during a jacketed test: 

(2.34a) 

(2.34b) 

Using the second of these relations in the first, 

"" = [3A +2N-3 ~1 
]••• 

(2.35) 

from which the bulk modulus for the fractured rock with zero pore pressure is deduced as 

B = 3A +2N -~ 
3 R 

(2.36) 

This relation was also obtained by Biot and Willis (1957). If the bulk modulus, K., for the drained 

condition and the shear modulus. N. can be measured or estimated, then the above equations deter­

mine A • Q • and R : 

"' 
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(2.37a) 

(2.37b) 

(2.37c) 

2.8.3 Reconciliation with Equations of Biot and Willis 

Equations (2.37a) through (2.37c) are equivalent to those of Biot and Willis (1957), given in tenns of 

the coefficient of fluid content, y, and the coefficient of unjacketed compressibility, li. In the develop­

ment given above, subject to the restriction of constant porosity under hydro-static compression 

obtained during an unjacketed compressibility test, the coefficient of unjacketed compressibility is 
' 

equal to the bulk modulus of the solid material making up the porous matrix: 

The coefficient of fluid content is given by 

1 l);-
K, 

(2.38) 

(2.39) 

These equations reconcile the above relations for the moduli (2.37a,2.37b,2.37c) with the Biot-Willis 

relations. 

2.8.4 Discussion 

Berryman (1981) stated that during the jacketed test, the pore fluid remains both unstressed and 

unstrained. This cannot be true since during such a test, the pore volume will change, thus displacing 

the fluid, producing a volumetric strain of the macromechanical fluid. During the jacketed test, the 

micromechanical fluid dilatation is zero because the pore pressure is zero, but considerable average 

straining of the fluid will have occurred due to displacement of the fluid by the solid. Berryman 
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introduces the above concept as a new result to be compared with the results of Biot and Willis 

(1957). Korringa (1981), in an analysis of Berryman's work, points out that the correct equations 

derived by Biot and Willis, one of which was derived by Gassman (1951) have "withstood thirty years 

of scrutiny." Berryman (1981b) acknowledges the error. 

In another case, Lovera (1987) observes that the pore pressure should always equal the normal com­

ponent of the total stress traction at a boundary. If this were true, the jacketed compressibility test 

would not work. Therefore, Lovera's assumption is invalid. Lovera develops boundary conditions 

between porous and solid materials, boundary conditions which are at odds with those used here and 

with those derived by Deresiewicz (1964) in a series of articles on the subject 

2.9 Fstimation of Elastic Moduli for Dry Fractured Rock 

The problem of identifying Biot's coefficients for the fractured region is reduced to determining the 

moduli for the fractured rock under drained conditions. A number of models have been developed for 

predicting moduli as a function of crack density and geometry. They are primarily intended for appli­

cation to materials with relatively low crack density and crack radii and thus to relatively small reduc­

tions of shear and bulk stiffnesses. Extending the constitutive models for micro-fractured rock charac­

terized by crack radii on the order of a millimeter or less to high fluid conductivity or hydraulicly 

fractured rock with crack radii on the order of a fraction or more of a meter is at best a rough approx­

imation. The micro-crack models, though, yield the proper qualitative parametric dependence of 

stiffnesses and permeability on fracture density and size, and form the basis of the development given 

here. 

2.9.1 Self-Consistent Approximations 

O'Connel and Budiansky (1974,1977) use a self-consistent approximation to estimate the modulus of 

elasticity for rock containing thin fractures. The formulae given by O'Connel and Budiansky for 

moduli of drained elastic cracked solids with crack density, £, for the limiting case of zero frequency, 

are: 

K =1-~[ 1-~z]e 
K 9 1-2~ 

(2.40a) 

G = 1 -~ o-~)(5-~)e 
G 45 (2-~) 

(2.40b) 

... 
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~=V-~ (1-~2)(10v-3~-~) 
45 (2-~) 

(2.40c) 

wher~ K, G, and v are the bulk modulus, shear modulus, and Poisson ratio for the uncracked solid, 

and K, {; , and ~ are the corresponding parameters for the the cracked solid. The crack density, £, is 

given by 

£ = (2n /1t)<A 2/P > (2.41) 

where A is the crack area, P is the perimeter of the cracks, and n is the number of cracks per unit 

volume. The brackets denote an average quantity. Thus, the crack density, £, is actually dimension­

less. For circular cracks, the crack density reduces to 

(2.42) 

where a is the crack radius. 

The authors further discuss two high frequency effects. One of these is the case where the fluid is too 

stiff or the frequency is too high for the fluid to be able to squeeze out of or into the crack, resulting 

in the "saturated isolated" case. At still higher frequencies, the effect of fluid viscosity is so strong as 

to make the fluid behave as a solid, thus adhering the surfaces of the crack together, so that the shear 

modulus for the cracked solid approaches that of the uncracked solid. Transition frequencies are pro­

posed to describe the frequency ranges over which each of these conditions hold. The first of these 

transition frequencies is ro1, for the transition from the "saturated isobaric" to the "saturated isolated" 

case, is: 

(2.43) 

where 2h1 is the crack height, a the crack radius, and h1 Ia the crack aspect ratio. The second transi­

tion frequency, ro2, represents the transition from "saturated isolated" to rigid, as the frequency is 

increased above ~: 

G ht 
~=(-)(-) 

11 a 
(2.44) 

The fact that the crack aspect ratio and not the crack height alone determines these transition frequen­

cies is interesting. As shown by Biot (1956), the ratio of the square of crack aperture to fluid viscos­

ity is the primary factor in determining viscous coupling of the fluid wiW the porous solid. The above 

relations evidently describe a phenomenon not represented by Biot's theory for friction between fluid 

and solid constituents. A theoretical analysis from the point of view of mixture theory and including 
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fluid shear might shed further light on the second of these transitions. 

The above transition frequencies for water with viscosity .00 1N sec lm 2, crack aspect ratio .00 1, and 

bulk and shear moduli for rock on the order of 3x1010N 1m 2 (quartz) are: 

I 1 =5x103Hz 

I 2=5x109Hz 

(2.45a) 

(2.45b) 

If the viscosity were 100 times that of water, corresponding to some of the "frac fluids" used for 

hydraulic fracturing, the above frequencies would be reduced by a factor of 100 to: 

I 1 =50Hz 

I 2::::5x107Hz 

(2.46a) 

(2.46b) 

However, if the crack aspect ratio is 0.01 instead of 0.001, the transition frequencies for water 

become: 

I 1:::: 5x106/-lz 

I 2:::: 5xl010/-lz 

while for high-viscosity frac fluids the transition frequencies are: 

I 1 =5xHfl-lz 

12=5x108/-lz 

(2.47a) 

(2.47b) 

(2.48a) 

(2.48b) 

Assuming that an appropriate crack aspect ratio, cIa, for fractured rock, is between 0.001 and 0.01, 

the above estimates of transition frequencies suggest that the static self-consistent estimates for bulk 

and shear moduli for the drained (but saturated) cracked solid are valid for frequencies up to at least 

50 Hz for high viscosity "frac fluids" in very low aspect ratio fractures, and up to much higher fre­

quencies for water. Thus, for simplicity, the high frequency effects of fluid shear are neglected in the 

present model. 

2.9.2 Bruner's Formulae 

Bruner (1976) introduces the following approximate formulae for calculating moduli for cracked 

media: 
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(2.49a) 

(2.49b) 

where E, and E are the moduli of elasticity for the uncracked and cracked solid, respectively, and v, 

and V are the corresponding Poisson ratios. 

Bruner proposed the above formulae as a modification to the work by O'Connel and Budiansky to 

remove certain difficulties. The first of these difficulties, to paraphrase Bruner, is that the shear 

modulus can become negative for sufficiently high crack density, and Poisson's ratio can exceed 112 

for saturated cracks. Bruner makes the point that the work by O'Connel and Budiansky is based on 

linearized continuum theory, and cannot be expected to predict failure due to cracking, which amounts 

to a phase change. O'Connel and Budiansky (1976) are quick to raise counter arguments to Bruner's 

objections, saying that there are certain "unsatisfying" mathematical derivations in Bruner's develop­

ment. Further, they point out that the self-consistent method is well established in the literature. One 

of the main objections raised by O'Connel and Budiansky to Bruner's theory is that the contribution 

of each crack to the overall strain energy changes in Bruner's model as more and more cracks are 

introduced to the system. They do not offer a clear argument against such a phenomenon, and the 

approach by Bruner appears to be at least as acceptable as that used by O'Connel and Budiansky. 

O'Connel and Budiansky's theory predicts complete loss of shear stiffness for finite fracture densities, 

t:=na 3, on the order of 1.4 for saturated cracks. As discussed below, the crack densities employed for 

modeling fluid conduction are in excess of .24, and range to as high as 2 or 3, substantially in excess 

of the density predicted for failure by O'Connel and Budiansky. The renorrnalization group theoreti­

cal approach of Madden (1983) also suggests cleavage of the rock material at finite fracture density. 

Although the fractured rock may fall apart due to extensive fractures if removed from confinement, it 

may yet be able to support shear in -situ . Bruner suggests that if a massively fractured body is sub­

jected to compressive loading with small deviatoric stress, the body " ... should remain coherent for 

arbitrarily large crack densities." (1976, p. 2573) 

The formulae developed by Bruner predicts a finite shear stiffness for arbitrary crack densities, and, 

moreover, there is no violation of limiting constraints imposed on Poisson's ratio for the dry fractured 

material as fracture density goes to infinity. In practice, the actual shear stiffness in the presence of 

high fracture density may fall between the finite values represented by the work of Bruner and the 
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zero values obtained by O'Connel and Budiansky for sufficiently high crack densities. 

Zimmerman (1985) has developed exact models for spherical pores and has verified Salganik's (1973) 

modified self-consistent method of which the above formulas given by Bruner are approximations. 

Zimmerman and King (1985) point out that direct verification of Bruner's formulae are probably not 

possible due to the difficulty in determining crack density. Zimmerman and King provide a com­

parison of theory with experimental data by relating changes in shear wave velocities to compression 

wave velocities reported by several experimenters, and conclude that the approximate relations pro­

vided by Bruner are reasonable. 

From a modeling point of view, Bruner's formulae for modulus of elasticity and Poisson ratio are 

attractive because of their simplicity and because they will not result in a singular problem at finite 

fracture density when propagating shear and dilatational waves through a medium with varying crack 

density. In view of the work by Zimmerman and King, the equations proposed by Bruner are adopted 

here for modeling fractured rock materials of arbitrary crack density parameter. 

2.10 Crack Density Estimation 

The crack density, identical to that used by O'Connel and Budiansky (1974) for circular cracks, 

appearing in Bruner's formulae discussed above, is given by: 

£=n<a~ (2.50) 

(2.51) 

where n is the number of cracks per unit volume, u is the crack radius and I (u) is a distribution 

function for the radius. To simplify the development, the distribution function is assumed to be given 

by a delta function: 

I (u > = o(u -ao(x)) 

so that the mean cube crack radius at a given point will be given by: 

<a 3>=aJ 

Thus, the crack density parameter becomes: 

£=na6 

(2.52) 

(2.53) 

(2.54) 
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The volume of each "penny-shaped" crack is approximated by 

(2.55) 

where 2h1 is the mean crack aperture over the surface of the crack. If there are n cracks per unit 

volume, each with volume v0, the total volume of cracks per unit volume, that is, the porosity, is: 

(2.56) 

Solving for the crack radius: 

(2.57) 

The crack density parameter can thus be expressed as the product of the porosity, p, and the inverse 

h 
of the crack aspect ratio, ...L: 

ao 

R a0 
£=~-

27t h, 
(2.58) 

Substituting into Bruner's (1976) approximate relations for the modified self-consistent formulae for 

Yoong's modulus and Poisson ratio: · 

8 '"o - ~-­E.= e 91t "t 
E 

4 '"o 
v ~Slt h 
-=e t 
v 

(2.59a) 

'(2.59b) 

Using the standard expressions for bulk and shear moduli for linear isotropic materials, the bulk and 

shear moduli for the drained porous solid are: 

B= E 
3(1- 2V) 

N= E 
. 2(l+v) 

(2.60a) 

(2.60b) 

These expressions are used in the above expressions for the Biot moduli A , Q , and R , where the 

high-frequency effects described by O'Connel and Budiansky are neglected. 
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2.10.1 Minimum Porosity and Crack Density for Conduction 

A constraint is imposed on the porosity to maintain conditions for fluid conduction, discussed above 

in Section 2.1. For a three-dimensional space, require that the mean fracture diameter, 2a 0, exceed 

the diameter of the spherical volume per fracture, .! : 
n 

(2.61) 

Using the relation for fracture porosity, p = 2Ma6h1 , the following minimum fracture porosity must 

be maintained to have a chance for fluid conduction in the fracture network: 

(2.62) 

The minimum value of P is governed by the crack aspect ratio. For an aspect ratio of .0033, the 

minimum porosity required for fluid conduction is about 0.005, or 0.5%. The above are order of mag­

nitude estimates, and should not be interpreted as preferable to estimates of critical crack lengths for 

supporting fracture connectivity made by Long and Witherspoon (1985) or Engelman(1983). A rule 

of thumb is simply proposed for limiting the fracture porosity to a finite value within the fracture 

zone. Below this value, the material is considered solid. 

Generalizing the two-dimensional effective bond occupation number discussed above, the three dimen­

sional effective bond occupation, ~. is given by: 

~=7tn(2aoi (2.63) 

An alternative expression for ~in terms of the porosity,p, is: 

[
h ]-l 

~=4P ~ (2.64) 

Using the above inequality, the effective bond occupation number must satisfy the following, as noted 

at the beginning of this chapter.: 

~>6 (2.65) 



The minimum crack density parameter is simply: 

'">.1...:::: 24 ... 41t . 

The ratio of the crack diameter to the diameter of the specific crack spherical volume: 
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(2.66) 

(2.67) 

Agai.I), the assumption is that this ratio must be greater than one to obtain connectivity and thus sup­

port fluid conduction. 

The value of 3/(47t)= .24 for crack density parameter is relatively large compared to that used for 

modeling shear and bulk stiffness reductions due to cracks. In fact. the range of crack density param­

eter used here is generally in excess of that over which the perturbation approximations employed by 

Salganik(1973) are applied, though within the range considered by Bruner (1976). A crack density 

parameter as high as 1.5 to ~ will be considered, approaching the upper limit of the range considered 

by Bruner. The equations employed for estimating dry cracked solid material stiffnesses may not be 

accurate at such large crack densities. However, an estimate of shear stiffness reduction as a function 

of crack density parameter, or porosity, is required to proceed, and the equations developed by Bruner 

are convenient for this purpose; they predict severe· reduction of shear stiffness for high crack density 

parameter, while maintaining a finite shear stiffness, convenient for modeling. Bruner's formulae are 

thus used here for extrapolation of moduli tO large crack density'parameter. 

2.11 Dissipation 

The next and final constitutive coefficient to be estimated is the friction coefficient, b (ro), appearing 

in Biot's (1956) equations. Biot (1956) presents a simple model of fluid friction for fluid flow 

between two rigid plates. In the low frequency regime, parabolic flow is recovered, while above a 

characteristic frequency, the velocity profile of the fluid becomes planar and the attenuation rate 

changes character. The fluid shear strain at the boundary of the fluid region increases with frequency, 

resulting in greater viscous forces at the boundary, and thus greater dissipation, as well as a 7t/4 phase 

shift of fluid pressure relative to fluid velocity. For water in fractures of the order of a millimeter in 
' 

width, the transition frequency is actually on the order of 1 Hz, within or below the range of seismi-

city associated with hydraulic fracturing. The transitional effect should, therefore, be included in a 
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realistic model, especially as crack apertures are reduced or viscosity is increased. 

Biot's expression for the friction coefficient in the limit of zero frequency is: 

(2.68) 

where T\ is the fluid viscosity, P the porosity, 2h1 the fracture aperture, and C the sinuosity. 

Biot introduces the sinuosity, C. analogous to the tortuosity, a, to represent the effect of a sinuous 

fluid flow path in producing a higher rate of energy dissipation for a given fluid discharge velocity 

than would be the case if the fluid were flowing uniformly in parallel, planar fractures. The calcula­

tion of sinuosity might be determined by equating the energy dissipation per unit volume in the 

micromechanical description to the dissipation for the macromechanical description. The result 

should be similar to that obtained for the tortuosity, depending primarily on the deviation of flow 

from rectilinear motion. For the present purposes, the sinuosity is assumed equivalent to the tortuos­

ity. 

To account for the high-frequency effects of non-Poisseuille flow within the cracks, Biot introduces an 

adjustment to the above expression for the friction coefficient: 

(2.69) 

1 1 

1 i 2K1tanh(i 2K1) 
F(K1)= -

3 1 
1 -

1- ~tanh(i 2K1) 

(2.70) 

i 21(1 

(2.71) 

As Biot (1956) indicates, everything happens as though the static fluid viscosity is replaced by a 

1 

dynamic fluid viscosity given by 'f\F (i 2K1). 
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The following limits apply: 

I 

F(i 2 K1)-+ 1; ro-+0 (2.72a) 

(2.72b) 

The above expression may be simplified considerably: 

b ( ro) = i rop CP 1 ---=
1
;___-

K 1 
tanh(K) 

(2.73) 

(2.74) 

In the time domain, the form of the relation between relative fluid flow and friction is a convolution 

of the relative velocity with a response function describing the relaxation effects associated with rela­

tive average motion between the constituents. The Fourier transform of the above visco-dynamic 

operator is evidently not expressible in closed form, requiring approximate analysis at finite frequency. 

In the frequency domain, the complex friction coefficient simply multiplies the relative fluid velocity. 

as described by Biot (1956). In later papers, Biot (1961) introduces a visco-dynamic operator and 

describes the form of the operator in either the temporal or spectral domain. 

2.12 Crack Apertures 

The crack aperture, 2h1 , appears only in the expression for the friction coefficient as the ratio of the 

square of the aperture to viscosity, provided that the crack aspect ratio is constant. There are three 

cases to consider, all of which affect only the fluid friction coefficient for constant crack aspect ratio. 

In one case, the number of cracks decreases with increasing porosity. An intermediate case is one 

where the number of cracks per unit volume is independent of porosity, consistent with an assumption 

that only existing cracks are expanded as a result of the fracturing process. The third case is where 

the number of cracks per unit volume increases with increasing porosity. Again, for constant aspect 

ratio, the selection influences only the fluid friction term. Examples of theSe conditions follow. 

Assume that the crack aperture is related to porosity by: 

(2.75) 
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If y> 1/3, then the number of effective cracks per unit volume decreases with increasing porosity. In 

particular, for y= 1, the number of cracks per unit volume varies as: 

(2.76) 

The crack aperture decreases linearly with porosity while the number of cracks per unit volume 

increases as the inverse of the square of the porosity, consistent with a fracture process where as 

higher porosities are developed, individual cracks are lengthened and combined to form larger but 

fewer cracks. Another possible interpretation is that of the population of cracks, only a fraction are 

expanded during fracturing, and these dominate fluid flow, so that fewer cracks need be considered as 

porosity increases. 

For y= 113, the second case is obtained: 

(2.77) 

A constant number of cracks per unit volume are maintained, again provided the crack aspect ratio is 

constant: 

n =no (2.78) 

This condition corresponds with a hydraulic fracturing process which simply expands and lengthens 

all existing cracks. 

For y< 1/3, the third condition is obtained. A particular example is y= 0, in which case the number of 

cracks per unit volume varies in direct proportion to the porosity, requiring the creation of cracks of 

radius a0 and aperture h10 as porosity is increased. This condition is less attractive than the above 

two, since some crack size increase is expected with increasing porosity. 

Though crack aspect ratio is assumed constant throughout this discussion, variation of crack aspect 

ratio with porosity can also be considered. This will have implications regarding the moduli, how­

ever. The crack aspect ratio is held constant and crack apertures are assumed to very as a function of 

porosity for reasons of modeling expediency. Moreover, the first of the above cases will be used in 

demonstrating the model, since it includes a relatively high rate of attenuation of the slow dilatational 

wave due to fluid viscosity near the edge of the fracture zone, thus representing a worst case condition 

with respect to detection of the slow wave. 

•• 
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2.12 Summary 

A complete set of constitutive parameters have been developed for applying Biot's equations of 

motion to a fluid-saturated fractured material, using well established relationships for porous materials, 

subject to the reasonableness of a continuum approximation for the fracture network. One of the most 

noteworthy results of the above discussion is that the transition frequency discussed by Biot with 

respect to the departure.of wave motion from non-parabolic velocity profiles within individual cracks 

is in the low audio or seismic range. An implication of this is that Biot's theory regarding viscous 

losses is particularly well suited to the problem at hand. As will be shown, the loss factors and 

attenuation rates for acoustic wave transmission within the fracture network are relatively low, thus 

supporting efficient propagation of both fast and slow dilatational waves at frequencies associated with 

micro-seismicity. 

Slow dilatational waves are ignored in usual models of diffusive fluid flow in fractured earth materi­

als, where rate effects are determined by fracture permeability without regard to inertial terms. There 

should be much information contained in the fluid pressure high-frequency responses to acoustic emis­

sion events in high-conductivity fracture networks. 
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Chapter 3: Boundary Value Problem and Solution 

Porous matrix displacements and fluid partial stress Green's functions and associated gradients for 

sources within the vertically heterogeneous porous layer are computed by a reflectivity method, pro­

ducing near field responses and long term solutions. The reflectivity method is a standard and well 

developed tool for computing seismograms for vertically heterogeneous media (Aki and Richards, 

1980). Extension of the method to a porous layer is straight forward. 

The general solution procedure is described below, beginning with a representation theorem for 

moment sources in a linear heterogeneous fluid-saturated porous material embedded in a solid. The 

representation theorem is derived in Appendix A, and is restated here for a separable geometry in 

cylindrical coordinates. ~e displacements and stresses are first decomposed into spectral cylindrical 

harmonics, equivalent to application of Hankel transforms and Fourier decomposition of azimuthal 

dependence. The solutions for the porous layer are represented by numerically determined propagator 

matrices and displacement-stress, or motion-stress, vectors. Solutions for the solid regions are 

represented by displacement potentials. Because of azimuthal symmetry about the vertical axis, and 

the assumption of vertical heterogeneity in vertical coordinate, z, the problem is decomposed into 

vertically polarized pressure and shear waves (PSV) and transversely polarized shear waves (SH), 

analogous to elastic wave propagation in vertically heterogeneous media. Boundary conditions are 

applied to solutions for the displacement-stress components in the porous region and potential 

coefficients in the solid regions. 

Two methods of solution were considered. The first is more efficient, using propagators from the 

plane of symmetry to the layer boundaries as fundamental solutions for the layer in satisfying the 

boundary conditions. Unfortunately, the approach suffers from numerical precision for evanescent 

waves, a well known difficulty with displacement-stress propagators (Chin, et al, 1984). The second 

approach employs propagators over a small number of inhomogeneous layers ·to avoid propagating 

over large distances, and solving a banded matrix representing the boundary conditions between the 

individual layers and the solid regions. The latter approach requires more computer time, but gives 

good results over large vertical distances. 

Load representations for the porous matrix and fluid are presented and their respective solutions are 
I 

incorporated into the cylindrical vector harmonic expansions of the displacement and stress fields. 



37 

The procedure is general for any porous material described by Biot's (1956) equations of motion, so 

the discussion will be with respect to a general porous material rather than be restricted to fractured 

rock. 

3.1 Representation Theorem 

A representation theorem is derived in Appendix A for a fluid-saturated porous material embedded in 

a solid region. The displacement response, u~ca(x), to concentrated moments, acting at XQ, or point 

loads at acting at x1 are: 

(3.1) 

The fluid partial stress is given by: 

M OS~(xlxo) F · osf;,.(xlxo) 
s(x)=Mmn(Xo) a +M (xo) :. 

Xo,. oXo... 
(3.2) 

The superscript, a, refers to the material for which the displacement is being computed. Thus, o.=M 

refers to the porous matrix, o.=F refers to the fluid component, and o.=S refers to the solid. The 

moments acting on the matrix or fluid, respectively, are M!(x0) and MF (Xo). The point loads acting 

on the porous matrix and fluid are, respectively,f,.(x1) and F,.(x1). The fluid stress Green's functions 

are s! (x IXQ). The source and receiver locations are illustrated in Figure 3.1. 

A discussion is given in Appendix A concerning various forms that the symmetric moment may take. 

The moment is the fundamental source representation for any type of passive acoustic emission 

phenomena considered as a point source in the absence of externally applied forces and torques. 

Unless otherwise indicated, the term "moment" refers to a symmetric moment tensor. 
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3.2 Displacement-Stress Representation for the Porous Region 

In Appendix B, a displacement-stress representation for a vertically heterogeneous porous layer is 

derived. Cylindrical harmonics and Fourier transforms with respect to time decompose Biot's (1956) 

equations of motion into ordinary differential ·equations in vertical coordinate, z . These representa­

tions are equivalent to a Hankel transform with respect to radial coordinate, r, Fourier decomposition 

of the azimuthal dependence, and Fourier transformation with respect to time. The result is a 

representation of displacements and stresses involving two sets of first-order ordinary differential 

equations in z; one for vertically polarized pressure and shear (PSV) waves and the other for horizon-

tally polarized shear (SH) waves. 

3.2.1 Cylindrical Harmonic Expansion 

The displacements of the porous matrix and fluid are, respectively (Alci and Richards, 1980, p. 305): 

1 "'~f[ u(r ,9,z ,ro) = 
4

n ... ~ l 1(k .m ,z ,ro)T :'(r ,9,ro) + r 1(k .m ,z ,ro)S:'(r ,9,ro) (3.3a) 

1 "'~f U, (r ,e,z ,ro)z = 
4

n ... ~ s 1 (k .m ,z ,ro)R;'(r ,e,ro)kdk (3.3b) 

The partial tractions associated with the porous matrix and fluid and acting on a horizontal plane per­

pendicular to the z -axis are, respectively: 

1 "'~f[ T(r ,9,z ,ro) = 
4

1t ... ~ l 2(k ,m ,z ,ro)T:'(r ,9,ro) + r 3(k ,m ,z ,ro)S['(r ,9,ro) (3.4a) 

1 ~~~~r 
S(r ,9,z ,ro) = s (r ,9,z ,ro)z = 

4
n ... ~ s2(k ,m ,z ,ro)R{'(r ,9,ro)kdk (3.4b) 
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The cylindrical vector harmonics appearing above are: 

1 aY{'(r ,9) 1 aY{'(r ,8) ,. 
T{'(r •8)= kr a8 t- k ar O (3.5a) 

,. 1 aY{'(r ,8) 1 aY{'(r ,8) ,. 
St(r •8)= k ar f'+ kr a8 8 (3.5b) 

R{'(r ,8) =- Y{'(r ,8)z (3.5c) 

where Y{' is the scalar cylindrical harmonic given by: 

Y{'(r ,8) =J,. (kr )eu..e (3.6) 

and J,. (kr) are the Bessel functions of the first kind of order m with radial wavenumber k. 

Only the vertical component of fluid displacement is needed because fluid partial shear stresses are 

not included, and transverse displacements of the fluid need not satisfy boundary conditions. 

Transverse displacements are determined, however, by the equations of motion at finite frequency. 

Similarly, only the normal fluid partial stress is represented, since fluid shear stresses are nonexistent 

in Biot's equations. 

The fluid isottopic stress is thus conveniently represented by a vertical component of a displacement­

stress vector, as is the normal partial stress associated with the porous matrix. Because the fluid par­

tial stress is directly related to the divergence of the porous matrix and fluid displacements, propaga­

tion of fluid stress is equivalent to propagation of the coupled divergences of the matrix and fluid. 

3.2.2 Propagator Matrices 

The coefficients multiplying the cylindrical vector harmonics are components· of the displacement­

stress vectors for the PSV and SH problems: 



.. 

't 

'2 

'3 
ySV (k PI.Z ,ro) = r 4 

v'" (k ,m" ,ro)=t:} 
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(3.7a) 

(3.7b) 

The displacement-stress vectors satisfy two sets of first order differential equations in z; one for the 

PSV problem, the other for the SH problem. In matrix form: 

dv(k ,m .z ,ro) _ A(k ) ·(· k ) az - .z ,ro v pz,z ,ro (3.8) 

The. mairix, A, is of order 6 for the PSV problem and order 2 for the SH problem. The matrix ele­

ments are derived in Appendix B. For the PSV problem, the matrix APsv (z) is: 

(3.9a) 

0 k 
1 

0 0 0 -
N 

(RA-Q 2> 
0 0 

R 
0 

-Q 
K2 k K2 K2 

4Nk 2R(A+N}-Q2 _ ro2 
p-2 

K2 P-22 
0 0 

(RA -Q2) k 
K2 

0 [ 2NQ _ P-12 ]k 
K2 P"22 

0 -ro2pu -k 0 - W2P-t2 0 

[ p-" - _?~¥} 0 0 _.!J_ 0 [ A+2N- _£_] 
P"22 K K2 K2 ro2p22 

0 - W2P-t2 0 0 - ro2p-22 0 



The matrix AsH (z) is: 

In the above: 

and 

1 
N 
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(3.9b) 
0 

(3.10) 

(3.11) 

The moduli N ,A .R , and Q, and the visco-dynamic "densities", p-a~. are functions of vertical coordi­

nate, z , and radian frequency, ro, and are discussed in Chapter 2, and Appendix B. 

Propagators, P(z ,z 0), map the displacement-stress vectors at z0 to displacement-stress vectors at z. 

Thus: 

v(k ,m .z ,ro) = P(z ,z 0)v(k ,m ,z0,ro) (3.12) 

The propagators satisfy the same differential equations as do the displacement stress vectors: 

oP(~~ ,ro) = A(k ,z ,ro)P(k ,z ,ro) (3.13) 

and satisfy the following relations: 

P(z 2.Z 1)P(z l•z o) = P(z 2.Z o) (3.14a) 

P(z ,z 0)P(z 0,z) = P(z .z) =I (3.14b) 

The propagators are computed by integrating the above differential equation from z1 to z2 with the 

unit matrix as an initial condition. For isotropic materials and azimuthally symmetric geometries, nei­

ther the propagator nor the matrix A depend on azimuthal harmonic mode number, m. The propaga­

tors are fundamental solutions for the porous layer, analogous to sine and cosine solutions for a homo­

geneous elastic layer. The solutions to the boundary value problem are thus obtained by solving a set 

of initial value problems in vertical coordinate, z. 

.. 

.. 
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3.2.3 General Solution 

A general solution for the displacements and stresses within the porous region is a superposition of a 

solution to the homogeneous problem (source-free) with a particular integral resulting from a stress 

discontinuity at the source plane. In one approach, the source-free solutions are represented by the 

displacements and· stresses at the central plane of symmetry. These are "propagated" to the layer 

edges where they are superposed with solutions representing displacement discontinuities (inhomo­

geneous terms) to satisfy boundary conditions. The general solution is thus: 

(3.15) 

The particular integral represents a wave incident on the boundary between the porous and solid 

regions. The reflected and transmitted waves are the "source-free" waves, represented by the solutions 

to the homogeneous differential equations for the respective porous and solid regions. By combining 

the particular integral, or incident wave, with the source-free solution, the boundary conditions 

between the porous and elastic regions can be satisfied. 

The source-free displacement-stress vector solutions for the porous region are given by: 

v/;5v(k .m .z ,ro) = pPSV (z ,O)v/;f;'(k .m ,ro) 

where 

v~lf<k .m ,z ,ro)= pSif (z ,O)v~(k .m ,ro) 

v/;f[(k .m ,ro) = v:;sv (k .m ,O,ro) 

v~"o(k .m ,ro) = vJf(k .m ,O,ro) 

(3.16a) 

(3.16b) 

(3.17a) 

(3.17b) 

The components of vectors vJ;fi and v~~ comprise a total of 8 coefficients: 6 for the PSV problem 

and 2 for the SH problem. The coefficients are in general functions of k, m, and ro, and are deter­

mined by satisfaction of boundary conditions with the source solutions, or particular integrals. 

The particular integrals for the porous region are developed by specifying a discontinuity in the 

displacement-stress vector at the source location, z =z0• For z.<z0, the displacements and stresses are 

set to zero. For z >z0, the displacement-stress components are given by the propagators: 

vfsv (z) = pPSV (z .Z o)QPSV (z o) (3.18a) 
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(3.18b) 

The particular integral at the same plane as the source, z = z 0, is simply one half the stress discon­

tinuity. 

By appropriate specification of the discontinuity, Green's functions or their gradients are determined. 

In general, there may be a displacement-stress vector discontinuity for each harmonic mode number 

m and for each wavenumber k . For point loads acting in a vertically heterogeneous and isotropic 

material such as considered here, only the values of m =±1 and m =0 are required; the displacement­

stress discontinuities are zero for all other values of m, as discussed below with respect to construc­

tion of the Green's functions. 

3.2.4 Hybrid Multiple Layer Solution Method 

When propagating over large distances, the above single layer approach suffers from lack of numeri­

cal precision in the presence of evanescent waves. To remove this problem without excessive refor­

mulation, propagators are numerically computed for a set of sublayers, and then substituted into a 

banded matrix representing the boundary conditions between each of the layers. Stress discontinuities 

represented by inhomogeneous terms in the banded matrix equation are introduced at a given sublayer 

boundary. The coefficients are" determined by Gaussian elimination and back substitution. Smoothly 

varying velocity profiles are maintained in the model, using a total of perhaps 10 to 20 layers. 

Whether or not the hybrid approach is preferable to use of, for example, 1000 homogeneous layers 

and conventional reflectivity solution procedures involving propagator matrices for up and down going 

waves (Kennett, 1983) has not been determined. The procedure appears to be efficient for smoothly 

varying velocity profiles. For large homogeneous regions, propagating up- and down-going waves and 

solving by one of various matrix manipulation methods would be more appropriate than numerical 

integration of the displacement stress problem. (See Chin, et al., 1984, for a comparison of various 

matrix reflectivity methods) The multiple layer hybrid method is the approach eventually selected for 

use here. Furthermore, the procedure may be competitive with conventional matrix methods for com­

puting synthetic seismograms for anisotropic vertically heterogeneous solids. 

Chin points out that Gaussian elimination and back substitution techniques {applied to tridiagonal sys­

tems of 2x2 matrices) are closely related or equivalent to invariant embedding procedures (Meyer, 

... 
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1973). There is evidently a deep and fascinating relationship between matrix methods, Gaussian elim­

ination, and invariant embedding (involving Ricatti transformations and initial value methods) pro­

cedures for solving ordinary differential equations. 

3.3 Representation of Semi-Infinite Solid Regions 

The semi-infinite solid regions are assumed to be homogeneous isotropic visco-elastic solids with 

complex Lame parameters A. and J.1. Complex Lame parameters are incorporated to simplify numeri­

cal integration of the Hankel transform inversions beyond the branch points and poles which would 

otherwise be located on the real axis of the complex wave-number plane. The displacements for the 

solid are expressed as gradients of the potentials (Harkrider, 1964): <jl(x,ro), 'I'(x,ro), and x(x,ro): 

.f (x,ro) = V<P(x;ro) + VxVx'P(x,ro) + Vxx(x,ro) (3.19) 

where 

'P(x,ro) = 'lf(x,ro)z (3.20a) 

and 

x(x,ro) = xcx,ro)z (3.20b) 

The scalar potentials <jl, 'lf, and X satisfy the Helmholtz wave equations: 

(3.21a) 

(3.21b) 

J.1 V~(x,ro) =-p1 ro~(x,ro) (3.21c) 

Solutions for the scalar potentials are: 

(3.22a) 

(3.22b) 

(3.22c) 
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where Y{'(r ,e) is the cylindrical harmonic defined above regarding the displacement-stress representa­

tion for the porous region: 

(3.6) 

The spectral solutions for the solid region are represented by Hankel inverse transforms and Fourier 

sums over m. 

The vertical wavenumbers, l;p and l;., are given by the principal branches: 

cp =·,/k 2-k/ (3.23a) 

l;., =.Yk2-k/ (3.23b) 

where: 

(I) 
(3.24a) kp=-

Cp 

(I) 
ks=-

Cs 
(3.24b) 

The parameters cP and C1 are complex velocities of propagation for dilatation and shear waves, 

respectively. The complex Lame parameters are related to the complex velocities by: 

C8 (ro)=~~ (3.25a) 

c (ro)=- I X(ro)+2J.L(ro) 
p 'J p (3.25b) 

The complex Lame parameters used for the solid region were set to the equivalent parameters for the 

porous matrix at the edge of the layer to provide a smooth transition for the "fast" pressure wave and 

the shear wave in propagating from the porous layer to the solid region. The equivalent parameters 

were evaluated by constraining the fluid displacement to equal the solid displacement at the boundary, 

thus simulating a non-conductive condition for the fluid, and the transition from a porous material to a 

solid material. The relations are: 

A(ro) =A (±h ,ro) + 2N (±h ,ro) + 2Q (±h ,ro) +R (±h ,ro) (3.26a) 

J.L(ro) =N (±h ,ro) (3.26b) 
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where A , N, Q , and R , are the Biot moduli discussed above. 

Dispersion is incorporated into the compression and shear wave velocities for the solid material mak­

ing up the porous matrix to displace branch points and poles away from the real axis of the complex 

wavenumber plane during evaluation of the Hankel inversion integrals. The frequency dependence 

does not involve effects due to fluid viscosity, but enters the Biot parameters via the the complex 

velocity dispersion introduced into the prescription for the Lame parameters of the solid material. The 

solid region velocity dispersion is equivalent to that of the solid material making up the porous 

region. 

3.3.1 Radiation Conditions 

To obtain bounded solutions for all values of k. A-. s-. and c-are set to zero for z '2:+h, and A+, 

s+, and c+ are set to zero for z ~-h. These selections represent branch cuts with branch points ±k,,. 

and ±kp. For the elastic case, the branch points are on the real axis, and the branch cuts follow the 

real axis from the branch point to the origin, and from there follow the imaginary axis to ±oo. If the 

Lame parameters, A. and J.L, are complex, the branch points are depressed away from the real axis, 

bypassing the origin. As illustrated in Figure 3.2, the branch points in the right-half plane descend 

into the fourth quadrant, while the branch points in the left hand plane rise from the real axis into the 

second quadrant The branch cuts bypass the origin and do not cross either the real or imaginary axes 

but approach the imaginary axis asymptotically. Therefore, with slightly complex Lame parameters, 

the Hankel transform inversions can be computed nwnerically by following the real axis without 

directly encountering singularities. With the above branch selections, the solutions remain bounded 

for arbitrary kz, yielding at most a homogeneous wave for wavenumber k lying on the branch line. 

(A discussion of the contour of integration is presented in Chapter 4, Section 4.3.2, regarding Hankel 

inversion procedures.) 

3.3.2 Displacement-Stress Representation for the Solid Region 

The displacements and stresses for the solid region are expressed as components of PSV and SH 

displacement-stress vectors, analogous to those for the displacements and partial stresses associated 

with the porous matrix. Transformation formulae between the displacement-stress components for the 

solid region and the displacement potential coefficients are determined by comparing the integral 
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expressions for the displacements and· stresses in the potential representation with those in the 

displacement-stress representation. The following relations are obtained for z > + h: 

r3(z)=-k2J.I.CpA+e -!;,z +kJ.1.(2k 2 -k, 2)B+e -\,z 

r 4(z) =- ~(2k 2- k, 2)A + e -\pz + 2J.1.k 2C,B + e -~,z 

Similar expressions are obtained for the region z <- h : 

( ) -kA- +~Pz krB- ~,z r1 z - e + 'o.r e 

r2(z )=-CPA -e +\pz -k2B-e ~.~ 

, r3(z)=+kJ.I.2CPA-e ·~~ +kJ.1.(2k 2-k, 2)B-e ~.~ 

r4(z)=-J.1.(2k/-k 2)A -e ~P' -2J.1.k 2C,B-e +~z 

I 

(3.27a) 

(3.27b) 

(3.27c) 

(3.27d) 

(3.27e) 

(3.271) 

(3.28a) 

(3.28b) 

(3.28c) 

(3.28d) 

(3.28e) 

(3.281) 

Except for the factor k multiplying B± and c±, and differences in sign convention, these expressions 

are equivalent to expressions given by Aid and Richards (1980) for the displacement-stress vector 

components of up- and down-going components of compression and shear waves. 

3.4 Boundary Conditions 

General boundary conditions between porous and solid regions are discussed in Appendix A. These 

boundary conditions are restated here for the case of horizontal plane boundaries, perpendicular to the 

z -axis, where the unsuperscripted field quantities are assigned to the porous material and those with 

the superscript, S, to the solid material: 



(1) Continuity of porous matrix displacements with solid region displacements: 

u(r ,e;±h ,oo) = u5 (r .e.±h ,oo) 
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(3.29a) 

(2) Balance of total tractions acting on the porous region with the traction acting on the solid 

region: 

T(r ,9,±h ,oo) + S(r ,9,±h ,oo) + T5 (r ,9,+1-h ,oo) = 0 

(3) Zero fluid injection normal to the boundary: 

U, (r ,9,±h ,oo)- u, (r ,9,±h ,oo) = 0 

(3.29b) 

(3.29c) 

By expressing these boundary conditions in terms of the displacement-stress components for the 

porous and solid regions, the following boundary conditions are obtained for the displacement-stress 

components at z =±h, where, again, the superscript, S, refers to the solid region displacement-stress 

vector components. 

For the SH problem: 

For the PSV problem: 

r1=rf. 

r 2=r~ 

r3=d 

r4+sz=d 

(3.30a) 

(3.30b) 

(3.31a) 

(3.31b) 

(3.31c) 

(3.31d) 

(3.31e) 

For problems involving a single porous layer, the above boundary conditions between the displace­

ment stress vectors for the porous and solid regions provide a total of fourteen relations, seven for the 

upper boundary at z = h and seven for the lower boundary at z =- h , determining eight coefficients 

for the porous region, representing the six components of the PSV displacement stress vector and the 

two components of the SH displacement stress vector at the central plane, z = 0, and six potential 

• 
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coefficients for the elastic regions; three for the region z ~ + h and three for the region z s;- h . The 

displacement potential coefficients are determined along with the porous region displacement-stress 

vector components. 

For the hybrid solution procedure employing sub-layers for the porous region, additional boundary 

conditions are incorporated at each intermediate boundary. These conditions are simply continuity of 

the displacement stress components across the intermediate boundary in the absence of a stress 

discontinuity due to applied load. Thus, for each intermediate boundary, an additional eight equations 

are obtained, sufficient to solve for the additional eight displacement stress components arising for 

each additional porous layer. 

3.5 Hankel Inversion and Fourier Summation 

Once the displacement-stress components and potential coefficients are determined for a given value 

of ro and k, they are substituted into Hankel transform inversion formulae to obtain spectral responses 

at arbitrary radial distance, r, and vertical position, z. For uniformity in computation, the 

displacement-stress representation is used in forming the Green's functions for the solid regions as 

well as the porous region, employing a simple transformation between the two representations. 

3.5.1 Displacement Components and Fluid Partial Stress 

The components of the displacements of the porous matrix or solid region are expressed in terms of 

the displacement-stress vector components by contracting the vector expressions for displacements 

(Equation 3.3a) with the respective unit vector: 

(3.31a) 

1 
"'=*- 1 . e 

u,(r ,e,z ,c.o)=- -
2 

L e"" r2(k ,m,z ,ro)J,.(kr)kdk 
7t m=--

(3.3Ic) 



52 

The normal fluid isotropic partial stress is given by: 

1 m=-t- .. 

s(r,e,z,ro)= 
2
- L eim 8 fs 2(k,m,z,ro)l,.(kr)kdk 

1t m=- b 
(3.32) 

Expansions can be obtained for the fluid vertical displacement or matrix stresses by similar means. 

3.5.2 Point Load Representation 

The specification of appropriate point loads for the displacement-stress representation is well described 

by Aki and Richards (1980, p. 309) for the case of loads applied to a solid. Briefly, the stress discon­

tinuities due to radial, transverse, and vertical point loads are expanded in vector cylindrical harmon­

ics, with F r, F s, and F R components. The corresponding terms in the expansion couple with 

corresponding terms in the displacement-stress representation, subject to the orthogonality relations 

between the vector cylindrical harmonic functions. 

The stress traction discontinuity associated with a point load acting on the porous matrix across a 

plane, z = z 0 , is: 

T(zo+)- T(zo-) =- F(zo) 

Writing the traction discontinuity as 

T(zo+)-T(zo-)= 

f-Lf[Fr Tf'(r ,e)+FsSf'(r ,e)+FR Rf'(r ,e}]kdk 
1t "'6 

and employing the orthogonality relation 

and similar rel,e). "' k 

r f ' . 27tO{k -k ')o,.,., 

6 
debT{! (r ,e)T f'(r .e)rdr = "ki? 

"' k Aki and Richards obtain the following result: 

Fr(k .±1)= ~ (+iF .. ±Fy) 

FR (k ,O)=F, 

(3.33) 

(3.34) 

(3.35) 

(3.36) 

(3.37a) 

(3.37b) 

(3.37c) 

• 
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Using their results and transfonnations between cylindrical and Cartesian coordinates, the following 

transfonnation is derived between the load components in the cylindrical hannonic expansion and the 

physical components in cylindrical coordinates. 

All other F r, F s, and Fil are zero. 

F~(k ,±1,z0;ro) = ~ e~ia[iF,±F e] 

F5 (k ,±1,z0;ro)= ~ e~iaF,+iF a] 

F R (k ,O,z 0,ro) =F, 

(3.38a) 

(3.38b) 

(3.38c) 

When calculating the Green's functions, stress discontinuities [rd = ri (z 0+ )-ri (z 0-) are set to + 1, 

rather than -1, a consequence of incorporating the minus sign in the above fonnula for the traction 

discontinuity. The minus sign is included in the representations for F,, F 9, and F,. 

The following holds for the displacement-stress component responses to the load components Fr. Fs, 

and F R , applied to the porous matrix: 

11 (k ,m ,z ,ro) = 1[ (k ,z ,ro;z 0)Fr(k ,m .zo.ro) 

r 1 (k ,m ,z ,ro) = rf (k ,z ,ro;z o)F s (k 171 ,z o.ro) + rf (k ,z ,ro;z o)F R (k ,m ,z o.ro) 

r i.k 171 ,z ,ro) = d (k ,z ,ro;z o)F s (k 171 ,z o.ro) + r~ (k ,z ,ro;z o)F R (k 171 ,z o.ro) 

s i.k 171 ,z ,ro) = s ~ (k ,z ,ro;z o)F s (k 171 ,z 0,ro) + s ~ (k ,z ,ro;z 0)F R (k 171 ,z o.ro) 

(3.39a) 

(3.39b) 

(3.39c) 

(3.39d) 

The azimuthal mode number, m, does not appear in the response functions I[, rf, etc., a consequence 

of isotropy and azimuthal symmetry. 

The Green's functions for radial, transverse, and vertical point loads are detennined by decomposing 

the displacement-stress vector components into responses for each respective load, and identifying the 

appropriate Green's function by inspection. 

Point loads acting on the fluid admit the.same expansion as given above. The vertical component of 

a point load acting on the fluid gives a discontinuity in the nonnal partial stress associated with the 

fluid. Horizontal loads are less easily represented, and appear as traction discontinuities acting on the 

porous matrix with a coefficient representing the "drag" of the fluid on the porous matrix. An 
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additional tenn also appears as a discontinuity of vertical fluid displacement for the PSV case. The 

representation also fails at zero frequency, a consequence of lack of fluid shear. The application of 

fluid loads is guided by inspection of the first-order set of displacement-stress differential equations, 

derived in Appendix B. Thus, the fluid load components give the following discontinuities: 

I 2(zo+ )-/ 2(zo-)=F{ (3.40a) 

lfdzo.ro) F 
(3.40b) r3(zo+)-r3(zo-)=- Fs 

If 22(z o.ro) 

sl(zo+)-sl(zo-)= k FF (3.40c) 
2 - ( ) s ro P 22 z o.ro 

s2(zo+)-s2(zo-)=FC (3.40d) 

The superscript, F. indicates that the load is applied to the fluid. 

The specification of point loads acting on the fluid is discussed in detail in Chapter 4, regarding 

numerical implementation. 

3.5..3 Point Load Green's Functions 

Substituting the expressions for the components of the point loads into the above, carrying out the 

lengthy algebra, and identifying the Green's functions for the various unit loads as the terms multiply-

ing each of the F,, F 9 , and F,, expressions for the Green's functions in cylindrical coordinates are 

obtained. 

The Green's functions for point loads applied at r = 0 are presented first The first subscript refers to 

the physical component of displacement in cylindrical coordinates. The second subscript following 

the semi-colon refers to the physical component of the point load, again in cylindrical coordinates. 

Thus, the radial component of the displacement Green tensor at r, e. and z. due to a radially directed 

unit point load is: 

G a I) 1 f[1ralJ(k) salaJ1(kr)l 
r;r(r,z,(J) Zo =- 21t~ I kr I r +rl k or Julk (3.4la) 

Continuing: 

G,~9 (r ,z ,rolz 0) = 0 (3.4lb) 

.. 
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a I 1 I R a ()J o(kr ) G,.,(r ,z ,ro z0)=- r 1 ":) dk 
• 2x ar 

(3.41c) 

G ~,(r ,z ,ro lz o) = 0 (3.41d) 

(3.4Ie) 

G~.(r ,z ,rolz0)=0 (3.41f) 

(3.41g) 

(3.41h) 

G,~,(' ,z,rolzo)= ;! r~"Jo(U)kdk 1 (3.4li) 

The fluid Green partial stresses are: 

(3.42a) 

(3.42b) 

(3.42c) 

The superscript, a, indicates whether the load is applied to the matrix (a=M) or to the fluid (a=F). 

These formulae for the displacement response apply to either the porous matrix or the solid region, by 

appropriate choice of the displacement-stress components. That is, the Green's functions for the solid 

regions are obtained by substituting the potential coefficients into the expressions for the 

displacement-stress vector, and using the above relations. 
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An important feature of the form of the Green's functions in cylindrical coordinates for azimuthal 

symmetry is that they do not have azimuthal dependence, thus simplifying their representation. The 

Green's functions in Canesian coordinates may be obtained from the Green's functions in cylindrical 

coordinates by a tensor transformation. 

Identities between the Bessel functions and their derivatives are used to cast the formulas into a form 

for numerical integration. These identities are: 

d 
;~J m {;) + mf m {;) = ;J m-1@ (3.43a) 

d 
; ~J,. {;) -m./,. {;) =-V m+l{;) (3.43b) 

Using these identities, and extracting a factor of ~. the following integrals for the non-trivial 
r 

Green's functions are obtained, where ;=kr: 

(3.44a) 

(3.44b) 

(3.44c) 

(3.44d) 

G,~, (r ,z ,(1) lz o) = -l
2 
Jr~ a J 0(;);d; 

· 2w 
(3.44e) 

The fluid panial Green stresses are: 

(3.45a) 

.. 
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(3.45b) 

3.5.4 Gradients of the Green's Tensors 

The representation of responses due to dislocation sources requires computing the gradients of the 

Green tensors. The above expressions for the point load Green's functions are for the physical com­

ponents of the corresponding tensors in cylindrical coordinates. To compute the displacement gra­

dient for the Green's functions, they are expressed in their tensor form and subjected to covariant 

differentiation with respect to each of the coordinates, r 0, 90, and z0, and then re-expressed in physi­

cal components. The derivative with respect r 0 and 90 can be replaced by the negative of the the 

derivatives with respect to r and 9 receiver coordinates, because the material is homogeneous as a 

function of r and 9. The derivative with respect to z0 can not be replaced by the derivative at z 

because of vertical heterogeneity. The results are summarized below. The first, second, and third 

subscripts denote the component of displacement, the component of the point load, and the gradient 

component, respectively. 

For the matrix or solid region displacements, the Green displacement gradients are: 

(3.46a) 

G ,~, ,e (r ,z ,ro;z 0) = 0 (3.46b) 

(3.46c) 

-1 
G/~e,(r ,z ,ro;zo)= -G/':e =0 , r , (3.46d) 

(3.46e) 

(3.46f) 
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-1 IRa iiJo(kr) G,.,,(r,z,ro;zo)=-
2 

r 1 2 dk 
' X or 

(3.46g) 

G ,~, ,9 (r ,z ,ro;z 0) = 0 (3.46h) 

a 1 r orf a oJ o(kr) 
G,;z,(r,z,ro:zo)= 2x~ OZo or dk (3.46i) 

., 

The gradients of the a-component of displacement are: 

G f:., .r (r ,z ,ro;z o) = 0 (3.47a) 

G f:., ,9 (r ,z ,ro;z o) = -r1 
( G r;r - G 9;9) = (3.47b) 

G f:.,,(r ,z ,ro;z o) = 0 (3.47c) 

(3.47d) 

G f:.9.9 (r .z ,ro;z o) = 0 (3.47e) 

a . -..:.!_I[a/ra aJ 1(kr) ada J 1(kr)J 
G9;9,~(r ,z ,ro,zo)- 2 ::\ a + ::\ dk 

X az0 r az 0 r 
(3.47f) 

G f:., .r (r ,z ,ro;z 0) = 0 (3.47g) 

a G,~. 1 I Raa!o(kr) Ga-. 9(r,z,ro;z 0)=---=-
2 

r1 
0 

dk 
· · r xr r 

(3.47h) 

G f:.,, (r ,z ,ro;z 0) = 0 (3.47i) 

The gradients of the z -component of the Green's functions are: 
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a -1 I sa()] t(kr) 
G,., ,(r ,z ,ro;z 0)= -

2 
r2 

0 
kdk 

• • 7t r (3.48a) 

G,~,,a (r ,z ,ro;zo)=O (3.48b) 

1 Ia,sa G,~,,(r ,z ,ro;z 0)= 2 TJ1(kr)kdk 
. 7t zo . . 

(3.4&) 

(3.48d) 

a G,fl:, -1 I s G,.aa (r ,z ,ro;zo)=--·-= -
2 

r2aJ t(kr)kdk 
• · r 1tr 

(3.48e) 

G,~a,,(r ,z ,ro;z o) = 0 (3.48f) 

a 1 I R a oJ o(kr) G,.,,(r,z,ro;z 0)=-
2 

r2 ::. kdk 
' ' 7t ar 

(3.48g) 

G ,~,,a (r ,z ,ro;z 0) = 0 (3.48h) 

1 I::.,Ra 
a - CJ 2 

G, ., , (r ,z ,ro;z o) = -
2 

-::.-1 o(kr )kdk 
' ' 1t az 0 

(3.48i) 

The gradients of the fluid partial stress is: 

Ga 1 .. J sa aJ t(kr) 
s., ,(r ,z ,ro;z 0)=- -

2 
s2 ::. kdk 

' ' 7t 0 ar 
(3.49a) 

s~~ (r ,z ,ro;z 0) =s~~(r ,z ,ro;z o) = 0 (3.49b) 

.• .. ::.Sa 
Ga • 1 [aS2 s.,. co·r (r ,z ,ro,z 0)= -

2 
-::.-J 1(kr)kdk ..... o 7t azo (3.49c) 

Ga -
Ga( } S;r 1 [ SaJ (k }kdk s.99 r,z,ro;z 0 =---=--

2 
s2 1 r 

• · r 1tr 
(3.49d) 

s~~(r ,z ,ro;zo)=O (3.49e) 
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Ga 1 fRaOJo(kr) 
s ;z ,T (r ,z ,ro;z o) = 27t i/ 2 ar kdk (3.49f) 

s~~ (r ,z ,ro;z 0) = 0 (3.49g) 

-a Ra 
Ga 1 f S2 

S ;z ,z (r ,Z ,ro;z o) =- 27t b dZ O J o(kr )kdk (3.49h) 

Using the above identities for the derivatives of the Bessel functions, the following integrals are 

obtained for the matrix or solid nontrivial displacement gradients, where the factor ~ is extracted 
r 

from the integrals and ~ = kr: 

.. 
G,~.,(r .. ·"'' o)= 2~' I[~r'{v o(~)- 21,(~}+ rf1 [H')J ,(I;) -1;.1 o(~)}] d~ (3.50a) 

(3.50b) 

(3.50c) 

(3.50d) 

(3.50f) 

For the transverse a-components of the displacement gradient: 

(3.5la) 
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.. 
G :,,,(r ~ .ro:• o) = ;;!, J[w{ 1;.1 o(~)- [z+ ~')J ,@}-rfii;J o(~)-2f ,(!;)}] d~ (3.5lb) 

.. (3.5Ic) 

(3.5ld) 

The z -components of the displacement gradient are: 

(3.52a) 

(3.52b) 

(3.52c) 

(3.52d) 

(3.52e) 

The gradients of the fluid partial Green isotropic stresses are: 

(3.53a) 

. (3.53b) 
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(3.53c) 

(3.53d) 

I
:::\ Ra 

Ga • -1 uS2 
s ;z, (r .z ,ro,z o) = --3 r-::\-J o(~);d ~ 

27tr uzo 
(3.53e) 

Further simplifications are obtained for the responses due to fluid sources, because the moment tensor 

representing the fluid source is an isotropic tensor. Only the trace of the gradient of the fluid point 

load Green's functions are required: 

G[(r .z ,ro;zo)= G{;,, + G{;a.a +G{;,., = (3.54a) 

G' (r .z ,ro;z 0)=0 (3.54b) 

(3.54c) 

The trace of the gradient of the fluid isotropic Green partial stress due to fluid loads is: 

GF GF GF GF -1 J{ SF~ asr} ~ ~ ~ s (r,z,ro;z 0)=s;,,+s;a.a +S;z.z= 
2

7tr 3 s2 >:t+r i1zo Jo(>:t)>:tdo., (3.55) 

The above relations for the trace of the gradient of the Green's functions for fluid point loads, Equa­

tions 3.54a,b, and c, and Equation 3.55, would have been more satisfying if the responses rfF, r~F, 

and s¥', were absent, since these involve horizontal fluid loads acting in the "S" direction. As indi­

cated above, the fluid loads acting in the "S" and "T" directions are singular at zero frequency. 

Absence of these solutions would remove any concern about singularity of the solutions. However, 

.. 

.. 
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these relations have been rederived several times without any further simplification. The presence of 

the solution for the "S" load component can be argued on the basis of requiring a nontrivial result for 

the radial displacement at a receiver located on the same plane as the source. The term involving 

l[F, obtained for a horizontal "T" load component, is canceled when taking the trace, because an iso­

tropic source cannot give rise to purely SH motion . 

The moment tensor representing dislocation sources in the absence of externally applied couples are 

symmetric with respect to interchange of indices. Therefore, only the symmetric parts of the gra­

dients of the Green's functions are required for construction of responses due to fracture sources. For 

calculation of the matrix or solid region displacement response to a point dislocation source in the 

porous matrix, only ten components of the displacement gradient are required. For a fluid volume 

source, only the three components of the trace of the displacement gradient for fluid sources are 

required. To calculate the fluid partial stress, only the four independent components of the symmetric 

part of the stress gradient for matrix dislocations and the trace of the stress gradient for fluid volume 

sources are required Thus, a total of 18 functions determine the fluid partial stress and matrix dis­

placement for arbitrary matrix moment and fluid isotropic moment source terms. 

Only ten displacement-stress vector components enter the Hankel transform inversion formulae for the 

displacement response of the matrix or solid region due to porous matrix dislocations. These are l[M, 

rfM, r~M, rfM, r~, and their derivatives with respect to z0• A similar result is obtained by Stump 

(1978) for the Green's functions for elastic isotropic solids. 
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Chapter 4: Numerical Solution Procedures 

The numerical procedures used for calculating the Green's functions and their derivatives include 

numerical integration of the displacement stress vectors to obtain propagators for PSV and SH waves 

in the porous layer, numerical solution of the equations expressing the boundary conditions between 

the porous and solid regions, and inversion of the Hankel transforms in the complex plane. These 

procedures and details regarding the specification of loads for calculating the Green's functions and 

associated derivatives are discussed here. 

4.1 Integration of the Displacement Stress Equations 

Solutions for PSV and SH waves for the porous layer are represented by numerically computed propa­

gator matrices mapping displacements and stresses from one vertical position to another. The 

differential equations of motion for the displacements and stresses, discussed in Chapter 3 and in 

Appendix B, are: 

dP(z ;z 0) 
dz = A(z )P(z ;z 0) (4.1) 

The initial value for the propagator is the unit matrix. 

Numerical integration of the displacement stress equations over the layer thickness is complicated by 

the presence of fluid diffusion in the low frequency limit and evanescence at large imaginary vertical 

wave number, leading to exponentially growing displacements and stresses. The decaying solutions 

must be extracted from the growing solutions, requiring high precision. For a thin layer, this is not a 

great difficulty, but for a broad layer, more sophisticated procedures are required, several of which are 

discussed in the literature. 

Several numerical techniques were employed to numerically integrate the displacement stress vector 

over the layer thickness. The first of these was a Runge-Kutta method, implemented in the NAG For­

tran subroutine package (Numerical Algorithms Group, 1984). The Runge-Kutta procedure was not 

entirely stable over the full width of the fractured zone, regardless of starting step size or error cri­

terion used. The difficulty manifested itself in lack of convergence of the fluid pressure and displace-

ment for decreasing error criterion. 

.. 
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An alternative to the Runge Kutta method included discretization of the layer and use of a global 

finite element procedure. The approach was dropped because of excessive computer time, and was 

never thoroughly developed or debugged. The approach was roughly ten times slower than the 

Runge-Kutta procedure. 

The Bulirsch-Stoer technique described and praised by Press, et al, (1986, pg. 563) was used with 

good results. The method is an elegant procedure relying on a modified midpoint rule with successive 

reduction of integration step size followed by an extrapolation of computed intermediate results to 

zero step size. The procedure supplied in the reference was modified for the present problem, but was 

dropped after determining that speed enhancements could be obtained by pregridding of function 

parameters, which would make the adaptive step size control in the Bulirsch Stoer technique awkward 

to apply. Thus, adaptive step size control was dropped in favor of selecting a step-size consistent 

with the Nyquist limit or some fraction thereof, and pregridding in the vertical direction. Euler and 

second order midpoint rules were tested with varying degrees of success. A stable second order 

modified midpoint rule used in the Bulirsch-Stoer technique discussed by Press, et al, (1986, pg. 560}, 

was selected as the core integrator. The rule is similar to trapezoidal integration, but with 

modifications at the beginning and ending points. 

If the result of a modified midpoint integration is followed by a second modified midpoint. integration 

over the same interval, but with half as many steps, the two results can be combined according to the 

following rule to obtain fourth order accuracy (Press, et al, 1986): 

(4y,. -y,.n) 
y= 

3 
(4.2) 

The rule requires only one and one half derivative evaluations per step where the Runge-Kutta pro­

cedure requires four for the same order of accuracy. If the coarse step size is selected to satisfy the 

Nyquist criterion, a very efficient integration rule without convergence testing is obtained. However, 

for the evanescent case, a course step size of about 1/3 the Nyquist step size was required for reason­

able accuracy. 

To increase accuracy further, a 6th order rule was developed, again using the modified midpoint rule 

as a core integrator: 

(4.3) 
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The rule is similar to the two step rule discussed above, but incorporates an additional integration 

with two thirds the number of original steps. The original number of steps was selected to be a multi­

ple of 6, so that it could be divided evenly by the factors 2 and 3. The 6th order rule is very accurate 

and does not require a great penalty in cpu time over the 4th order rule, requiring only 2 1/6 deriva-

tive evaluations per step. 

The numerical execution time is reduced by an order of magnitude by simultaneous integration of all 

of the propagator matrix components, pregridding for each frequency, precomputing terms indepen­

dent of wavenumber, and use of the above 6th order rule. When simultaneously integrating the pro­

pagator matrix components, a total of eight initial value problems are solve simultaneously; six for the 

PSV problem and two for the SH problem. Real arithmetic is employed in the current code, resulting 

in the simultaneous integration of eighty displacement-stress components at one pass, taking advan­

tage of the vector optimization of the CRAY computers at Lawrence Livermore National Laboratory. 

To determine the maximum step size for integration of the displacement stress components, dispersion 

relations obtained from a potential representation of wave propagation in homogeneous fluid-saturated 

porous media of the Biot type are used to calculate phase velocities for the two coupled compression 

waves and the single shear wave associated with a homogeneous porous material with the same pro­

perties as the heterogeneous material at a given position. The dispersion relations are equivalent to 

expressions for phase velocity derived by Biot (1956a). By searching over the entire width of the 

fractured layer, the maximum wavenumber magnitude for any of the wave types and at any position 

within the layer is used to define the minimum wavelength within the layer. The Nyquist limit is 

one-half the characteristic wavelength. That is, the Nyquist limit is taken as 

(4.4) 

where c a is the wave velocity for either of the two Biot PSV waves or the shear wave. The fine step 

size for computation of results presented here was selected to be 1/24 of the Nyquist limit for very 

high accuracy, and therefore the coarse step size was 118 of the Nyquist limit. Selection of the step 

size is an option specified in the input parameter list for the program, and larger step sizes may be 

appropriate for practical computation. However, the presence of exponentially increasing and decreas­

ing evanescent solutions requires that the step size be smaller than typically used for calculating 

sinusoidal solutions, as with finite-difference procedures. 

• 
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To conserve computer time, the displacement stress components were integrated from the center 

plane, z =0, to the upper boundary, relying on symmetry about the central plane to determine propa­

gator matrices for the region below the plane of symmetry. For an asymmetric porous layer, the pro­

pagators would be computed by numerical integration over the entire layer width . 

4.2 Solution or the Boundary Value Problem 

Two solution procedures were used for solving the boundary value problem. The first procedure 

included representing the solutions for the porous layer by displacement-stress components at z = 0 

and propagators from the central plane of symmetry to the boundaries with the elastic region. Super­

position with a particular integral at the boundary· and solving for the displacement-stress components 

at z = 0 gives the desired general solution. The approach is adequate for thin layers and low frequen­

cies, but suffers from insufficient numerical precision for thick layers or higher frequencies. 

A second approach, referred to here as a "hybrid" procedure, incorporates the efficiency of the numer­

ical integration procedure for the displacement-stress vector while avoiding problems with numerical 

precision at high wave-number. The procedure involves subdividing the porous layer into sub-layers, 

computing propagators for each of the sublayers, and solving a global boundary value problem for the 

displacement-stress components at each of the layer interfaces. Only the latter procedure is discussed, 

because it is the most effective for thick layers, and because only results for the latter procedure are 

presented. The resulting matrix of boundary conditions is an extension of that obtained for the single 

layer treatment 

Two matrix equations are obtained; one for the PSV problem and another for the SH problem. 

BPSV aPSV = QPSV 

BSHaSH =QSH 

(4.5a) 

(4.5b) 
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The vectors a for the PSV and SH cases consist of the displacement stress components at each of the 

layer interfaces and the potential coefficients for the solid regions. 

The subvectors for the PSV problem are: 

Similarly, for the SH case: 

r1(zi) 

rz(zi) 

r 3(zi) 
ySV (z·)= ( ) 

' r 4 zi 

St(Zi) 

Sz(Zi) 

(4.6) 

(4.7a) 

(4.7b) 

(4.8a) 

(4.8b) 

.. 
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The matrix, sPsv, is of the form: 

H(+h) -Q(+h) 
0' I 

0' 0 

0' 0 

sPsv (k ,ro) = 

0 0 
-P(z,. ,z,._1) 0 

I 

0 

I 

0 

-P(z,._1,z,._:z) 

I 

-P(z 2,z 1) 0 

I -I 

0 P(z_z.Z-t) 

-I 
P(z -11+! ,z _,.+:z) 

0 

0 
-I 

0 
0 

0' 
0' 

0 p~-.z-~) ~ 0' 
0 0 -Q(-h) H(-h) 

The sub-matrices uPsv (±h) appearing above are: 

k 

±l;p 
HPSV (±h ) = =F 2JJk 1;p 

-2J.1.1;.. 2 

=Fkl;.. 

-e 
J.1.(2k2-k.r 2)k 

=F 2J.1k21;_. 

0 0 
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(4.9) 

(4.10) 

Again, the + sign refers to z > h , and the - sign refers to z < h . The matrix, Q, is a 6 by 5 matrix, 

expressing the boundary conditions between the displacement-stress components at the edge of the 

porous region and the potential coefficients for the solid region. The components of QPsv are: 

1 0 0 0 0 0 
0 1 0 0 0 0 

QPSV = 0 0 1 0 0 0 (4.11) 

0 0 0 1 0 1 

0 -1 0 0 1 0 

The matrices, 0' and 0, are trivial 2 by 5 and 6 by 6 matrices, respectively. 
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The porous region displacement-stress components at the boundary between the layer and the solid 

region are included in the solution. They could be deleted, reducing the size of the matrix, thus sav­

ing some computer time, but were included to simplify bookkeeping and debugging, and allow com­

puting the fluid partial stress at the boundary, if desired, though this was not done. 

Analogous expressions are obtained for the SH problem. For this case, the trivial matrices 0' and 0 

are 1 by 2 and 2 by 2, respectively. The matrix H is: 

(4.12) 

and the matrix, Q, is simply the unit 2 by 2 matrix: 

(4.13) 

The point z =0 is divided into two locations, z+1 =0+, and :_1 =G-, to allow application of a stress 

discontinuity at the point z = 0. The need for this is a consequence of using symmetry and determin­

ing propagators for z < 0 from the propagators for z > 0. The extra coefficients would not be neces­

sary if upward going propagators were used throughout the porous region. 

4.2.1 Inhomogeneous Terms for Stress Discontinuities. 

The inhomogeneous term representing a stress discontinuity at z; is given by: 

0' 
0 

0 
q= q; 

0 

The subscript, i , ranges from n to 1 and -1 to -n . 

0 
0' 

(4.14) 

.. 
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The load vector, q, depends on the nature of the stress discontinuity. For the PSV case, the loads 

are: 

Transverse load "SM" applied to the porous matrix in the "S" direction, representing a discon- • 

tinuity, [r 3](z;) = r 3(z; + )-r 3(z;-) = + 1: 

0 
0 

Q;SM= 
1 

0 (4.15a) 

0 
0 

Vertical load, "RM ", acting on the porous matrix in the "R" direction, representing a discon­

tinuity [r 4](z; )=r 4(z; + )-r 4(z;-) = + 1: 

0 
0 
0 

qRM_ 
I - } 

0 
0 

(4.15b) 

Transverse fluid load "SF" acting in the "S" direction, giving a discontinuity in transverse 

matrix shear, fluid displacement. 

0 
0 

P-12 

qr= P"22 

0 (4.15c) 

k ---
ro2

P" 22 

0 

• 



72 

Vertical load "RF" applied to the fluid in the "R" direction, representing a discontinuity 

[si)(z;) = s 2(z;+)-sz(z;-)=+ 1: 

0 

0 
0 

qlF= 0 

The trivial sub vectors for the PSV load vector are: 

0 
0 

0'= 0' 
0 
0 

The transverse loads for the SH problem are: 

0 
1 

0 
0 
0 

0= 0 

0 
0 

(4.15d) 

(4.16) 

Transverse load "TM " applied to the porous matrix in the "T" direction, representing the 

discontinuity, [liJ(z;) = 12(z;+)-12(z;-) =+ 1: 

q
TM_{ol 
j - 1J (4.17a) 

Tran$verse load "TF" applied to the fluid in the "T" direction, giving a discontinuity in the 

transverse matrix shear, [liJ=l2(z;+)-1 2(z;-)=- ~12 , is: 
P-22 

(4.17b) 

The transverse "T" loads applied to the fluid and matrix are not independent, so that one solution may 

be obtained from the other for each frequency. Further:the transverse "T" fluid load is not required 

for representing responses to the isotropic fluid moment tensor, as discussed in Chapter 3, and is 

therefore not used, except for inspection of point load solutions to verify code performance. 

.. 



.. 

• 

. 73 

The point load solutions are singular for zero frequency as may be observed in the load representation 

for qSF, involving a factor of ro2 in the denominator. When combined with the visco-dynamic density 

p-22, the load component varies as ro-1
• 

The trivial sub vectors for the SH problem are: 

0'={~} • (4.18) 

4.2.2 Inhomogeneous Terms for Derivative Evaluations 

The inhomogeneous equations required for computing the derivatives of the point load Green's func­

tions with respect to source vertical coordinate, z o. are obtained by differentiating the inhomogeneous 

matrix equations for the point load case. To do this, one must allow the source to be moved verti­

cally. Let qa(zi) be the inhomogeneous contribution at zi due to a source qa(z 0) at z 0, differentiate 

with respect to z 0, and let z 0 approach zi: 

(4.19) 

The components of qa are simply the vector components discussed above. Thus, O;=SM refers to a 

transverse load in the S direction applied to the porous matrix, and so forth. Then, the derivative 

with respect to z 0 is 

(4.20) 

The derivative of the propagator with respect to z 0 is obtained by differentiating the inverse relation 

for the propagator: 

P(zi ,z o)P(z o.Zi) =I (4.21) 

Obtain: 

aP(zi ,z o) aP(z o.Zi) 

a 
P(zo.zi)+P(zi.zo) a =0 

zo zo 
(4.22) 

Using the differential equation of motion: 

aP(zo.Zi) 

a 
= A(z o)P(z o.Zi) 

zo 

and post-multiplying from the right with P(zi ,z 0), and using the inverse relation again: 
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i)P(z; .zo) 
:l =-P(z; ,z 0)A(zo) 
az 0 

(4.23) 

When z0 = z;, the propagator, P, is just the unit matrix. Then: 

(4.24) 

For loads applied to the porous matrix in the "S ", "T ", or "R " directions, and the load applied to the 

fluid in the "R" direction, the components of qa(z 0) are independent of zo- For the transverse loads 

applied to the fluid, the derivative of qa(z 0) are non-zero because of the z-dependence of the visco­

dynamic densities appearing in the components of the load vectors. However, these particular gra­

dients are not needed in the representation of responses to isotropic point fluid moment tensors, and 

are not computed. 

4.2.3 Summary 

In summary, the above derivative formulas give three additional load vectors for the derivative 

evaluations of the PSV problem, and one additional load vector for the derivative evaluation of the 

SH problem. Thus, a total of seven PSV solutions and two SH solutions are obtained for each source 

location. 

For convenience, the required source vectors, or inhomogeneous terms, for the SH problem are: q™, 

a™ ~m 
and ~. For the PSV problem, the required source vectors are: qSM, q5F, qRM, qRF, 7--, 

azo azo 

i)qRM ~ 
:l ,and :l • 
azo azo 

All of the independent solutions are obtained by back-substitution into the global banded matrices 

decomposed by Gaussian elimination. Solutions for additional sources are also obtained without 

further decomposition of the banded matrix, so that a number of sources may be considered without 

substantial increase of computer time. 

When computing the displacement-stress components at the central plane of symmetry in response to 

a source at the same plane, the displacement-stress coefficients at z1 =0+ and z_1 =0- are averaged 

together to account for the load discontinuity. An alternative is to add l(l the load discontinuity to 

the displacement-stress solution at z-~o In principal, using the above averaging procedure should not 
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1 be necessary, since the Hankel inversion should be continuous in z for finite r. In practice, conver­

gence of trivial solutions or near trivial solutions is improved if the averaging is done. The procedure 

does not affect displacement vector components for assigned stress discontinuities, but shows up 

mainly in the derivative evaluations, and in the transverse fluid load specifications. In general, invert­

ing solutions under this condition is a difficuiL process, requiring extensive computer time and effort. 

4.2.4 Discussion 

An interesting feature of the global matrix approach for solving the reflectivity prOblem over multiple 

layers is that for evanescent waves, the global matrix becomes poorly conditioned, suffering from 

insufficient numerical precision. However, conditioning improves as the sublayer thicknesses are 

reduced. In the limit of infinitesimal layer thickness, ill-conditioning should be absent, but solution 

time for solving the banded matrix equation is roughly proportional to the number of layers. A prac­

tical choice for the number of layers is therefore necessary. 

Fortunately, if the conditioning of the individual propagators is reasonable, then the solutions for the 

displacement stress vector near the source are found to be well detennined, while those far from the 

source may be dominated by numerical "noise", the magnitude of which depends on sub-layer thick­

ness. For sufficiently small sub-layer thickness, the noise dominated solutions at large distance from 

the source are of extremely small magnitude, and, therefore, do not contribute significantly to the 

Hankel transfonn inversion integral. This effect was observed for the same LU decomposition of the 

banded matrix, independent of source location. Evidently, one need only reduce the sublayer 

thicknesses sufficiently to obtain a reasonable "signal-to-noise" ratio for solving the problem. No cri­

teria for layer thicknesses have been established, except that of obtaining reasonable looking results. 

Lack of precision produces noisy looking and non-causal response functions which can usually be 

identified. Moreover, the condition number of the matrix, obtained during LU decomposition, pro­

vides an indicator of the adequacy of sub-layer thickness. For severe ill-conditioning, indicated by a 

positive result of a conditioning test, results were found to be unsatisfactory . 

From a physical point of view, the results obtained with LU decomposition and Gaussian elimination 

are consistent with the requirement that, in the presence of severe evanescence, boundaries at large 

distance from the source should not have a significant physical effect on the near-field response. 

Requiring that evanescent solutions at large distances from the source be accurately computed may be 
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unnecessary, as well as impractical, provided that the wavenumber is not too close to a pole, as 

revealed by the condition number for the banded matrix. 

As mentioned in Chapter 3, Gaussian elimination is related to methods of invariant embedding, 

whereby a Ricatti transform is used to circumvent the effects of evanescence. Invariant embedding is 

described by Meyer (1973) regarding the solution of boundary value problems via initial value 

methods (the approach used here, though not strictly invariant embedding). 

As mentioned in Chapter 3, Chin, et al, (1984) provide an excellent discussion of the relationship of 

invariant embedding, Gaussian elimination, and matrix methods (Kennel, 1983) for solving the 

reflectivity problem. A new method is proposed by Chin, et al, as an alternative to Kennel's algo­

rithm for homogeneous layers. 

The hybrid approach used here differs again from the matrix procedures discussed by Chin, et al. 

Smoothly varying stiffness profiles are preserved in the model by numerical integration of propagator 

matrices, but Gaussian elimination techniques are applied to individual components to obtain solutions 

for a limited number of sub-layers, avoiding an otherwise poorly conditioned problem. Branch points, 

associated branch cuts (not actually present for interior layers), and turning points need not be 

evaluated or be of concern. The integration procedure is therefore robust Moreover, the speed with 

which the numerical integration may be performed may make the technique preferable to using a 

large number of homogeneous layers to approximate the stiffness profile and solving by one of the 

more usual matrix reflectivity methods. This has not been evaluated, however. The procedure should 

be equally ·effective for anisotropic elastic regions. 

4.3 Hankel Inversion Procedures 

The displacement-stress solutions are inserted into the integral expressions listed in Chapter 3 for the 

Green's functions and gradients of the Green's functions. 

4.3.1 Constant Q Velocity Dispersion 

To avoid branch points or poles on the real axis of the wavenumber plane during numerical integra­

tion of the Hankel transforms, complex velocities of propagation are assigned to the dilatational and 

rotational waves in the material making up the porous matrix and solid regions. 
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The complex Lame parameters for the solid material are then determined by the usual formulae. 

To preserve causality of the computed results, the constant Q model for velocity dispersion developed 

by Kjartansson (1979) is used. The complex velocities are given by: 

c,=c~[~]' 

c,=c~[ ~T 

(4.24a) 

(4.24b) 

(4.25) 

The reference radian frequency, ro0, is selected to be within the frequency range of interest For rea­

sonable values of Q, eg. Q ~ 30, the factor 1 is much less than unity, and the complex velocity 

closely approximates the real valued phase velocity except for a small imaginary component. Only at 

very low frequencies does the complex velocity differ appreciably from the real valued phase velocity 

for the elastic case. 

Other models of complex velocity dispersion have been introduced to describe attenuation of body 

waves in visco-elastic media. Futterman (I 962) presents a model (predating Kjartanssons work) 

including a non-constant Q, indicating that although Q may be assumed constant over the frequency 

range of interest, Q must become infinite below some arbitrarily small but finite frequency. Evi­

dently, the arbitrariness of this small but finite frequency allows one to set Q to infinity for frequen­

cies below the first spectral point used for computation, in effect providing a constant Q velocity 

dispersion over the frequency range of study. Kjartansson's model avoids the problem of selecting an 

arbitrary low frequency behavior for Q by specifying the above form for the velocity dispersion, 

though this is done at the expense of selecting an arbitrary reference frequency, roo. Kjartansson 

points out that for reasonable frequencies and Q-factors, his model closely approximates the usual 

models of velocity dispersion and amplitude attenuation for a constant Q material. 

Complex velocities associated with the Lame parameters for a Voigt solid would also be suitable, 

because the velocity dispersion satisfies the necessary requirements for causality and integrability con­

ditions. 

The Voigt model is most attractive from a physical point of view, though it is not a constant Q 

mOdel. Because the loss factor included in the solid material moduli is very small, the constant Q 
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model of Kjartansson is considered adequate for displacing singularities away from the real axis. 

4.3.2 Integration Contour 

The Hankel inversion integrals were initially evaluated with a trapezoidal rule, integrating along the 

real wavenumber axis. This is a satisfactory approach for computing responses in the semi-infinite 

solid regions, because of natural evanescent roll-off at high wavenumber, but the approach is inade­

quate for the response of the porous layer, especially for source and receiver on the same plane, 

because of poor convergence and excessive computer time. The resolution of this problem required 

substantial effort 

To achieve rapid convergence of the Hankel inversions for responses in the porous layer, the contour 

of integration is modified as illustrated in Figure 3.2 to exploit the exponential character of Hankel the 

functions off the real axis of the k -plane. The Bessel functions appearing in the integral expressions 

for the Green's functions are expressed as Hankel functions of the first and second kind for integration 

in the complex plane. 

(4.26) 

For large kr., the Hankel functions behave asymptotically as: 

(4.27a) 

(4.27b) 

The Hankel function of the first kind auenuates exponentially with increasing positive imaginary part 

of k, while the Hankel function of the seco~d kind attenuates exponentially with decreasing negative 

imaginary part of k. To exploit these properties, the contour of integration begins at the origin and 

follows the real axis to a point just beyond the highest wave number associated with any of the 

characteristic wave velocities within the fractured layer. At this point, the Bessel function is split into 

the Hankel functions of the first and second kind, and the part of the integral with kernel involving 

Hankel functions of the first kind are evaluated along a contour entering the first quadrant of the com­

plex plane, while the remaining part of the integral with kernel involving the Hankel function of the 

second kind are evaluated over a reflected contour entering the fourth quadrant. The upper and lower 

contours are rejoined at k = oo. Provided that no poles are contained within the region bounded by the 
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defonned contours beyond the demarcation point, the result will be the same by Cauchy's theorem as 

if the integration were carried out entirely on the real axis. 

The angle at which the contours depart from the real axis is arbitrarily set to : to further increase 

the chances of including all poles in the calculation. Frazer and Gettrust (1984) suggest that the angle 

be set to tan-1(x/l(zr-Z.r I), where zr and z, are the receiver and source elevations, respectively, for 

maximum convergence rate. The angle, : , is selected as a reasonable compromise between large 

and small vertical offsets. Winding number evaluations for the detenninants of the banded matrices 

could have been used to detect an imbalance of poles and zeroes within the contour, but this was not 

done. 

The poles representing nonnal mode or "trapped wave" solutions, will likely have phase velocities 

comparable with or greater than the slowest characteristic wave velocity for the medium, as for a 

"normally dispersive" medium (Achenbach, 1973). Unfortunately, a pole may conceivably exist 

which represents a mode with phase velocity less than the slowest characteristic velocity for the 

medium. A canonical example is the Rayleigh wave for a semi-infinite half space. The phase velo­

city of the Rayleigh wave is slightly lower than the shear wave velocity for the medium; and, thus, its 

pole lies just beyond the branch point for the shear wave number. To capture this type of pole, the 

contour of integration was extended about 10 to 20 percent above the largest characteristic 

wavenumber for the layer before entering the complex plane, following the recommendation of Frazer 

and Gettrust (1984). 

To partially test the above procedure, two test runs were made for an assumed set of porous layer 

parameters. One run was with the demarcation point just beyond the wavenumber for the slowest 

wave, the other for twice the wave number of the slowest wave. No difference in the computed result 

was obtained. However, setting the demarcation point to less than the wave number of the slowest 

wave, while avoiding branch cuts, did in fact produce a change in the computed response, signifying 

the presence of an excluded pole. Rigorous testing and searching for poles was not carried out 

In practice, convergence of the integrands was achieved very rapidly, especially at large radius, for 

which the argument to the Hankel function changes rapidly with wavenumber. Often, only an addi­

tional 10 percent of computer time was required to complete the integration along the split portions of 

the contour. Moreover, Bessel functions of the first kind on the real axis are well behaved near the 
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origin; their use is more attractive than use of Hankel functions along the "Chapman contour" dis­

cussed by Frazer and Gettrust (1984) for which the path of integration passes through the origin. 

Frazer and Gettrust (1984) discuss the use of Filon's method for approximating Hankel inversion 

integrals for rapidly varying Hankel functions and slowly varying integrands. The procedure involves 

approximating the non-Hankel portion of the integrand by a polynomial of order 1 or more over a 

finite increment of the argument The procedure can give a substantial reduction of the number of 

integration steps for large Hankel function argument. The procedure was not attempted here, but 

combining the procedure with a Romberg (Press, 1986) integration scheme may yield substantial 

reduction of computer time. 

A custom subroutine was developed for computing Hankel functions of the second kind for order 0 

and 1, because no suitable package was available in the NAG, IMSL, or SLATEC libraries. Hankel 

functions of the first kind were computed by supplying the complex conjugate argument and taking 

the complex conjugate of the result. The subroutines are recursive implementations of the series 

representations and large argument approximations given by Stegun and Abramowitz (1964) and by 

Gradshteyn and Ryzhik (1965) for Bessel and Neuman functions of complex argument. The subrou­

tines were checked against standard tables and found to be accurate up to at least 4 or 5 significant 

figures, except adjacent to the branch cut along the negative real axis where the large argument 

approximation is not valid. The dimensionless transition radius for kr between the series representa­

tion and the large argument approximation is 5. 

4.4 Computers 

Original model development was carried out on the Numerical Modeling Machine at the Center for 

Computational Seismology at Lawrence Berkeley Laboratories. For large scale runs, the model was 

transferred to the Cray II at Lawrence Livermore National Laboratories MFE computer facility. 

Finally, the model was transferred to the Cray-XMP, also at the MFE computer center. The Cray­

XMP is about a factor of 2 faster than the Cray II, in spite of the widely advertised speed advantages 

of the Cray II. The reason for this is lack of large-scale vectorization and use of complex variables in 

the model. The Cray. II is particularly well suited to real arithmetic and large-scale vectorization. 

Execution time on the Cray-XMP ranged from less than an hour to several hours, depending on model 

input parameters. The model is being considered for adaptation on the Center for Computational 
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Seismology's Convex computer, where execution time may be on the order of several tens of hours. 

In batch mode, this is not a disadvantage, and tum around time may be less than that achieved on the 

Cray-XMP, which involved several days, running at low priority. 

The math package used on the Cray-XMP for solving the matrices was included in the OMNll.JB 

library, a vectorized version of the SLA TEC library, also resident on the Cray. The OMNILIB rou­

tines were significantly faster than the NAG or IMSL library routines, also available on the Cray. 

Though the OMNILIB routines were faster, there was some evidence of less numerical accuracy than 

that achieved with the NAG library, though the differences were minor. 

4.5 Verification 

The model was checked in a number of ways. By outputting the point load solutions reciprocity rela­

tions between the various point load Green's functions, as discussed in Appendix A, were verified. 

Since these involved comparison of the matrix Green's functions with Green's functions for the solid 

regions, essential consistency between the potential and displacement-stress formulations was verified. 

Symmetry properties also require that certain Green's functions for the response at the plane of sym­

metry must be zero for certain types of sources. For example, the transverse horizontal response at 

z =0 due to a dilatational source was verified to be zero. During the early phase of model develop­

ment, potential representations for a homogeneous 'porous layer were used to compute displacement 

stress vectors and derivatives. These were compared with those computed via numerical integration 

techniques, and were found to agree within 3 to 4 significant figures, thus verifying the basic 

displacement-stress representation presented in Appendix B. 

The most important verification was obtained by setting the porosity to a very small value, and equat­

ing the fluid bulk modulus and mass with those of the solid material, and thereby simulating a homo­

geneous infinite solid region. The computed results for matrix point loads and gradient solutions were 

compared with exact solutions for a homogeneous elastic region obtained analytically by Fourier 

transforming the temporal solutions provided by Aid and Richards (1980, pg. 73-79). The results 

agreed to within 3 to 4 significant figures. The agreement verified the construction formulae for the 

point load Green's functions and their gradients, the displacement-stress formulation, the load 

representations, and the Hankel inversion procedure. In fact, an error in sign was detected and 

thereby corrected as a result of these comparisons. 
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No direct validation of the effect of fluid source solutions was attempted. Rather, detailed derivations 

and assumptions were checked and rechecked, and essential symmetries in the specification of the 

load components were verified. Most importantly, inspection of the response functions due to fluid 

volume sources satisfy physical intuition, and the solutions for a vertical point fluid load applied at 

the edge of the boundary agree exactly with the solution obtained for a vertical point matrix load 

applied at the same location, as they should, because of the nature of the boundary conditions. As 

will be discussed in the following chapter, the fluid load representation is verified by certain low fre­

quency or long-time response behaviors for fluid volume sources located at the central plane of sym­

metry. Response characteristics for fluid supplies at the boundary edge were less satisfactory, how­

ever. 
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Chapter 5: Application to Hydraulic Fracture 

Time integrated Green's functions are computed for a broad hydraulicly conductive fracture zone of 

width 60 meters containing a high porosity interior region of width approximately 10 meters. The 

model parameters roughly reflect the model parameters used by Mauk, et al (1987), for finite 

difference modeling of hydraulicly fractured rock, though the geometries differ considerably. The 

profile used by Mauk includes a 30 meter wide low velocity zone with a surrounding 15 meter wide 

transition zone between the low velocity zone and the surrounding competent rock. A major 

difference is that the model used by Mauk, et al, is two dimensional, including a finite size two­

dimensional fracture zone. The present model is three dimensional, but homogeneous in the lateral 

directions. Because of the bounded two dimensional geometry used by Mauk and the unbounded 

three dimension geometry used here, the results obtained from the two approaches are not directly 

comparable. Further, Mauk includes a 3 millimeter wide crack filled with water along the center line 

of the low velocity zone, though fluid pressure is not modeled. A highly conductive region is simu­

lated in the present model by the densely fractured region, using a maximum crack aperture of 1 mil­

limeter. 

5.1 Input Parameters 

The parameters describing the fracture zone are summarized in Table 5.1. Dimensionless parameters 

are employed to maintain reasonable number size during numerical computation. Dimensioned "phy­

sical" parameters corresponding to the dimensionless parameters are also listed at the right hand side 

of Table 5.1. The normalizing quantities are the density and shear wave velocity of unfractured 

"infinite-Q" rock, and a nominal length. The quantities are: 

Velocity: 3000m/sec (Shear-Wave Velocity of Solid Rock) 

Length: 1m (Nominal Width) 

Density: 2,500Kg/m (Density of Solid Rock) 

The normalizing time unit is thus 1/3000 sec, corresponding to a normalizing frequency of 3000 Hz. 

Results for other frequency ranges, layer widths, etc., are obtained by appropriate scaling. For exam­

ple, assuming a length scale of 0.1 m, the corresponding upper frequency limit rises from 256 Hz to 

2,560 Hz. 



Table 5.1 Input Parameters 

Parameter 

Solid Material Density 

Fluid Material Density 

Solid Material P-Wave Velocity 

Solid Material S-Wave Velocity 

Fluid Material P-Wave Velocity 

Solid Material Q-Factor 

Fluid Viscosity 

High Porosity Region Width, 2z1 : 

Conductive Fracture Zone Width, 2h : 

Micro-Fracture Maximum Aperture, 2h1 : 

Maximum Porosity 

Micro-Fracture Aspect Ratio: 

Tortuosity: 

Sinuosity: 

Frequency Step Size: 

Number of Frequencies 

Upper Frequency Limit 

5.1.1 Porosity Profile 

The porosity profile is given by: 

Dimensionless 

1.0 

0.4 

2.0 

1.0 

0.5 

40.0 

1.33333x10-10 

0.02 

0.005 

0.005 

10.0 

60.0 

.001 

.03 

0.003333 

2.0 

2.0 

6.666667x1~ 

128 

0.085325 

Dimensioned 

(2,500Kg/m3) 

(1000Kg/m3) 

(6,000m!sec) 

(3,000m/sec) 

(1,500m/sec) 

(0.001N-sec/m2
) 

(lO.Om) 

(60m) 

(.001m) 

(2 Hz) 

(256Hz) 

The parameters h, z1 , ~0• ~hand ~2• are listed in Table 5.1 as input parameters. 
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The porosity profile, illustrated in Figure 5.1, has a Gaussian shape near the center of the fracture 

zone, with concave downward parabolic profile for the flanks, decreasing to a finite edge porosity of 

1/2%. 

The porosity profile is within the range of fracture porosities listed by Weber and Bakker (1981) for 

fractured petroleum reservoir rock. These authors indicate that some fractured chert porosities are 5% 

to 8%, with crack apertures of several millimeters and · spacings of about 5 centimeters, and that 

important aquifers and oil fields are contained in fractured tuffs and igneous rocks with apertures 

ranging from "hairlines to nearly 4 em width". They further indicate that in the USSR, oil fields exist 

in basaltic rocks containing cooling joints and "intersected vesicles" with fracture porosities of up to 

6%. At the low end, fracture porosities of limestones, dolomites, and siltstones range from 0.01% to 

0.3%. The profile employed here thus falls within the range of observed natural fracture porosities. 

Hydraulic fracturing would presumably increase these natural porosities, may simply induce connec­

tivity between naturally occurring fractures, or introduce additional fractures. 

5.1.2 Total Aperture and Fracture Conductivity 

The total aperture, equal to the sum of the micro-crack apertures over the fractured zone, 0.6772 

meters for a normalizing length scale of 1 meter, substantially larger than for a single discrete frac­

ture. Part of the porosity can be rationalized as existing prior to fracturing. If the preexisting porosity 

is equivalent to that at the boundary of the zone, or 0.5%, then, over the 60 meter width of the frac­

ture zone, the preexisting integrated aperture would be about 0.3 meters. The remainder, 0.3772 

meters, would presumably be contributed by fracture zone expansion, though this may be much larger 

than normally assumed in models of hydraulic fracturing processes. Much of the contribution to the 

total aperture is in the flanks of the porosity profile from z >z1 to z <h. The porosity in this region, 

controlled by the parameter, ~It is selected to provide a shear wave velocity roughly comparable to 

that used by Mauk for the transition zone between the high porosity region and competent rock 

regions. An induced fracture zone expansion of 0.3 to 0.4 meters would imply a fracture volume of 

3000 to 4000 cubic meters for a fracture extent of perhaps 100 x 100 meters, of the same order of 

magnitude as the fluid volume of 5,500 cubic meters discussed by Green and Baria (1987), with 

respect to hydraulic fracturing of a hot dry rock geothermal system. 
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The total aperture can be reduced substantially by reducing the size of the conductive zone, or by 

reducing its porosity. Lower fracture porosities can be handled by the model, though the assumption 

of connectivity becomes questionable without further reduction of crack aspect ratio. Reduction of 

porosity will increase the shear wave velocity in the low velocity zone, which increase can also be 

compensated by reducing the crack aspect ratio, which increases the crack density for a given crack 

The fracture conductivity, C1 , is equal to the sum of the individual conductivities of the fractured 

zone. The conductivity of an individual fracture is given by wk1 (Palen and Narasimhan, 1981, p. 

39), where w =2h1 is the fracture width and k1 = :
2 

w 2 = ! hJ is the fracture permeability 

(Narasimhan, 1987, p. 10). Thus, the fracture conductivity of an individual fracture is 

(5.2) 

For a fracture aperture of 0.005 meter, the fracture conductivity is: 

The total fracture conductivity for a porous zone of interconnected micro-fractures is defined here as: 

(5.3) 

where k1 (z) is the intrinsic permeability of the porous material at position z (Biot, 1956): 

kt (z) = ~j~) hj(z) (5.4) 

The dimensionless parameter, ~. is the sinuosity of the porous material. The micro-crack aperture is 

assumed to vary in proportion to the porosity, so that the intrinsic permeability profile is: 

(5.5) 

and the total conductivity may be expressed as: 

(5.6) 

The profile of the ratio of the intrinsic permeability to fluid viscosity is illustrated in Figure 5.2 in 
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dimensionless form. The ratio is the usual Darcy coefficient of permeability (Jaeger and Cook, 1979, 

pg. 210), and scales as the ratio of the square of the micro-fracture aperture to fluid viscosity. The 

full scale is equivalent to approximately 1.333 millidarcy. For comparison, the permeabilities of lime­

stones, shales, and siltstones, are less than 0.05 millidarcy, and the permeability of Berea sandstone is 

about 200 millidarcy (Jaeger and Cook, 1979, pg. 210). Note that the natural formation permeability 

is ignored in the model development. 

The fracture conductivity varies as hJ and is very dependent on the porosity profile, represented by 

the integral over the fracture zonal width. Most of the fracture conductivity is contributed in the high 

porosity region, lz l<z1 . The model parameters given in Table 5.1 are adjusted to give a fracture con­

ductivity roughly similar to that of a 0.005 meter wide single fracture, of the same order of magnitude 

as that used by Mauk, et al. 

5.1.3 Crack Density Parameter 

The crack density parameter, E, is directly related to the porosity profile for constant aperture cracks, 

as discussed in Chapter 2. The shape of the crack density profile is therefore represented by the 

porosity profile illustrated in Figure 5.1. The crack density varies from a low of about 0.25 at the 

edge of the fracture zone to a high of 1.43 at the center. These values represent dense fracture net­

works, necessary for the assumption of fluid conductivity. The crack density at the edge of the frac­

ture zone represents a minimum value capable of supporting fluid conduction, though larger crack 

densities are necessary for reasonably isotropic flow (See Chapter 2). 

5.1.4 Characteristic Velocity Profiles 

The phase velocity profiles, computed from the real parts of the characteristic wavenumbers of the 

individual wave types, are presented in Figure 5.3a. The characteristic wavenumbers are those which 

would exist in an unbounded homogeneous porous material with constitutive parameters correspond­

ing to those found at position z within the porous layer. Thus, the wavenumbers and phase velocities 

are not due to poles associated with bound-state modes, such as for a waveguide, but to the local pro­

perties of the . material. 

Frequencies of 1=0.0006666 ... (2 Hz), I =0.00666 ... (20 Hz), and I =0.0666 ... (200 Hz), are 

represented in Figures 5.3a, b, and c, respectively. At 2Hz, the ph~e velocities of the shear and fast 
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mode compression waves are slightly less than the corresponding velocities at 20 Hz and 200 Hz. A 

constant-Q velocity dispersion for Q = 40is incorporated in the input velocity data for the solid por­

tion of the porous matrix, as discussed in Chapter 2. The reference frequency is 100Hz, and at 2 Hz, 

the reduction of dilatational and shear wave phase velocities of the solid material making up the 

porous matrix is about 3%, comparable to the velocity differences observed between the dilatational 

and shear wave velocities of Figure 5.3a and Figure 5.3c. Also, the velocity differences are roughly 

unchanged as a function of position. Thus, the velocity differences between the fast compression and 

shear waves at 2 Hz relative to 20 Hz and 200 Hz are primarily due to the porous material's 

constant-Q velocity dispersion incorporated in the model, and not to relative motion between fluid 

and solid constituents. 

As pointed out by Zimmerman (1985), for the porosities and constitutive parameters assumed for this 

case, the fast mode dilatational wave velocity is relatively insensitive to fluid bulk modulus. 

Although the fluid bulk modulus is much smaller than the that of the solid, the volume of the fluid is 

a small percentage of the total volume, so that the effective bulk modulus of the saturated cracked 

solid is approximately the same if the constituent fluid bulk modulus were set to infinity. The reduc­

tion of the fast dilatational wave velocity within the high porosity layer is thus due to shear stiffness 

reduction caused by increased crack density. 

The slow compressional wave phase velocity is much lower than the fast compressional and shear 

wave velocities, and is much more strongly influenced by porosity profile and frequency, due to the 

viscosity of the fluid, and to the apparent bulk modulus of the fluid. As a function of position, the 

slow dilatational wave phase velocity increases slightly from its value at the fracture zone boundary, 

reaching a maximum near the edge of the high porosity central region. Within the high porosity 

region, the phase velocity dips to a local minimum. The overall velocity of the slow dilatational 

wave is roughly one fifth or less of the acoustic velocity of the fluid alone, because the pressure of the 

slow mode wave is relieved by the bulk compliance of the solid material making up the porous 

matrix. 

If the porosity were increased substantially, the dilatational velocity of the fast mode would decrease 

to the phase velocity of acoustic waves in the fluid, so that the acoustic velocity of the fluid is 

recovered by the fast-mode wave for the mixture in the limit of unit porosity. In the limit of zero 

porosity, the fast-mode wave velocity approaches the dilatational wave velocity of the unfractured 
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elastic solid Thus, the fast-mode wave is the principal propagating wave while the slow-mode wave 

is diffusive in character, and only resembles a propagating wave at sufficiently high frequencies. 

Regardless of the diffusive nature of the second- or slow-mode wave, its arrival is causal because of 

the inclusion of fluid density in the equations of motion. 

5.1.5 Loss Factor Profile 

The loss factor is the negative of the ratio of the imaginary part of the characteristic wavenumber to 

the real part, and represents the deviation of the complex characteristic wavenumber from the real 

axis. The logarithmic decrement is obtained directly from the loss factor by multiplying by 21t; the 

logarithmic decrement and loss factor are equivalent descriptors, except for the multiplier. Relation­

ships between various descriptors of attenuation are discussed by Johnston and Toksoz, (1981). 

Characteristic loss factor profiles are illustrated in Figures 5.4a, 5.4b, and 5.4c for frequencies of 

0.000666 ... (2Hz), 0.006666 ... (20Hz), and 0.0666 ... (200Hz), respectively. Throughout the fracture 

zone, the loss factors for the fast dilatational wave and shear wave are on the order of 1 per cent, con­

trolled by the loss factor of the constant-Q material making up the porous matrix, for which the loss 

factor is approximately 11(2Q)= 1180. For zero porosity, the loss factors for both the fast dilatational 

wave and shear wave would be identical. The profiles illustrated in Figures 5.4a, b, and c, indicate a 

separation of loss factors in the relatively high porosity region. The loss factor for the fast dilata­

tional wave decreases significantly in the high porosity region, while the loss factor for the shear wave 

is essentially unchanged. 

The loss factor for the slow dilatational wave is substantially higher than that of either the fast dilata­

tional wave or the shear wave, because the fluid displacement is out of ptfase with the solid displace­

ment for the slow dilatational mode. The slow dilatational mode loss factor increases with decreasing 

frequency, and, in the limit of zero frequency, the slow dilatational wave becomes diffusive, in which 

case the loss factor is infinite. 

The loss factor for the slow mode wave becomes substantial near the edges of the fracture zone, 

where the crack aperture is 1/6 of the aperture at the center of the fracture zone. Near the center of 

the fracture zone, the loss factor is least, on the order of 10 percent, indicating that the slow dilata­

tional wave is more efficiently propagated in the region of high porosity, as expected. 
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Attenuation rate profiles in dB per unit distance for each of the wave types are presented in Figures 

5.5a. 5.5b, and 5.5c, for each of the above frequencies, respectively. The attenuation rate in dB per 

unit distance is related to the loss factor, A, by: 

ex( dB/unit distance)= 8.686Im (k) = 8.686A21t.L c. 
where c • is the phase velocity of the aSsociated wave, indicated in Figures 5.3a, b, and c. 

(5.7) 

The attenuation rates are very low for the fast dilatational wave, and moderate for the shear wave. 

The attenuation rate of the shear wave reaches a maximum at the center of the fracture zone, the 

plane of highest porosity and lowest shear wave velocity. At frequency 0.000666 .. (2 Hz), the rate is 

roughly 0.145 dB per unit distance (per meter). 

The attenuation rate of the slow dilatational wave is very much higher than for either the fast dilata­

tional wave or shear wave, (Figure 5.5b). The rate is almost 6 dB per unit distance (per meter) at the 

edge of the fracture zone at 200 Hz, decreasing to roughly 1.5 dB per unit distance at the center. At 

frequency 0.000666 ... (2 Hz), the attenuation rate is roughly about 0.2 dB per unit distance at the 

center of the fracture zone. The attenuation rate profile for the slow dilatational wave thus indicates 

that the second mode wave will be most efficiently propagated in the high porosity region. 

5.2 Fundamental Response Functions 

Plots of computed response functions for Heaviside step point loads and point moments are presented 

in Appendices C, D, and E. Appendix C contains plots of the porous solid displacement and fluid 

partial stress response functions along the central plane of symmetry. These responses are perhaps the 

most interesting and novel information regarding the wave propagation in a fractured zone. Displace­

ment responses are given in Appendices D and E for the solid exterior regions. Appendix D includes 

responses along a line perpendicular to the fracture plane, beginning at the boundary between the frac­

ture zone and solid region. The receiver line is offset radially by 10 distance units. Appendix E 

includes responses along the upper boundary between the fractured zone and solid region, beginning 

at a radial offset of 10 units (10 meters). The results gi'!'en in Appendix E are thus directly compar­

able with those of Appendix C with respect to propagation parallel with the fracture plane. 

Each of the response functions are computed from the spectral Green's functions for delta function 

sources by first performing an inverse Fourier transform with the Cooley-Tukey FFf algorithm 

.. 
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described by Claerbout (1976), and then directly integrating the temporal responses by a trapezoidal 

rule. Prior to Fourier inversion, a small linear phase shift corresponding to a time delay of less than 

one time step was included to enforce continuity of phase at the Nyquist frequency of 0.085 (256 Hz). 

An additional linear phase shift corresponding to a time delay of 5% of the total time window was 

included to provide a small quiescent time immediately prior to the first arrival and, thus, define an 

initial offset. The offset was then subtracted from the waveform so that the static displacement will 

be determined after integration of the waveform, necessary because of the lack of computed static 

displacements. Subtraction of the initial offset enforces zero slope for the integrated responses at the 

beginning and ending of the integrated waveforms. The long-time response is thus representative of 

the static displacement remaining after cessation of motion, provided that the responses attain quies­

cence within the time window. 

The static displacements existing at the end of each trace do not reflect the actual static displacement 

if significant relaxation due to fluid flow occurs. The Green function response at the beginning and 

ending points of the time record are continuous and smooth, due to the nature of the finite Fourier 

transform. The effect is referred to as "wrap around." If significant relaxation persists near the end of 

the record, the effect will influence the computed early time record, and thus produce an acausal 
' 

result The effect can be reduced by reducing the frequency interval, thus increasing the time win-

dow. 

Amplitudes of the traces are indicated by scale factors at the extreme right hand end of each trace. 

The scale factors are the vertical spans for the display range, equivalent to twice the maximum abso­

lute value of the waveform. 

The response amplitudes are dimensionless. Conversion factors for physical dimensions can be deter­

mined by recalling the definition of the Green's function. The displacement response is given by a 

convolution of the Green's function with the applied point load over time. Thus the unit of the dis­

placement Green's function is distance per force-time, or, in MKS units, "meters per Newton-second". 

Because the normalizing quantities are the density of the competent rock, :i500kg/m3, the shear wave 

velocity of the competent rock, 3000 rn/s, and a length of one meter, the conversion factOr for the dis­

placement Green's functions is 0.1333 ... x10-6 rn/(N-sec). The responses given in the appendices are 

integrated over time, so that the conversion factor must be multiplied by an additional time unit of 

1/3000 s. The conversion factor in MKS for the integrated displacement responses is thus 

-.. 
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44.444 ... xl0-12 m/N. For example, the span indicated in Figure C5.1 for the radial response of the 

porous layer at the center plane and radial distance 10 m due to a radially directed point load acting 

at the center plane is 0.10x44.444 .. x10'""12m!N= 4.444 ... pico-meters per Newton. 

The conversion factor for the gradients of the Heaviside response functions in physical units is 

44.444 ... pico-meters per Newton-meter, obtained by dividing the factor for the point load responses 

by the reference distance, L. 

The conversion factor for the Green's function for fluid partial stress has units of force per unit area 

per force-time, and the conversion factor for the response to the Heaviside point load is simply L -2, 

lm-2 for a normalizing distance of 1 meter. The conversion factor for the gradient of the fluid partial 

stress Green's function, integrated with respect to time, is lm-3 for a normalizing distance of 1 meter. 

For example, the fluid partial stress responses given in Figure C4 for symmetric fluid moments are of 

order 10-3m-3• Assuming a pressure drop of 5000 psi, or 35 mega-Newtons per square meter, over a 

volume of 0.01 cubic.· meter, the order of magnitude partial pressure response would be about 350 

Newtons per square meter, or 0.05 psi, plus or minus an order of magnitude. The fracture (pore) 

pressure, is equivalent to the partial stress divided by the porosity, so that the fracture pressure at 10 

m from a source at the central plane would be about 1.3 psi for 3% porosity, small considering the 

magnitude of hydraulic fracturing pressures, but well above the resolution of piezo-electric pressure 

transducers. 

The time axes are in units of LN, where L is the normalizing distance and V is the normalizing velo­

city. Again, for the application here, these are 1 m and 3000 rn/s, respectively. Thus, the time axis 

for the traces are units of 1/3000 s, and the maximum time span for each trace is thus precisely 0.5 

second, corresponding to the real frequency step size of 2 Hz for the spectral response functions. 

5.2.1 Center Plane Responses 

The displacement responses of the porous structure for moments acting on the porous structure are 

presented in Figures Cl.l through Cl.lO. Response functions are given for two sources: one at the 

central plane of symmetry, and the other at the upper boundary. Symmetry can be used to determine 

the responses due to sources at the lower boundary; the conversion being a multiplication by + 1 or 

-1, depending on symmetry. 
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Some of the responses are trivial for sources located at the central plane of symmetry. An example is 

the radial displacement due to a symmetric shearing moment, M n. Other examples include the 

transverse horizontal response to a symmetric M 9, moment, designated as 9-Z in Figure C1.6, and the 

vertical displacement responses (Figures C1.7, C1.8, and C1.9) to the diagonal moment components, 

Mrr• M9e. and M.,. 

Similarly, the fluid partial stress responses in Figure C2.4 to the symmetric Mn moment component 

acting on the porous structure at the center plane are trivial, as well as the vertical displacement 

response to isotropic fluid moments acting at the center plane. Other trivial responses are obtained as 

a result of symmetry for some of the responses to point loads. 

The fluid partial stress response in Figure C2.1 contains acausal arrivals propagating at the second 

mode velocity from spurious or fictitious sources. These sources are the result of insufficient step size 

in the Hankel inversion process. Reduction of wavenumber step-size, or use of a sufficiently small 

constant wave-number step rather than a constant slowness step will, presumably, reduce or eliminate 

this effect, though at the cost of substantial computer time. Also, higher precision may be required in 

solving the boundary value problem in vertical coordinate, z, in the neighborhood of the second mode 

pole. During Hankel inversion, the contour of integration proceeds into the complex plane at just 

beyond the second mode pole; the acausal arrivals may be related to this. 

Most of the responses given in Appendix C exhibit quiescent long term behavior, including a static 

displacement. Some of the response functions are not quiescent at long time, but appear to relax, 

presumably because of fluid diffusion. Principal examples include the displacement and fluid partial 

stress responses to isotropic fluid moments acting at the upper (or lower) boundary, illustrated in Fig­

ures C3.1 through C4. Moreover, the responses tend to exhibit a substantial static offset at long time 

for the fluid moment source. When computing the response to a fluid injection, the static displacement 

should be canceled at long time by combination with the response due to an isotropic moment acting 

on the porous matrix, or structure. This is discussed below with respect to computed responses to 

fluid dilatation. 
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5.2.2 Solid Region Responses 

Responses at positions along a line nonnal to the fracture plane, each separated by 10 distance units 

(10m), with the first position at the upper boundary, z =h, and offset from the z-axis by 10 units (10 

m), are presented in Appendix D. These results illustrate the radial, transverse, and vertical responses 

which might be measured in a borehole intersecting the fracture zone nonnal to the fracture plane of 

symmetry. Responses along receiver lines offset at greater distances from the vertical axis were also 

computed, but are not presented. 

Each figure in Appendix D contains responses for three source locations. The upper set of traces is 

for a source a z = h, the middle set for a source at z = 0, the central plane of symmetry, and the bot­

tom set for a source at z = -h . The first trace (labeled as # 1) of the top set is with receiver position 

on the same elevation as the source. In this case, some of the response functions would be trivial if 

not for the presence of the fracture zone. An example is the radial displacement response to a sym­

metric M,.. moment component, illustrated in Figure 01.4. In this example, the response is an order 

of magnitude less than the responses at higher elevations above the upper boundary. 

Point load responses are given in Figures 03.1 through 03.5 for loads applied to the porous solid. 

The radial response to radial point loads and the transverse response to transverse point loads are 

similar in shape regardless of sotirce position, though differ significantly in amplitude. These 

responses are primarily SH in nature (pure SH for the transverse-to-transverse response) due to the 

primarily vertical direction of propagation. At zero radial offset, both responses would be identical. 

The high degree of similarity of these responses provides a partial check of the correctness of the 

overall algorithm. 

The transverse displacement response to a transverse point load is a pure shear-horizontal SH 

response, and thus can be used to evaluate attenuation of shear waves through the fracture zone. The 

static amplitude at the upper boundary is about 0.0024 for the source at the lower boundary, about 

distance 60 below the receiver. This can be compared with the response at distance 50 above the 

upper boundary for the source at the upper boundary to evaluate the attenuation of the shear wave by 

the layer. The discrepancy in travel distance, 60 versus 50, is minor for the purpose of qualitative 

evaluation. The static and dynamic amplitudes of the two responses are of the same order-of­

magnitude, indicating that the fracture zone does not substantially attenuate the wave, in spite of the 

very low shear wave velocity in the high porosity zone. This may be because the smooth, Gaussian 
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shaped, velocity profiles used in the model are not very reflective. 

5.2.3 Responses Along the Upper Boundary 

Responses along the upper boundary at z = h to Heaviside step point moments and point loads are 

given in Appendix E. Three source positions are again represented; one at z = -h, one at z = 0 and 

the third at z =+h. The receiver locations are each separated by 10 distance units, beginning with 

receiver #1 at (r ,z) = (10,30). Thus, the final receiver location, receiver #6, is at (r ,z) = (70,30). 

The moment sources, M", M 99, Mu, etc., are designated as R-R, 9-9, Z-Z, etc. 

The radial responses in Figure E1.4 to a symmetric Mn moment component and the transverse 

responses in Figure E 1.6 to a symmetric M 9, moment component acting on the porous solid at the 

upper boundary are slightly noisy. The static displacements are ill-defined, and there is evidence of a 

reverse traveling acausal arrival at the second mode dilatational velocity of the fracture zone at the 

center of the layer. These results are obtained with the same LU decomposition as all of the other 

results. The "noise" is probably due to insufficient step size during Hankel inversion. 

Point load response acting on the porous structure are presented in Figures E3.1 through E3.5. The 

point load responses all exhibit significant static displacements, particularly the diagonal components 

(radial response to radial load, etc.} The transverse response in Figure E3.2 to a transverse point load 

is a pure SH response, and includes a near-field effect propagating at P-wave velocity. The reflection 

and ,transmission of pure SH motion across the layer are contained in this figure. The amplitude of 

SH wave propagation is not significantly attenuated by transmission across the layer, when the effect 

of propagation distance is removed. 

The radial displacement responses in Figure E3.4 to vertical load at z = h and the transverse displace­

ment responses in Figure E3.5 to radial load at z = h would be identically zero with the layer absent. 

The essential condition of reciprocity between these two sets of responses is satisfied if a sign change 

for interchanging source and receiver is included. 

Reciprocity is satisfied by the responses at the center plane to point loads at the upper boundary, and 

the responses at the upper boundary to point loads applied to the porous solid at the center plane. 

.. 

.,. 
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Examples include the radial responses to radial load components, Figures C5.1 (top), and E3.1 

(center), or the center plane vertical response to a radial load, Figure C5.4 (top), and, with a change 

of sign, the upper boundary radial response to center plane vertical load, Figure E3.4, and so forth. 

The satisfaction of reciprocity indicates that point loads at various locations are being applied in a 

consistent manner and that the two methods of constructing the Green's functions are equivalent. 

Recall that the upper boundary Green's functions are constructed from potential coefficients and that 

the center plane Green's functions are constructed from the displacement-stress components. 

Displacement responses to point loads applied to the fluid were calculated for finite frequencies, but 

are not presented here. Reciprocity between solid material displacement responses to fluid point loads 

and fluid displacement responses to solid material point loads were not checked because the fluid dis­

placements were not computed. 

5.3 Responses to Isotropic Dilatational Sources 

Responses are presented for fluid and porous matrix isotropic dilatational sources, both with Heaviside 

step function time dependences. The responses are constructed with the gradients of the Green's 

functions according to the representation formulae given in Appendix A. The primary purpose for 

this section is to illustrate the model's capability for modeling responses to fluid dilatation, produced 

by injection. For comparison, responses to unit matrix dilatations are included also. A second pur­

pose for presenting responses to isotropic sources is that the isotropic source is convenient for illus­

trating arrival times versus distance and receiver radial offset. 

In the simplest case, fluid is pumped into the fracture zone and the decay of fluid pressure with time 

after shut-in is observed and used to infer certain properties of the "fracture". An alternative is to 

inject fluid from the primary borehole and monitor fracture fluid pressure and solid material displace­

ment at an observation well. The model developed here can be used to study the high-frequency 

characteristics of such cross-hole tests. 

The responses to unit dilatations of the fluid phase are presented here. Responses to unit volume fluid 

injections are obtained by dividing the response to a unit fluid dilatation by the porosity at the point 

of injection. That is, given a certain porosity, the volume of "pure" fluid injected is equal to the pro­

duct of the dilatation of the porous "fluid" and porosity. 
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The responses were computed in a manner slightly different from that used for computing the funda­

mental step responses presented in Appendices C, D, and E. In the former case, direct numerical 

integration of the temporal Green's tensors after first subtracting the initial offset of the delta function 

response prior to first arrivals produced zero-slope of the step function response at the edges of the 

time window, a non-physical characteristic if significant relaxation is occurring over times longer than 

the window. 

As discussed in Chapter 3, and in Appendix A, representing isotropic matrix or fluid dilatations 

requires determining responses to isotropic moments for both the porous matrix and fluid. With the 

present computer code, calculating the zero-frequency spectral component for isotropic fluid moments 

requires evaluating the rf, and d, displacement-stress components for the horizontally directed fluid 

point load component, S . This load component is singular at zero frequency, and the computer code 

is incapable of handling this condition, although a solution for the fluid dilatation must exist The 

code has not been revised to handle this condition. If the zero-frequency spectral components can be 

determined, then numerical Fourier inversion followed by direct nwnerical integration will produce 

the step responses to porous matrix dilatations, though the effects of wrap-around will still remain. 

Because of persistent or long-time responses due to fluid flow, producing relaxation, estimates of the 

zero-frequency spectral components were made. 

In lieu of direct numerical evaluation of the zero-frequency component, various interpolation schemes 

were attempted. The routine, RATINT.FOR, discussed by Press, et al (1986), was used with little 

success for interpolating over the real parts of the spectral components for both positive and negative 

frequencies, giving an indication of a singularity at zero frequency. The analogous polynomial inter­

polation routine, POLINT .FOR, also discussed by Press, et al (1986), was used with stable perfor­

mance, but unrealistic results. Recognizing that the spectral components are complex, the routine 

RA TINT.FOR was converted to complex double precision arithmetic and used for rational fraction 

interpolation in the complex plane. The results were very encouraging, usually giving realistic static 

displacement responses to moments applied to the porous solid after direct numerical integration of 

the delta function responses without first subtracting the initial offset (the usual procedure). In the 

presence of significant relaxation due to fluid flow, offsets at the end of the time window were usually 

between zero (obtained by direct numerical integration of the responses with trivial ze~frequency 

spectral component) and the offset obtained by direct numerical integration after first subtracting the 

initial offset of the delta-function response. The procedure is not fool proof, and where unrealistic 
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results were obtained, the standard temporal integration with zero initial offset was used. In practice, 

the results obtained with rational fraction interpolation were qualitatively more favorable than those 

obtained by initial offset removal for only a small number of cases, giving roughly equivalent results 

for most of the remaining cases. Those cases which gave the greatest difficulty for rational fraction 

interpolation were also those cases subject to significant fluid relaxation. In view of this, rational 

fraction interpolation is not necessarily more effective than initial offset removal, though it is interest­

ing from a mathematical point of view. 

The static displacement produced by injection of fluid over a finite time interval without a static 

porous matrix dilatation is expected to be identically zero, because the porous matrix should relax and 

relieve stresses built up during injection. A zero static displacement requires that the zero-frequency 

component of the spectral Green's function (impulse response spectrum) must be identically zero. 

However, substitution of zero for the zero-frequency component, use of discrete Fourier inversion·, fol­

lowed by numerical integration, gives a step-function response which is zero at both ends of the time 

window, but with non-zero slope at these endpoints due to wrap-around. 

As an experiment, rational fraction interpolation was applied to the responses to fluid volume sources 

and was noticed to give "reasonable looking" results. This is surprising, because the interpolator pro­

duces a non-zero estimate where zero is expected. Because the results obtained for fluid volume sup­

plies using rational fraction interpolation appear in many cases to be more realistic than those 

obtained either by zeroing the zero-frequency spectral component prior to Fourier inversion, or by ini­

tial offset removal prior to numerical integration, the interpolation procedure was applied to fluid 

volume sources as well, though no theoretical justification is provided. Further, the effects of wrap­

around are not necessarily removed, and, in several cases, the results were qualitatively less desirable 

than those obtained by initial offset removal. 

5.3.1 Responses Along Center Plane 

Examples of responses along the center plane of the fracture zone to a unit fluid dilatation are pro­

vided in Figures 5.6A through Figures 5.6C for the radial displacement, vertical displacement, and 

fluid partial stress, respectively. The transverse matrix displacements are trivial. The first receiver 

location is at a radius of 10 units '(10 meters), and each of the receivers are separated by 10 units (10 

meters). 
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Two sets of responses are given in each· figure. The lower set is for a source at the origin, located on 

the center plane at z = 0, and the upper set is for a source at the upper boundary of the fracture zone, 

z =h. 

The responses contain initial P-wave arrivals with velocity corresponding to that of a head wave pro­

pagating in the high-velocity portion of the layer or at the boundary with the solid region, the region 

of highest P-wave velocity. Immediately following the P-wave, an SV-wave appears, corresponding 

to a critically refracted shear wave propagating in the outlying region, for the source at the upper 

boundary. For the source at the center, strong oscillatory responses occur, produced by a trapped 

mode in the layer. 

The most notable feature of the response functions for the fluid dilatational source is the arrival of a 

pulse propagating at a velocity consistent with the second mode P-wave velocity for the saturated 

porous region. The amval is sharply defined for the source at the center, but is highly diffused for 

the source at the upper boundary, where the porosity and micro-fracture apertures are significantly 

lower than at the center of the layer. The second mode wave must propagate over a substantial dis­

tance of 30 units before reaching the high porosity region. The arrival of the second mode wave from 

the upper boundary is marked by the broad peak occurring at between time 250 and 300, the time 

required for the wave to travel from the upper boundary to the first center plane receiver. For the 

upper boundary source, there exists considerable relaxation of the porous matrix after arrival of the 

second mode wave. Preceding the second mode arrival, the matrix displacements "ramp" to their 

extreme values. 

For the fluid partial stress, given in Figure 5.6C, the second mode response is strongest for the source 

at the center, and barely observable for the source at the upper boundary, for which the head-wave 

produces the greatest fluid partial stress response. The fluid partial stress response to. a source at the 

center plane is dominated by the second mode arrival for distances up to about 50 units from the 

source (50 meters for the example scaling used here.) In a field situation, low-pass filtering of the data 

would substantially reduce the amplitude of the short ·period responses produced by trapped modes 

and head-wave arrivals, allowing the second mode arrival to be more easily identified. 

The response to isotropic porous matrix dilatations are pr~nted in Figures 5.7A, 5.7B, and 5.7C. A 

remarkable feature is that the responses are very similar in shape to the responses to fluid dilatations, 

but differ substantially in amplitude. The ratio of the bulk modulus for the porous matrix, A + 2N /3, 
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to the coupling modulus, Q, is roughly similar to the ratio of the coupling modulus tO the fluid bulk 

modulus, R . The ratios are not identical, though, and there are observable differences between the 

responses to the two types of sources. Further, if the responses to fluid isotropiC dilatations are 

divided by the porosity of the sources, the resulting magnitudes of the the two types of sources 

become comparable. 

5.3.2 Responses Along Upper Boundary 

Radial and vertical solid displacement responses along the upper boundary, z =30, to fluid dilatational 

sources are presented in Figures 5.8A and 5.8B, respectively. Corresponding responses to porous 

matrix isotropic dilatations are given in Figures 5.9A and 5.9B. As with the center plane receivers, 

the first receiver is located at r = 10, and receiver spacing is 10. 

The initial arrivals are critically refracted waves propagating at the P-wave velocity for the solid 

region. There is some numerical ·noise arriving prior to the first P-wave arrival in the trace for 

receiver #1 located at (r ,e,z) = (10,0,30). 

The radial response at r = 10 (receiver no. 1) to a source at the upper boundary is similar to a step 

function until approximately time 90, when the radial response abruptly begins to decrease (Figure 

5.8A) The abrupt decay does not appear at the more distant receivers, which is puzzling. 

The non-trivial vertical responses along the upper boundary (Figure 5.8B and 5.9B) to sources at the 

upper boundary are a direct consequence of the presence of the layer; without the layer, these 

responses would be zero. As a result, the first arrivals have lower amplitude compared to those from 

sources at the center and lower boundary of the layer. 

The long-term responses at r=IO to fluid dilatation (Figure 5.8A and 5.8B) appear to approach zero 

asymptotically, while those at larger offsets appear to contain a substantial static displacement, which, 

for fluid dilatation, should be zero. The responses given in Figure 5.8B for fluid volume sources were 

computed by the standard technique of numerically integrating the impulse response functions after 

removing the initial offset prior to the first arrival. Rational fraction interpolation did not produce 

realistic results. The persistent static displacement appears to be stabilized by the end of the trace, so 

that these results are disappointing. 
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5.3.3 Responses In Solid Region 

The radial and vertical displacement responses along a line nonnal to the fracture layer for fluid and 

matrix dilatational sources are presented in Figures 5.10A,B and 5.11A,B, respectively. The receiver 

locations are at r = 10 and z = 30,40, 50, 60, 70, 80, 90,100,110. The responses for the first receiver 

are thus identical to those shown above for the responses at the first receiver along the upper boun­

dary. (Fundarnenta1 response functions were not presented in the appendices for the receivers at the 

highest locations, z =90,100,110.) 

The radial displacement responses (Figures 5.10A and 5.11A) contain significant numerical noise at 

time t = 0. The cause of the noise is probably due to insufficient step size in the Hankel inversion pro­

cess at high frequencies. The noise was discovered after fanning the dilatational source responses, by 

summation over gradients of Green's functions for both matrix and fluid sources, as discussed in 

Appendix A. Evidently, some cancellation of the P- and SV- wave arrivals occurred, reducing the 

signal-to-noise ratio of the computed waveforms. The problem does not appear in the vertical 

response functions, which are an order of magnitude greater than the radial responses, consistent with 

a longitudinal polarization of the radiated wave. Had the radial offset of the receiver locations been 

0, the radial response would have been identically zero. 

The vertical responses at the layer boundary to a source also on the boundary (trace #1 of the upper 

set of vertical displacement response functions, Figures 5.10B and 5.11B) are substantially different 

from and have much lower magnitude than the responses at higher elevations, due to radiation angle. 

As indicated above, the vertical response at the boundary would be zero without the layer present 

The long tenn displacement responses to fluid dilatational sources at the center plane appear to 

approach zero as expected. However, apparent static displacements exist for fluid dilatational sources 

at the upper and particularly the lower boundaries (Figures 5.10A 5.10B). As discussed above regard­

ing the procedure for computing the integrated responses, the time window may be insufficient for 

capturing the long tenn static displacement. However, because the long-time response appears to sta­

bilize, the results are questionable. 
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5.4 Responses to Fracturing Events - Acoustic Emission 

The principal purpose of this thesis is the modeling of solid material displacement and fluid partial 

stress responses to fracturing within the porous layer. Acoustic emission sources in a porous material 

involve a combination of dilatational or shear failures of the porous structure. These responses are 

discussed below separately for each type of source. 

5.4.1 Responses to Dilatational Failures 

In the event of a dilatational failure, fluid backflow into the void left by the fracture may occur, 

depending on the static pore pressure. A fluid backftow profile is proposed in Figure 5.12. Fracture of 

the solid material forming the porous structure is assumed to be instantaneous, with displacement 

discontinuity proportional in time to a Heaviside step function. The fluid dilatation, tlF, is assumed to 

be initially equal to the dilatation of the matrix, tlM with zero fluid pressure in the void left by the 

fluid and porous matrix inclusion. For shear failures, the dilatations of the structure, and, thus, the 

fluid, are zero. 

Following initial expansion, the static fluid pressure driving the hydraulic fracturing process forces the 

fluid back into the volume left by the fracture. The rate of fluid backftow is dependent on the driving 

pressure, and fracture network permeability. However, the rate of fluid backftow must be input as an 

independent parameter, in the same manner as the porous matrix displacement discontinuity. Regard­

less of the rate of fluid backftow, the backftow must cease when the cavity produced by the fracture 

process is filled with fluid. 

fl 
The volume of fluid backftow after initial expansion is ; . Because this includes the initial volume 

of fluid expansion, assumed equal to tlM, the extreme negative fluid dilatation due to fluid backftow 

is: 

(5.8) 

To compute responses to matrix dilatation and fluid backftow, spectral moment tensors are constructed 

according to the representation formulas given in Appendix A for point moment sources. The 

moment tensor for the matrix is: 
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FIGURE 5.12 FLIDD BACK-FLOW PROFILE 
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(5.9) 

The isotropic scalar moment for the fluid is: 

(5.10) 

where: 

(5.11) 

and: 

{ 
1 [ -iratpJ} 

!:J.F = !:J.M 1 - i (l)'tF ~ 1 - exp (5.12) 

The above spectral components for the moments correspond to a delta function time dependence for 

the porous matrix moment. The responses to Heaviside step matrix dislocation time dependence were 

obtained by numerical integration of the impulse response functions obtained by discrete inverse 

Fourier transformation of the spectral impulse responses. Zero frequency spectral components were 

estimated by rational fraction interpolation across positive and negative frequencies. Where rational 

fraction interpolation produced a poor result, integration of the Green's function was preceded by 

removal of the initial offset of the response, producing zero slope in the response functions at either 

end of the time window. In most cases, the interpolation procedure produces the same result as the 

standard procedure of initial offset removal, especially when the static displacements are clearly 

defined. 

5.4.1.1 Center Plane Responses to Dilatational Failures 

Displacement and fluid partial stress responses in the fracture zone at the central plane of symmetry 

and radial offset of 40 to dilatational displacement discontinuities across fracture planes are presented 

in Figures 13A, B, and C for instantaneous fluid backflow. Three types of failures are represented in 

each of these figures, one for each of the axes of the coordinate system. The upper set of traces is for 

a source at the upper boundary, and the lower set for a source at the center. 

The initial radial displacement for the center source is positive going for an r-r failure, and 

negative-going for e-e and z-z failures. The vertical displacement responses given in Figure 5.13B 

to center plane dilatational sources are all zero, as they should be by symmetry. If the fracture plane 

were oriented along a direction not parallel with one of the coordinate axis, symmetry would be 
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destroyed and a vertical response would be obtained. 

At about time 300 to 350 for the source at the center, a strong pulse representing the arrival of the 

Biot second mode wave appears in the radial displacement response of Figure 5.13A. The pulse is 

strongest for the r-component of displacement for an r-r failure. The pulse is also clear in the fluid 

partial stress response shown in Figure 5.13C, again strongest for the r-r failure. There is no well 

defined pulse marking the arrival of the second mode wave from the source at the upper boundary, 

though there appears to be a slight relaxation effect beginning at about the time of arrival of the 

highly attenuated second mode. 

Some static pressure is observable in fluid stress responses to failures at the upper boundary (Figure 

5.13C). However, these particular responses to Heaviside step sources were computed by the standard 

numerical integration procedure of initial offset removal, thus forcing a non-physical zero-slope in the 

responses at the end of the time window. Rational fraction interpolation produced erratic results in 

this case, and was not used. 

Center plane responses to dilatational failures and fluid backflow time of 300 (0.1 second) are 

presented in Figures 5.14A, B, and C. These responses may be compared directly with those of Fig­

ures 5.13A, B, and C. 

These responses with finite backflow time differ considerably from those given above for instantane­

ous backflow. The relaxation time for fluid backflow is not necessarily very significant in determining 

the waveforms of the short-period initial arrivals provided that the backflow time is much longer than 

the period of the early arrivals. For sources at the center plane, the end of the backflow is signaled 

by a very small arrival at about time 650 (::: 0.22 second). 

No static pressure is apparent in the fluid partial stress response to failures at the upper boundary (Fig­

ure 5.14C), as expected. 

The arrival of the second-mode wave causes a substantial radial displacement for the 9-9 and z -z 

failure modes relative to the r-r modes for central plane sources (Figure 5.14A). The response to the 

r-r failure is much lower than for the instantaneous backflow case. Fluid backflow has a strong 

effect on the long-period behavior of the radial and vertical responses to sources located at the upper 

boundary. 
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For center plane sources, the fluid partial stress response to an r-r failure is much reduced relative to 

the instantaneous backflow case, while the responses to 9-9 and z -z failures are increased by an 

order of magnitude. For sources at the upper boundary, the magnitude of short period fluid stress 

responses are an order of magnitude higher than for the case of instantaneous backflow . 

5.4.1.2 Upper Boundary Responses to Dilatational Failures 

Displacement responses at the upper boundary of the fracture zone, z = 30, and at a radial distance 

r =40 from the z-axis, are presented in Figures 5.15A through 5.16B. The responses are for dilata­

tional failures located on the z -axis at z =- h , z = 0, and z = + h . 

Displayed in Figures 5.15A and 5.15B are radial and vertical responses, respectively, for dilatational 

failures with instantaneous fluid backflow. These responses are thus the counterparts to the center 

plane responses given in Figures 5.13A and 5.13B. 

The vertical component of displacement in Figure 5.15B for sources at the upper boundary are an 

order of magnitude less than for sources at other locations, and would have been zero if not for the 

presence of the porous layer. Reflection of P and SV waves from the high-porosity region of the 

layer occur roughly between time 50 and 100. The long-time response appears to be poorly defined. 

The second mode wave propagating within the high-porosity layer is not observable in the responses 

at the upper boundary, as expected for a bound state or trapped mode. 

Radial and vertical displacement responses to dilatational sources with fluid backflow time of 300 (0.1 

second) are presented in Figures 5.16A and Figures 5.16B, respectively. Comparison of these results 

with those for the instantaneous fluid backflow case indicate that at least the initial part of the 

back:flow has a substantial effect on the first P- and S- wave arrivals. After the first arrival, a "ramp" 

occurs for sources at the upper boundary, directly related to the fluid backflow . 

One would expect that the static displacement would be the same regardless of fluid back:flow rate . 

Although the static displacements are of the same order-of-magnitude for both cases, there are 

differences. No such static displacement is observable for the response to a pure isotropic fluid dilata­

tion at the center plane, illustrated in Figure 5.8A and 5.8B, though for sources at the upper and lower 

boundaries, the static displacements are rather substantial. 
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5.4.1.3 Discussion 

These results indicate that the fluid backflow can have a very significant effect on displacement and 

fluid partial stress response waveforms at the center of the layer. The responses ·at the upper boun­

dary are representative of the responses well removed from the high porosity region, and are thus 

representative of the responses.in the elastic region, at least close to the boundary. In this region, the 

effect of fluid backflow is again significant Chouet (1986) assumed that the fluid advances behind an 

expanding crack without cavitation. This assumption is convenient for numerical analysis and 

justifiable for studying propagating modes, However, the above results suggest that the assumption of 

instantaneous fluid backflow is not necessarily appropriate for inverting field data to obtain source dis­

placement discontinuities, and that such backflow may have to be included as an additional quantity to 

be determined by inversion. 

5.4.2 Responses to Deviatoric Failures 

This section concerns the responses to deviatoric, or shear, failures. Responses along the center plane 

are presented first for a variety of failure orientations. Following this, responses along the upper 

boundary are considered. In the former case, the effect of fracture plane orientation is considered. In 

the latter, only a limited of number of source orientations with fracture plane unit normal parallel with 

one of the coordinate axes are discussed. In all cases, the representation formulae given in Appendix 

A are used. 

5.4.2.1 Center Plane Responses to r-9 Shear Failures 

Responses to deviatoric, or pure shear, displacement discontinuities are presented in Figures 5.17A 

through 5.170 for failures in the r-e plane, that is, horizontal displacement discontinuities across a 

plane with horizontal unit normal. Figure 5.17 A illustrates the transverse displacement response to a 

failure with unit normal parallel to the r-coordinate axis, referred to as "zenHlegree orientation". The 

digpl~eweot discontinuity is parallel to the a-coordinate axis, and is positive in the 9-direction. Only 

the transverse component of displacement is non-trivial for this orientation of the dislocation. 

Radial and vertical displacements and fluid partial stress responses are given in Figure 5.17B through 

5.170 for a 45-degree orientation of the fracture plane unit normal relative to the r-coordinate axis. 

In Figure 5.17C, the vertical response is again trivial for the center plane source. 

• 



SOURCE AT Z = H 

n SPAN = 
5.13E-04 

SOURCE AT CENTER PLANE 

0 200 

FIGURE5.17A 

400 600 800 1000 1200 1400 

DIMENSIONLESS TIME 

SPAN = 
1.78E-03 

TRANSVERSE DISPLACEMENT AT CENTER PLANE, 
RADIUS 30, TO A UNIT R- 9 SHEAR FAR.URE 
AT 0-DEGREE ORIENTATION 

143 



SOURCE AT Z = H 

~~~-----------------1 

SOURCE AT CENTER PLANE 

r-------------------------------------1 

0 200 400 600 800 , 000 , 200 , 400 

DIMENSIONLESS TIME 

SPAN = 
3.82E-04 

SPAN • 
4.21E-04 

F1GURES.17B RADIAL DISPLACEMENT RESPONSE AT CENTER PLANE, 
RADIUS 30, TO AN R- 9 SHEAR FAILURE 
ORIENTED AT 45 DEGREES 

144 

.. 

.. 



.. 

• 

SOURCE AT Z = H 

SOURCE AT CENTER PLANE 

0 200 400 600 800 1000 1200 1400 

DIMENSIONLESS TIME 

SPAN = 
1 . .37E-04 

SPAN = 
1.00E-10 

FIGURE 5.17C VERTICAL DISPLACEMENT RESPONSE AT CENTER PLANE, 
RADnJS 30, TO AN R- 9 SHEAR FAILURE 
ORIENTED AT 45 DEGREES 

145 



SOURCE AT Z = H 

~ ~/--------------------------------------1 
1 

SOURCE AT CENTER PLANE 

.A. ,, 

0 200 400 600 600 1000 1200 1400 

DIMENSIONLESS TIME 

SPAN = 
2.54E-07 

SPAN = 
3.47E-06 

FIGURE 5.170 FLUID PARTIAL STRESS RESPONSE AT CENTER PLANE, 
RADIUS 30, TO AN R- 9 SHEAR FAD..URE 
ORIENTED AT 45 DEGREES 

146 

• 



til 

• 

e 

147 

In Figure 5.17A, there exists a small hint of a second mode arrival, which, for transverse motion, 

represents a pure shear motion, and is analogous to the near-field motion of the fast elastic wave. In 

the radial displacement (Figure 5.17B) and fluid partial stress (Figure 5.170) responses tor-e sources 

oriented at 45 degrees, there are very substantial second mode arrivals at about time 390 to 400, rela­

tive to the earlier shorter period first-mode dilatational and shear arrivals. The shorter period early 

arrivals are of very much lower amplitude than the second mode arrival in the fluid partial stress 

response, very surprising because of the lack of source dilatation. Evidently, for a 45 degree orienta­

tion, a pure shear failure may produce a substantial second mode wave. 

For sources at the upper boundary, the second mode arrivals are virtually unobservable, though there 

is a slight relaxation of the vertical response illustrated in Figure 5.17C. 

5.4.2.2 Center Plane Responses to 9-z Shear Failures 

Responses to 9-z shear dislocations are presented in Figures 5.18A through 5.180. The orthogonal 

displacement discontinuity and fracture plane unit normal both lie in the 9-z plane. At zero degree 

orientation (Figure 5.19A), the unit normal is parallel with the 9-axis, and the displacement discon­

tinuity is parallel with the z ~axis. The transverse displacement is the only non-trivial response for for 

zero-degree orientation, and only for sources not on the center plane of symmetry. For non-zero· 

degree orientation, the radial and vertical displacement and fluid partial stress responses are non­

trivial, and maximum responses are achieved for a 45-degree orientation of the fracture plane unit 

normal relative to the 9-axis (Figures 5.18B, C, and D). The waveforms are essentially unaffected by 

fracture plane orientation. The vertical displacement response in Figure 5.18C remains zero for a 

source at the center plane. 

There is a small second-mode arrival in the radial response relative to the shorter period, earlier 

arrivals, illustrated in Figure 5.18B. In Figure 5.180, the fluid partial stress contains a large second­

mode contribution relative to the earlier arrivals. A second mode wave is visible in the radial and 

vertical displacement and especially in the fluid partial stress responses to sources at the upper boun­

dary, though these responses are severely attenuated because of propagation through the low permea­

bility region. 
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5.4.2.3 Center Plane Responses to z-r Shear Failures 

Radial and vertical displacement and fluid partial stress responses to z-r shear dislocations at various 

orientations are presented in Figures 5.19A through 5.19C, respectively. The zero-degree orientation 

is with the fracture plane unit normal parallel to the r -axis. Results for multiple orientations are 

presented because the waveforms are dependent on fracture plane orientation for sources not on the 

center plane. The responses to sources at the upper boundary are primarily composed of the fast dila­

tational and shear waves, though if the results were plotted at higher resolution, the second mode 

arrivals may also be observable, as in the earlier figures. The second-mode arrivals are very 

significant in the radial displacement and especially fluid partial stress responses shown in Figures 

5.19A and 5.19C, respectively. 

In Figures 5.17A there is a slight indication of a second mode arrival at about time 400 (0.13 

seconds). These responses are transverse to the direction of propagation, involving pure SH motion, in 

the absence of radial and vertical displacement and fluid partial stress. The second mode arrival is 

analogous to the near-field P-wave arrival found in the elastic case for transverse waves (Aki and 

Richards, pg. 79, 1980). Though this may be a "new wave," the formalism developed by Norris 

(1985) should similarly exhibit a second mode near-field transverse wave. A similar second mode 

arrival is observable in the vertical displacement response to a center plane z -r failure oriented at 0 

or 90 degrees (Figure 5.19B), for which orientation the second-mode radial displacement and fluid 

stress is zero. 

5.4.2.4 Upper Boundary Responses 

Upper boundary responses to shear dislocations are presented in Figures 5.20A through 5.200. In 

these figures, the shear failures are all across fracture planes with unit normals parallel with one of the 

coordinate axis. Thus, an r-e dislocation has fracture plane unit normal parallel with the r-axis and 

displacement discontinuity parallel with the 0-axis. Responses for 45-degree fracture orientations are 

not presented, though they can be computed easily. 

Figures 5.20A and 5.20B contain transverse responses to r-0 and 0-z shear failures. Because of 

symmetry, the transverse response given in Figure 5.20B to a 0-z shear failure at the upper boundary 

would have been zero without the presence of the porous layer. As a result, this response is an order 

of magnitude less than the responses to the sources at the other positions. There is considerable 
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"noise" present in the response, related to insufficient step size during Hankel inversion. The noise 

arrives at the time of the second-mode dilatational wave velocity for the high-porosity zone. An 

acausal arrival from an "image source" is observable at time 1050, again due to insufficient 

wavenumber step size. 

Radial and vertical displacement responses to z -r shear failures are presented in Figures 5.20C and 

5.200. Again, because of symmetry, the radial response to the source at z =+h would have been 

zero without the presence of the porous layer. As with the transverse response to a 9--z failure, 

shown in Figure 5.18B, the radial component of displacement plotted in Figure 5.20C is much lower 

than for sources at the other locations, and the signature contains numerical "noise". 

Responses to shear dislocations at other orientations can be computed, producing non-trivial displace­

ment responses for non-zero-degree orientations. 

S.S Discussion 

The foregoing results illustrate the ability of a reflectivity model to represent sources of various types, 

including fluid volume supply as well as arbitrary porous matrix dislocations. Responses may be 

computed for any fracture surface orientation and discontinuity, as well as fluid dilatation. 

Unfortunately, the results for fluid volume supply are less than satisfactory for. source locations in low 

permeability regions, where diffusion dominates the long time response, producing apparent static dis­

placements. The interpretation is that the long time diffusion effect is so strong that quiescence is not 

obtained until long after the end of the time window employed here. 

Part of the problem of apparent static displacement may involve numerical imprecision, because when 

calculating the response to fluid volume supplies, the long term static displacements of the gradients 

of the Green's functions for matrix and fluid loads must be canceled. If these functions are riot well 

computed, complete cancellation may not be obtained, in which case some residual static displace­

ment may result. The long-time responses to fluid injection are uniform and of are all of similar char­

acter, depending on position, suggesting that if there are numerical errors, they are systematic, rather 

than random. 
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The above latter observation suggests that a refonnulation of the problem may be appropriate, 

specifically involving propagation of the fluid stress and fluid divergence, rather than the fluid stress 

and fluid vertical displacement. Fluid load tenns would then be represented as fluid volume supplies 

directly. Bonnet, 1987, represents the fluid volume supply by just such an approach, though using 

Green's functions for homogeneous regions and boundary element procedures for modeling layers. A. 

Norris, in a private conversation, indicated that his development of the representation theorems for 

point loads in porous materials (Norris, 1985) is equivalent to that of Bonnet if the divergence of the 

Green's tensors for fluid P<>int loads is taken, as is the approach used here. This is expected. Refor­

mulation of the problem should be straight-forward, and may involve only the method by which the 

fundamental loads are applied to the fluid in solving the boundary value problem in coordinate z. 

Refonnulation has not been investigated here. 

The problem can be recomputed with much finer frequency step size to lengthen the time window. 

This would require much more computer time than the already substantial time expended for the 

present example. An alternative procedure is to employ a complex frequency during numerical solu­

tion of the reflectivity problem and Hankel inversion to introduce attenuation in time. After Fourier 

inversion of the spectral Green's functions, temporal responses may be multiplied by a simple 

exponential to recover the long-time response. This relatively simple procedure has not been tested 

here, however. 

The zero static displacement observed for fluid dilatational sources at the center plane where the 

porosity is high indicates that the Green's functions for fluid volume supplies are being constructed 

properly. These responses were constructed from the gradients of the Green's functions for both 

porous matrix and fluid point sources. These functions contain static displacements which, when 

combined with the moment tensor for fluid volume supplies, cancel, at least for sources at the center 

plane, providing an important check for consistency of the the solution and correctness of the fluid 

load representation. Recall that the load representations for sources acting on the porous matrix at 

extremely small porosity were verified against those for a homogeneous elastic medium. The zero 

static displacement thus provides a verification of the fluid load representation for sources at the 

center plane. The check would be more gratifying if the static displacements for the fluid dilatational 

sources in the low penneability regions at the layer boundaries were zero also. Again, cancellation 

might have been obtained if a much larger time window were considered. 
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The major motivation for applying Biot's theory to acoustic emission in hydraulic fractures is to pro­

vide a tool for studying fluid pressure transients which may launch tube waves within the primary 

borehole. The model does in fact predict second mode responses of the Biot type for hydraulicly 

fractured rock. Moreover, significant second mode responses are obtained for pure shear failures, 

though these depend strongly on radiation patterns. The second mode response is relatively strong 

and should be easily detected in the field, even if the detailed signature may actually be distorted by 

the actual fracture geometry relative to that predicted by a continuum representation. 

.. 
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Chapter 6: Summary Discussion and Conclusion 

Three tasks have been accomplished. The first was the development of a reflectivity model for com­

puting displacement and fluid stress responses to general dislocation sources in a heterogeneous fluid 

saturated porous layer. The second task was the development of a constitutive model for wave propa­

gation in hydraulicly conductive fracture networks using conventional relations for porous media. The 

third task consisted of applying the results of the first and second tasks to the problem of acoustic 

emission in a fluid saturated hydraulicly conductive fracture network. 

6.1 Reflectivity Model 

The reflectivity model employs Biot's (1956) equations of motion for isotropic porous materials, solu­

tions of which are expanded in cylindrical harmonics using the procedures described by Aki and 

Richards (1980). Numerical integration procedures are used for computing propagators for displace­

ment and stress over a limited number of regions. These propagators are substituted into a global 

matrix representing boundary conditions between contiguous regions. The matrix is solved by Gaus­

sian elimination and back-substitution to obtain solutions to point loads to the set of ordinary 

differential equations resulting from the expansion. The spectral solutions in three dimensions for 

point loads and moments are then obtained by Hankel inversion procedures, and temporal responses 

are computed via Fourier inversion. The procedure is distinct from other procedures such as those 

used by Chin (1984) employing matrix methods to solve the reflectivity problem with a set of homo­

geneous layers approximating continuously varying material properties. Arbitrary dislocations of the 

porous matrix and fluid dilatation can be included, though the representation is limited to point 

sources. The fluid dilatation is input as an quantity independent of the matrix dislocation. The 

numerical integration approach is fast and practical for inhomogeneous layers, but is not competitive 

with matrix methods for large homogeneous layers. 

There are a number of practical limitations of the model. The principal limitation is that if second­

mode P-wave velocities are very much smaller than the first-mode P- or S-wave velocities, substantial 

computer time is required to compute the Hankel inversion integral. A similar problem arises if the 

porous matrix shear stiffness is very low, resulting in a low S-wave velocity relative to the fast P-. 

wave velocity. The ordinary differential equations become stiff, requiring care during numerical 

integration of the propagators. Evanescence becomes a major problem, in this case. A second limita­

tion is that a fluid volume source is represented as a scalar moment, requiring intermediate 
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computation of responses to point loads applied to the fluid constituent. The solutions become singu­

lar as the frequency approaches zero, perhaps contributing to numerical error at very low frequencies. 

A third limitation is that the procedure becomes uneconomical for large homogeneous layers, in which 

case the more standard procedures used by Chin (1984) are attractive. 

The model is applied here to hydraulicly conductive fracture networks. There are other potential 

applications as well. These include modeling of the seismic response of porous seabeds, (Yamamoto, 

1983), fault zone responses to acoustic emission sources, and vibration generation and propagation in 

porous saturated soils with continuously varying shear stiffness and porosity. The latter problem is of 

significance to the prediction of ground vibration from industrial and transportation sources (Nelson, et 

al, 1987). 

6.2 Constitutive Model 

The constitutive model developed here for propagation of waves in hydraulicly conductive fracture 

networks employs well established relations for porous materials (Biot and Willis, 1957). Assuming 

that a porous material model is valid for representing fracture networks in rock, the principal prob­

lems involve estimation of the tortuosity and sinuosity for the network, evaluating the effect of crack 

density on shear and bulk stiffnesses for the fractured rock, and specifying the limits of model appli­

cation. 

The tortuosity describes the effect of network geometry on fluid flow and the kinetic energy of the 

system, and is determined by equating the micro-mechanical and macro-mechanical kinetic energy 

densities in the presence of relative motion of between the fluid and rock. The sinuosity describes the 

effect of network geometry on energy dissipation, and should be determined by comparing the micro­

mechanical and macro-mechanical dissipation rates for fluid flow relative to the rock. However, for 

the present problem, the sinuosity is assumed equivalent to the tortuosity. 

The shear and bulk stiffnesses of the fractured rock under drained conditions is determined of formu­

lae derived by Bruner (1976), offered as improvements over the self-consistent formulae given by 

O'Connell and Budiansky (1976). These formulas give the modulus of elasticity and Poisson's ratio 

as a function of crack density parameter. Given the crack aspect ratio and crack geometry, the crack 

density parameter may be directly related to porosity. Once the stiffnesses are determined for the 

drained condition, the relations of Biot and Willis (1957) complete the specification of the constitutive 

.. 

.. 
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parameters appearing in Biot's (1956) equations of motion. · 

The fracture network is not conductive for insufficient crack density. Therefore, as the crack density 

(and porosity) decreases with increasing distance from the center of the layer, the network becomes 

non-conductive. Selection of the critical crack density is based on the work and discussion given by 

Long and Witherspoon (1985). For crack densities less than the critical value, the porous material is 

assumed to be solid, with material properties equivalent to those of the porous material, but with the 

ftuid constrained within the solid, unable to ftow. 

6.3 Hydraulic Fractures 

The variable porosity model was used to study a hypothetical symmetric 60 meter wide hydraulicly 

fractured rock layer with maximum fracture porosity of 3% at the plane of symmetry and 0.5% at the 

boundary. The layer was bounded above and below by semi-infinite solid regions with P- and S-wave 

velocities equivalent to those of the saturated fractured rock with constrained ftuid at the layer boun­

dary. The porosity profile and the directly proportional crack density parameter were of approxi­

mately Gaussian shape near the center of the layer and monotonously decreasing away from the boun­

dary. The region of high permeability was about 10 meters wide. Fluid properties were those of 

water. The mic~crack aperture was assumed proportional to the porosity, with maximum micro-crack 

aperture of 1.0 mm at the center. A crack aspect ratio of 1/3 %was employed throughout. 

The principal outcome of the model application is the prediction of a second mode P-wave arrival of 

substantial magnitude, observable in the the porous matrix displacement and the fluid partial stress 

responses at the center of the porous layer. The second mode P-wave arrival is diffusive at low fre­

quencies, is attenuated at high frequencies, and has a much lower velocity than those of the faster­

first-mode P- and S-waves. The second mode wave is not observable outside the fracture zone, 

because the wave is a bound-state or trapped mode propagating within the fractured layer. 

The second mode arrival is preceded by arrivals which have group velocities consistent with the P­

wave and S-wave velocities of the solid region. Both of these early arrivals are thus presumed to be 

refracted head-waves. Following the initial arrivals are dispersive channel waves or trapped modes 

which also precede the second mode arrival. 
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The wavefonns of displacement and fluid partial stress responses due to the Biot second-mode wave 

are generally of longer period than the early arriving refracted headwaves and relatively fast trapped 

modes for receiver locations up to at least 60 meters from the source, and are clearly separated in 

time from early arrivals. The second mode responses are dominant at the center of the fracture zone 

for distances as far as 30 meters from dilatational sources, depending on fracture orientation and 

source characteristics. The results suggest that low-pass filtering of field data will reduce the ampli­

tude of shorter period fast P- and S-wave arrivals relative to the longer period second-mode P-wave 

arrivals, thus perhaps aiding detection and analysis of slow second-mode waves which may exist in 

down-hole fluid pressure transient signatures and seismic responses. 

For the porosity profile employed above, the second-mode response is very diffusive for dilatational 

sources at the extreme boundary between the porous and solid regions, presumably because of low 

penneability. Significant relaxation due to fluid diffusion is observable for both dilatation and shear 

dislocations in the low penneability zone. However, the time window used for modeling was too 

short to capture the long-time response to these sources. 

The transverse displacement response to a transverse r-9 shear dislocation (transverse displacement 

discontinuity in the a-direction across a plane with unit nonnal along the r -axis) contains an arrival at 

a time coincident with the second-mode wave. A transverse fast-mode arrival is also contained in the 

transverse displacement response of the porous matrix to the r -9 source. These arrivals are the coun­

terparts to the transverse displacement near field response occurring at the P-wave arrival time for a 

wave in an elastic solid. Both of the fast and slow mode arrivals occur in the absence of a fluid par­

tial stress response, identically zero by symmetry. Rotation of the failure surface, disturbing the sym­

metry, results in a non-trivial fluid partial stress response. These near-field responses would be 

observed for homogeneous porous materials, and should be predicted by the theories given by Norris 

(1985), and Burridge, et al (1979). 

Acoustic emission waves involving dilatation (as with Mode-l failures) in the fracture zone and in the 

solid region are strongly influenced by fluid backflow into the void left by the event. Fluid backflow 

is often assumed to be instantaneous, as in the model developed by Chouet, et al (1985). These 

results indicate that fluid backflow should be taken into account when inverting detected seismic 

wavefonns for source characteristics. 

,. 

' 
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The slow-mode P-wave contribution to the displacement and fluid partial stress responses at the center 

plane to dilatational "Mode I" failures is significantly influenced by the orientation of the failure sur­

face. In the case of the fluid partial stress, 9-e and z-z dilatational failures produce second mode 

responses of opposite sign to that produced by an r-r failure for the instantaneous fluid backflow 

case. For finite fluid backflow time, the fluid partial stress initial response is approximately indepen­

dent of fracture plane orientation . 

Long term near-field relaxation is observable in the response functions, especially for sources in the 

low-permeability region near the layer boundary. However, the relaxation effect is mostpronounced 

for dilatational failures, and is evidently related to flow of fluid in the immediate vicinity of the 

failure. Relaxation effects are very dependent on fluid baclcflow. Very little relaxation effects are 

observed for pure shear dislocations. 

A number of other conclusions may be derived from the model. Yet to be performed is a parametric 

study of the effect of porosity, porosity profile, micro-crack aperture, crack aspect ratio, tortuosity and 

sinuosity, etc, on response functions. Parametric studies are limited by CPU time requirements. A 

number of test runs were performed during the co.urse of model development, i~volving various max­

imum porosities, micro-crack apertures, layer widths, and so forth. The results of these test runs do 

indicate that increasing the porosity, thus increasing the permeability, produces lower rates of attenua­

tion of the second mode response. In fact, for a maximum porosity on the order of 10% and relatively 

large micro-crack aperture, reflections of the second mode wave as well as the fast dilatational and 

shear waves from the layer boundaries can be observed These results were not presented since the 

porosities involved were judged to be unrepresentative of hydraulicly fractured rock. These early runs 

indicate that the period of high frequency oscillation due to trapped modes following the first arrival 

of the fast mode wave or critically refracted head wave is significantly influenced by porosity profile, 

(or fracture wne width), as might be expe(;ted. 

6.4 Suggestions for Research 

Prior to model development, a number of alternative procedures were considered for modeling 

hydraulic fractures. Some of these involve approximations which may be applied to the reflectivity 

model, and others concern the basic assumptions used in the model. 



168 

The model porosity used for the hydraulicly fractured zone has such low porosity that, for example, 

the bulk modulus of the fluid has little effect (provided that it is reasonably high) on the fast-mode P­

wave velocity, determined primarily by the bulk-modulus for the fractured rock under saturated condi­

tions. Therefore, the Biot second mode wave might be computed independently of the first mode 

wave, requiring solution of a diffusive acoustic wave problem. The 6X6 propagator employed for the 

PSV problem might then be ~ecomposed into a 4X4 propagator for the porous matrix and a 2X2 pro-
/ 

pagator for the Biot second mode. The SH problem would remain as a 2X2 problem. Significant 

reduction of CPU time would be obtained, though the actual saving has not been determined. The 

Hankel function step size might be increased significantly for the second-mode contribution, providing 

a further reduction of CPU time. The advantage of the present model is that arbitrarily high porosi­

ties can be included without reformulation. Porosities on the order of 10% can be argued for certain 

vuggy porosities of oil-bearing rock, for which the exact formulation is appropriate. 

Early in the study of fluid pressure waves in a fracture zone, a fluid sheet representation (Green and 

Naghdi, 1984) and boundary element methods (Brebbia, 1978) were considered for modeling discrete 

fracture networks. The approach remains untried but may be particularly effective for studying the 

effect of fracture network geometry on displacement and fluid stress responses to acoustic emission 

sources. Incorporation of fluid sheet elements into a boundary or finite element formulation for the 

fracture zone should be a natural extension of these numerical procedures, and would represent a level 

of realism similar to that now used for studies of fluid diffusion in fracture networks. 

A boundary element method would involve significant CPU time and a large number of elements for 

a realistic fracture network and short wave-lengths, in which case the Biot representation is perhaps 

more attractive, though it loses validity at high-frequencies where wavelengths become short with 

respect to fracture spacing. The boundary element method is most useful for studying a network of a 

limited number of large aperture discrete fractures. Such a method would be very realistic, and might 

be useful for "validating" a Biot representation for fracture networks. 

The finite difference approach used by McNiven and Mengi (1977) is attractive, but requires convolu­

tion of response functions for visco-dynamic effects due to fluid flow relative to the porous matrix at 

high frequencies. A major advantage is that finite geometry fracture zones can be modeled, as was 

done by Mahrer and Mauk (1987). Secondly, CPU time should be small relative to the reflectivity 

method, and finite difference methods lend themselves to large scale vectorization of computer code. 

.. 
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Current methods of field evaluation of fracture zone anisotropy include vertical seismic profiling 

(Majer, 1988). Incorporation of anisotropy would be a natural extension of the present model. 

Azimuthal isotropy could be incorporated in a straight~forward way, and would capture the effect of 

fracture planes which favor an orientation with unit normal parallel with the z -axiS, while perhaps 

permitting use of the cylindrical harmonic expansion and Hankel inversion procedures. Higher levels 

of anisotropy, such as azimuthal anisotropy, would require Fourier inversion with respect to the k., 

and ky axis, and thus require significant additional development. However, including more than just 

simple aniSotropy would involve specification of an excessive number of constitutive parameters. 

Identification of appropriate parameters for an isotropic fracture network is already a formidable task. 

Experimental evaluation of a Biot model including more than simple aniSotropy would probably not 

be feasible . 

. The results indicate that there should be substantial seiSmic and fluid pressure slow-mode P-wave 

responses at substantial distances from acoustic emiSsion sources in hydraulicly conductive fractured 

rock. By expanding monitoring of hydraulic fracturing to include down-hole fluid pressure in the 

fracture zone and seismic response both within and without the fracture zone, and comparing these 

results with model predictions, significantly more information regarding fracture properties might be 

obtained. The acquisition of such data is thus greatly encouraged for subsequent research. 

6.S Conclusion 

The study of mixture theory and Biot's equations of motion in particular has been very rewarding. In 

tribute to Biot, if good agreement, at least qualitative, is obtained between model predictions and 

experimental data for acoustic emission in hydraulic fractures, further evidence will be acquired testi­

fying to the robustness of Biot's equations and the contribution which the late scientist has made to 

the study of solid-fluid mixtures. 
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Appendix A: 

Representation Theorem and Reciprocity Relations 

Norris's (1985) development of a representation theorem and reciprocity relations for a fluid saturated 

porous material is applied to dislocation and point sources in a porous material embedded in a solid. 

The procedure is a straight forward extension of standard derivations of the representation theorem for 

linear elastic heterogeneous solids (Aki and Richards, 1980). A prescription for the seismic responses 

of the elastic or porous region and fluid pressure response are obtained for either point loads or 

moments applied to the porous matrix or isotropic moments applied to the fluid. Following the 

derivation of the representation theorem, the moment tensor source representation is discussed with 

respect to scattering theory for elastic solids. Finally, the moment tensors are specialized to an 

infinitesimal fracture surface in the manner of Aki and Richards (1980). 

Al Generalization or Betti's Reciprocal Theorem 

A porous region denoted by P and a surrounding elastic region denoted by S are illustrated in Figure 

A-1. The surface dVps is the boundary between the porous and elastic regions, and the surface dVF 

encloses a portion of the porous region which wiii later be identified. with a dislocation. The elastic 

region extends to infinity, and the solutions in the elastic region are required to approach zero in the 

limit of infinite distance from the surface dVps. The unit vector, nP, is the unit normal to the surface 

dVps pointing away from the porous region. Similarly, n5 is the unit normal to the surface dVp 

pointing away from the solid region. At a common point on avPS, n5 and nP are oppositely directed. 

The unit normal nF iS directed towards the interior Of the VOlume enclosed by the surface dV F • 

Following Norris, (1985) if uf, and uiA• are solutions of the equations of motion for the displacement 

fields of the matrix and fluid constituents, respectively, resulting from respective body force distribu­

tions fiA and F(', and uj8 , and Uf are another set of solutions for the displacement fields with body 

force distributions denoted by superscript B , then: 

J - A n- uA} A _ fA rolp11ui +,...12 i +c:JiiJ-- i . (Ala) 

(Alb) 
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(A2a) 

(A2b) 

The visco-dynamic densities If~· where If a~= If~· are defined in Appendix B and Chapter 2, and are 

the sums of the densities p~ and terms representing friction between the constituents. The fields, C1;1, 

and sA are the partial stresses for the matrix and fluid constituents, respectively, corresponding to 

solution set A ' and cre' s8 
' are the partial stresses corresponding to solutions B . The partial stresses 

are given by the constitutive relations: 

(A3a) 

(A3b) 

The moduli, A , N, Q , and R , are functions of position, and ate discussed in Chapter 2 and Appendix 

B. 

A2 Reciprocity 

Multiplying the first of the equations of motion for the solutions "A" by uf, the second by Vf, and 

add the results. Then multiply the first of the equations of motion for the solutions "B" by u;A, and 

the second by U;A, and add the results. Subtracting the second res!Jlt from the first, obtain: 

(A4) 

Integrating Equation (A4) over the volume Vp bounded by the surfaces dVF and dVps, and using the 

divergence· theorem and the symmetry of the constitutive relations: 

(AS) 

J [ A B B A A VB B uAJ Pda - CJ··U· -CJ··U· +s · -s · n· IJ I IJ I I I I 

a PS 

J [ A B B A A VB B uAJ Fda - CJ··U· -CJ··u· +s · -s · n· IJ I IJ I I I I 

a F 

.. 

... 
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In the solid region, the solutions for the displacement field corresponding to body force distributions 

/;SA and /;SB for solution set A and B, respectively, satisfy Betti's reciprocal theorem, obtained by 

procedures similar to the above. 

Adding the reciprocal relations for both the .solid and porous regions: 

J [r;SAU;SB_ ffBuiSA]dv + J. [r;AU;B_ ffu;A+F;AUf-FfU;A]dv 
s p . 

- J [cr;1uf-crtu;A +sA U;8-s8 ut]nf da 
0 PS 

l [ A B B A A UB B uA] Fd - . G;jui -G;jui +s i-s i ni a 
il F 

(A6) 

(A7) 

Boundary conditions on. the surface oVps govern the coupling of the porous region with the solid 

region. H. Deresiewicz (1964) provides an analysis and discussion of the boundary conditions 

between a fluid-saturated porous material and a solid. The boundary conditions are: 

Balance of total tractions acting on the surface oVps 

(A8a) 

Continuity of porous matrix displacements with solid region displacements 

ul=u; (A8b) 

Zero relative fluid flux across the boundary 

(A8c) 
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Only the total stress at the boundary, giving rise to the total traction, and not the individual partial­

stresses, enter the boundary conditions. For a "dry" condition, the fluid partial stress would be zero, 

and the total stress would be born by the porous matrix. The lack of individual specifications for the 

matrix and fluid stresses is related to the requirement that there be no fluid flow across the boundary. 

Had the surface been free without externally applied tractions, there would be no restriction on net 

fluid flow across the boundary, and an additional boundary condition of zero fluid partial stress, or, 

equivalently, zero pore pressure, would be required. Because the total traction would be zero at a free 

surface, the matrix partial stress would also be zero. 

As mentioned in Chapter 3, boundary conditions for general surface geometries are described by 0. 

Lovera (1987). While discussing the case of a fluid-saturated porous material in contact with an 

impervious solid, Lovera equates the fluid pore pressure with the normal component of the total trac­

tion acting on any surface in a porous material, and proceeds to derive boundary conditions based on 

this assumption. The assumption is without physical justification, however. A condition of zero pore 

pressure may easily be obtained in the presence of non-zero total traction acting on the surface of a 

porous solid, because the partial stress of the porous matrix can support the traction. The proper 

boundary condition is that the sum of the tractions due to fluid partial stress, matrix partial stress, and 

solid stress, balance. The result is that the sum of the fluid partial normal stress and matrix partial 

normal stress equals the normal stress of the solid. 

The two boundary integrals in Equation A7 over the common surface oVps can be combined into one, 

using the relation nf =- nf: 

(A9) 

Breaking up the displacements into normal and transverse components 

(A lOa) 

(A lOb) 

and using the above boundary conditions, the integral over the boundary av ps becomes zero. With 

this result, a general reciprocal relation between the solutions for the porous and solid regions is 
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obtained: 

J [tlAul8 - /l8ulA]dv + J. [rtuf- ffuiA+FiAUi8 -Fi8Uf]dv = 
s p 

(All) 

A3 Representation Theorem 

Let x1 represent a point in the porous region, Vp, and be assigned to the porous matrix. Let x2 also 

represent a point in the porous region, Vp, and be assigned to the fluid. Finally, let x3 represent a 

point in the solid region, Vs. Let the body force fl8 acting on the solid at x3 be given by a concen­

trated force: 

(Al2) 

and the corresponding solution for the displacements- and stresses in the solid region be given by 

Green's tensors: 

(Al3a) 

SB( ) GSS( ) CJij X =CJij;k X,X3 (Al3b) 

The superscript SS refers to the response of the solid region due to a source in the solid region. 

Similarly, the displacement and stress responses of the porous matrix due to a source in the solid 

region are: 

(Al3c) 

(Al3d) 

and the displacement and stress responses of the fluid due to the source in the solid region are: 

(Al3e) 

(Al3f) 

The superscripts, MS and FS, denote the respective responses of the porous matrix and fluid due to a 

source in the solid region. 



182 

Substiblting the above into the reciprocal relations, dropping the superscript A, and employing the 

properties of the delta function, 

J oik O(x-x3)ui (x)dv = Ut (x3) 
s 

(Al4) 

the following representation is obtained for the solid displacement at x3 for arbitrary body force distri-

butions. 

(A IS) 

Jtl(x)Gi~~(x;x3)dv + J [ri(x)Gl~f(x;x3)+Fi(x)Ga(x;x3)Jdv 
s p 

Thus, the response of the solid region at x3 due to an arbitrary distribution of body forces over the 

volumes, Vs and Vp, and displacements and stresses over the boundary of the inclusion, avF, are 

determined by integrals of these quantities with the Green's functions for the displacements and 

stresses for a point source at position x3 in Vs . 

If the inclusion bounded by avF and fluid body forces are nonexistent, and the body force acting on 

the porous matrix is a point load in the direction i, then uf(x3) is simply the Green's function for dis­

placement at x3 for a source at, say, x1 in the porous region Vp, represented by Gft/(x3;c1). Following 

this reasoning, general reciprocity relations between the Green's functions are obtained: 

Solid-solid, with x1 £ Vs and x2 £ Vs 

(A16a) 

(A16b) 

Solid-fluid, with x1 £ Vs and x2£ Vp 

(A16c) 

(A16d) 

.. 
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Matrix-fluid, with x1 £ Vp and x2 £ Vp 

(A16e) 

Fluid-fluid, with x1 £ Vp and x2£Vp 

(Al6f) 

Summarizing: 

(Al7) 

Here, a,j3=S ,M .F refer to the Green tensor for the solid, porous matrix, or fluid phases, respectively. 

Thus, ul is the solid region displacement, uf'=u~c. is the displacement of the porous matrix, and u[ =U~c. 

is the displacement of the fluid. 

Using the above reciprocal relations for the Green tensors, the following representations are obtained 

for the displacement fields: 

J. G~c.Oj(xl;x)fl(x)dv + J. [G~c.~(xl;x)fi(x)+G~c.'1"Cxl;x)Fi(x)Jdv 
s p 

+ r [G~c.~(x1 ;x)crii (x)-cr/J;~(x;x 1)ui(x)+ G1~s(x)-s~aM(x;x1 )Ui (x)J nj da 
a~F 

(Al8) 

Now, using the constitutive relations and making use of the reciprocal relations for the displacement 

Green tensors, the Green stresses are expressed in terms of gradients of the Green tensors. The partial 

Green stresses associated with the porous matrix at x resulting from loads acting on the porous matrix 

(CJ;=M), fluid (CJ;=F), or solid (CJ;=S), at x~o become: 

(A19a) 

The corresponding fluid stress at xis: 

()G aM(x ·x) ()G aF (x ·v) 
GFa( • )-Q( ) k;m h R() /c.;m 1..-· 

S;t X,X1 - X '::\ + X a 
oXm Xm 

(Al9b) 
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In all of the above relations for the stress-strain relations, the gradient of the Green tensor is with 

respect to x. 

With the above expressions for the partial stresses at the surface avF, the following representation 

theorem is obtained for the displacement fields at x: 

(A20) 

r [ aM • { M aGA:~(x;x') oG{~:.(x;x') L l F 
+ a~F Gt;i (x,x')O'jj(x')- cij,.,.(x') ox,.' +Q(x') ax,.' rj(XJrj da 

The stiffness tensor for the porous matrix is: 

(A21) 

· These representations give the displacement responses of the porous matrix, the fluid, and the solid, 

for an arbitrary distribution of body forces .over their respective regions, and tractions and displace­

ments over the inclusion bounded by av F embedded in the porous region. 

A4 Moment Tensor Source Representatio~ 

A popular approach used for representing failures in a material is to develop a set of equivalent body 

force couples representing the effects of a displacement discontinuity due to failure of the material 

over some particular region bounded by the surface avF. (Aki and Richards, 1980) A rigorous 

representation requires detennination of Green's functions which satisfy the condition of zero traction 

(Neumann) on oVp if the stress tractions are to be prescribed alone, or the condition of zero displace­

ment if the displacement is to be prescribed alone (Dirichlet). Exact computation of these Green's 

functions is perhaps impossible or impractical for all but the simplest of geometries, as noted by 

Archambeau and Minster (1976), who provide a detailed analysis of time dependent source 

.. 
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boundaries. 

For a shear dislocation, involving no volumetric expansion, or dilatation, the stress across the inclu­

sion is assumed continuous with the result that the surface integral term involving the stress is identi­

cally zero. Extending the approach to the case of a dilatational source is questionable, because the 

Green function may be varying across the width of the inclusion, with the result that the integral 

involving stress may no longer be set to zero. Only the response due to a given body force distribu­

tion over the volume VF, or, equivalently, compatible traction and displacement distributions over the 

surface dVF, may be determined. In general, both displacements and tractions may not be specified 

independently if the only source present is contained in the region avF. 

For a source entirely contained within avF and caused by changes in the constitutive properties con­

tained within av F, eg. fracturing, the force distribution will have zero resultant force and zero torque, 

giving a symmetric moment representation for the source. Suppose that the surface integral is deleted 

and the volume integral extended over the region VF, that the sources are entirely contained within 

the volume V F, and that the Green's functions and their gradients vary slowly over the volume. 

Expanding the Green's functions to first order relative to their values at some point within or near the 

inclusion, using Taylor's theorem: 

The representation integral for the displacement ua, where a;=M, F, or S, according to whether the 

displacement of the porous matrix, fluid, or solid regions is being calculated, respectively, is thus 

approximated as follows: 

(A22) 

Assuming that the force distribution has zero resultant and zero moment, these integrals reduce to: 

(A23) 
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where 

M;1(xo)= ~ J. (/; (x')(x/-Xoj)+ /j(x')(x;'-xo; ))dv
1 

F 

(A24a) 

MC(xo)= ~ J. (F;(x')(x;'-xoj)+Fi(x')(x;'-xo;))dv
1 

F 

(A24b) 

The symmetric moment tensors, M;j, represent the force distributions within the inclusion, VF, and 

are the fundamental source functions for the acoustic emission problem. 

Alternatively, the surface integral over avF can be retained and the volume integrals restricted from 

the volume VF. Assuming that there are no body forces acting, Equation (A20) can again be approxi­

mated by a Taylor expansion of the Green functions about some point near or within VF. Assuming 

that the resultant traction and moment acting on the inclusion surface is zero, Equation (A23) is 

obtained again with the following expressions for the symmetric moment tensors: 

M;1(xo)= ~ r (t;(x')(x/-Xoj)+tj(x')(x/-xo;))da 1 

a?F 

- J ( C !;i (x0)u,. (x')n,. (x') + O;i Q (Xo)U,. (x )n,. (x) )da 1 

il F 

- O;i J (Q (Xo)u,. (x')n,. (x') + R (Xo)U,. (x')n,. (x'))da 1 

ilVF 

where the traction acting on the matrix is given by t; and that acting on the fluid by T;. 

(A2Sa) 

(A2Sb) 

The moment tensors are independent of the choice of Xo; , a consequence of the assumption of zero 

resultant for the surface tractions, to the extent that the moduli are constant with respect to position. 

The moduli appearing in Equation A25a,b are those for the unfractured material. 

AS Moment Representation Based on Scattering Theory 

The scattering theory of Gubematis, et al, (1977), provides an alternative derivation of the moment 

tensor source representation for inclusions with finite volume and reduced but possibly finite moduli. 
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The result of the scattering theory. approach is that for inclusions with appreciable mass, an inertial 

term is retained, which goes to zero for zero inclusion volume. The derivation is briefly outlined 

below: 

The reduced moduli and density for the source region are defined as: 

cijlcl
1 

= cijlcl + ocijlcl (A26a) 

Q'=Q +oQ (A26b) 

R'=R +OR (A26c) 

p-~'=p~+op-~ (A27) 

The moduli and their "defects" may vary with position. Also, the "defects" oCiilcl• OQ, OR, and Bp-ap 

may vary with time or frequency. The development here is in the spectral domain. Require that the 

actual displacement and stress fields satisfy the equation of motion within the inclusion with the 

reduced moduli and densities. Further, require that the Green functions and Green stresses satisfy the 

equation of motion over the source region with the un-altered moduli and densities, as though the 

inclusion were not present. Expressing the surface tractions in terms of stresses, using the divergence 

theorem, the equations of motion for the actual displacements and stresses and for the Green's func­

tions and Green stresses, and using the symmetry of the Ciilcl and the associated defect, obtain: 

Ut1(x) =- ro2 fi:,op-a~~ul(x')G;~ (x' ;x)dv' 
fap 

+ [G;ft(x'lx)[oQ (x')u,.,,. (x')+OR (x')U,.,. (x')J dv' 

A28 

Here, a, p, or y = M or F for the matrix or fluid constituent, respectively, or S for the solid region. 

The representation is analogous to the representation derived by Gubematis, et al (1977), for scatter­

ing by a flaw within an elastic solid, and, according to Gubematis, et al, is exact. Gubematis, et al, 

.arrives at the volume integral representation by an equivalent body force distribution resulting from a 

wave incident on the flaw. The approach used here is more direct than but equivalent to Gubematis' 

approach. Because the representation is exact, it forms a convenient starting point for discussion of 

the nature of the moment tensor source. 
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The Green tensor appearing in the volume integral involving the accelerations can be approximated by 

a Taylor's series about some point within or close to the inclusion. Further, the gradients of the 

Green tensors in the volume integrals involving the displacement gradients can be considered constant 

over the inclusion and brought out from under the integrals. The result is: 

(A29) 

The gradients of the Green's functions are with respect to source region coordinate. Reciprocity rela­

tions between the fundamental solutions have not yet been incorporated. The first tenn can be set to 

zero in the absence of external sources because the rate of change of linear momentum must be zero. 

The second tenn involving the accelerations and the gradient of the Green tensors involves the time 

rate of change of angular momentum given by the antisymmetric part of the integral and a symmetric 

moment The angular part is set to zero in the absence of external torques, leaving the symmetric 

part Thus, the representation for the displacement field is again given in tenns of the gradients of the 

Green's tensors contracted with moment tensors. In this case, the moment tensors are: 

(A30a) 

(A30b) 

.. 
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If the moduli defects are constant over the inclusion, they can be removed from under the integrals, 

and the divergence theorem can the be applied to the displacement gradients to, obtain surface 

integrals of the displacement field over the surface of the inclusion: 

(A31a) 

+ f>Ciitl (Xo) J u~: (x)nz (x')da '+ f>ii f>Q (x') J U k (x)n~: (x')da' 
a F a F 

(A3la) 

The volume integral of the symmetric moment of momentum includes the radius of the inclusion. 

Moreover, the term becomes negligible at sufficiently low frequenCies. If the inclusion has no 

volume, the integral involving the accelerations is identically zero, giving an expression for the 

moment tensor involving only a surface integral of the displacements and the unit normal over avF. 

If, further, the defects in the moduli are set to the negatives of the unaltered material, representing 

complete failure, the result is analogous to that given by Aki and Richards for the seismic moment of 

a point displacement discontinuity in an elastic material. 

The conventional seismic moment for shear dislocation sources is normally derived by assuming con-

tinuity of tractions across the fracture surface (Aki and Richards, 1980). The above expressions for 

the moments in a porous material include an additional term when there is dilatation associated with 

the failure, and reduce to an expression analogous to the seismic moment used for fault dislocations if 

the inclusion volume is zero. In the limit of a point source, the volume term goes to zero faster than 

the surface integral, leaving the surface integral of the displacement as the primary source term. 

An exact representation of the response to arbitrary source boundary stresses can be obtained with a 

Green's function exhibiting zero stress on the source boundary. With this selection of the Green's 

function, the tractions can be specified over the surface, so that the effect of a stress drop can be com­

puted directly without knowledge of the displacements. Development of such a Green tensor entails 

solving the boundary value problem for both the inclusion and the boundaries between the porous and 

solid regions. The needed Green functions satisfying a condition of zero stress on the inclusion 
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surface can be approximated in principal by solving a scattering problem, for which the solutions are 

expressed as a superposition of the incident regular Green function existing in the absence of the 

inclusion, and a scattered Green function. Solving the scattering problem is difficult, though there is a 

great deal of prior research upon which to draw. A static analysis for the inclusion may provide a 

good approximation. 

A6 Representation Theorem for Point Displacement Discontinuities 

For source dimensions much smaller than the wavelength of interest, the source can be approximated 

as a point dislocation, for which the inertial forces represented by the volume integral of the accelera­

tions are negligible. Alternatively, the procedures of Aki and Richards can be used to specialize to 

the case of a point dislocation at Xo in the absence of body forces, assuming that the Green's func­

tions and stresses are continuous across the dislocation. For either of these approaches, the surface 

integrals appearing in the expressions for the seismic moments, involving the displacement of the sur­

face of a penny shaped crack, can be approximated as: 

J ui(x)n[(x)da =- [ut(:xo)-ui-(xo)]vf(Xo)AF =- [udviAF 
il F 

(A32a) 

(A32b) 

(A32c) 

where ~ and !lF are the volumetric expansions of the matrix material and fluid materials, respec­

tively, and vi is the unit normal to the fracture surface, pointing away from the inclusion in the "posi­

tive" direction, given by 

(A33) 

The moment tensor M:!, and an the isotropic fluid moment tensor 5_MF become: 

(A34a) 

(A34b) 

With these definitions, and using reciprocity of the Green tensors, the displacement fields are as 

.. 

.. 
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follows: 

Porous, matrix displacements: 

(A35a) 

Fluid displacements: 

(A35b) 

Solid displacements: 

s M aGft!,(xlxo) ' F aGfr,.(xlxo) 
Ut(x)=M,.,.(xo) a +M (Xo) a 

Xo.. Xom 
(A35c) 

Fluid partial. pressure is of interest, rather than the fluid displacement field. because fluid pressure is 

most easily measured within the fractured zone. To develop a representation theorem for the the fluid 

partial pressure, use the constitutive relation for the fluid pressure and substitute expressions for the 

displacement fields: 

(A36) . 

a { M aG[":,(xlxo) F aG[im(xiXQ)} 
+ R {xz)-a M,.,. (Xo) a + M (xo) a 

~ Xo.. X~ 

Interchanging the order of differentiation: 

s(x)= (A37) 

M ~ aGr.~(xlxo) aG[.":,(xlxo)} 
M,.,.(x0) a Q (x) '':\ +R (x) a' 

Xon UXk. Xt. 

F k{ aGtr~(xlxo) aG{.~(xiXo)} 
+M (Xo)a Q(x) a +R(x) 'a 

X~ Xt. Xt. 

Because the displacement Green's functions also satisfy the constitutive relations, the above expres­

sion for the fluid partial stress can be expressed as the contraction of a moment tensor M! and a 
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fluid source term MF with the gradients of the Green's functions for partial stresses for matrix and 

fluid point loads: 

(A38) 

A 7 Fracture vs. Fluid Dilatation 

A relationship between the fracture dilatation, tJ.M, and the fluid volume supply, tJ.F is needed to com­

plete the development. As a fracture event occurs in the porous matrix, the fluid should be carried 

with the porous matrix, thus producing a cavity in the fluid phase with initial volume equal to the 

fracture volume. The cavity will subsequently collapse over a time period determined by the dynam­

ics of the system. Unfortunately, a relation between the fracture's dilatation and cavitation of the 

fluid is not available. 

One approach is to assume that the fluid cavitation is nil; that is, the fluid relaxes immediately to fill 

the inclusion, thus preserving the continuity of fluid displacement at the point x. This is essentially the 

approach taken by Chouet (1985) in modeling the dynamics of a discreet fluid driven crack, and is 

attractive because it provides a natural coupling between the fluid response and porous matrix dilata­

tion. This case can be called "cavitation-free". 

Cross-hole pulse testing of a fractured zone can be modeled by setting the fracture displacement 

discontinuity to zero, and using an appropriate fluid volume supply. Matrix dislocations due to 

borehole expansion or contraction in response to fluid pressure changes are thus ignored, possibly 

leading to significant error. The problem is analogous to the case of fracturing of the porous matrix, 

where the fluid supply is set to zero. The fluid volume supply can be negative, as for implosion of a 

diaphragm source. Conversely, the fluid volume supply can be positive, such as for pressure testing 

of the fracture zone. 

Specification of a porous matrix dilatation with zero fluid displacement discontinuity will give a non­

trivial isotropic moment for the fluid as well as the matrix. Specification of a fluid volume supply 

without matrix dilatation will produce a non-trivial isotropic moment for the porous matrix as well as 

for the fluid. That is, simply injecting fluid into the mixture will, through the Biot coupling parame­

ter, Q, produce a moment for the structure. The responses for each of these cases will therefore 

.. 
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consist of a superposition of responses to each of these moments. 

The contribution of the fluid volume supply to the seismic moment for the porous matrix appears on a 

similar footing with the matrix dilatation, through the parameter Q . The result is a finite static dis­

placement of the porous matrix or solid region for a net fluid supply. From a physical standpoint, the 

static displacement resulting from a net fluid supply should· be zero, due to relaxation of the matrix 

and fluid displacement fields. The isotropic fluid moment resulting from fluid injection, involving the 
; 

parameter, R, must therefore produce a static displacement which just cancels the static displacement 

caused by the matrix moment 

There are certain interesting relationships between the moment source representations and displace­

ment discontinuities. If the trace of the moment acting on the porous matrix during fluid injection is 

set to zero, then: 

(A39) 

There exists a slight volume change of the matrix at the source: 

(A40) 

H Q is small, the adjustment to ~ is much less than !iF. 

The isotropic fluid moment becomes: 

(A41) 

For moments applied to the porous matrix, requiring the fluid isotropic moment to be zero gives: 

(A42) 

(A43) 

For low porosity fractured rock, ~ > 1, so that the compensation to !iF is much larger than ~ . 

The general porous matrix moment for zero fluid isotropic moment is: 

(A44) 
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(A45a) 

(A45b) 

In Equation A45b, the modulus, B , is simply the bulk modulus of the dry (drained) porous matrix, 

and is always greater than zero for a physically realizable material. 

Equation A45b provides an interesting interpretation of this type of matrix failure. Requiring the fluid 

moment to be zero produces a finite negative fluid supply which results in a moment associated with 

the porous matrix computed as though the material were drained. That is, fluid is allowed to flow 

through the surface of and into the inclusion during the event, consistent with a requirement of zero 

pore pressure, or, equivalently, zero partial fluid stress, at the inclusion boundary. This can be conjec­

tured as a physically plausible condition during (long term) expansion of a crack. However, requiring 

the fluid moment to be zero implies that the fluid volume supply is dependent on the matrix source 

dilatation, and not on the existing static partial fluid stress, or pore pressure. In the presence of finite 

porepressure, induced during a hydraulic fracturing, a failure of the porous matrix resulting from crack 

expansion would result in zero pore-pressure in the crack. a substantial positive going change of fluid 

partial stress. The rate of fluid back flow would depend on the magnitude of the fluid partial stress 

jump over the inclusion surface, dependent on the preexisting pore pressure; not simply on the matriX 

dilatation. During this process, the fluid moment would not necessarily be zero, because of the fluid 

stress jump at the boundary of the inclusion. After sufficient time, however, fluid will fill the inclu­

sion, fluid inflow will cease, and the fluid partial stress over the surface will return to that existing 

prior to failure, producing zero long-term fluid partial traction over the surface. A similar interpreta­

tion exists for the condition of zero porous matrix moment and finite fluid volume supply. Requiring 

that the static (long term) porous matrix moment be zero during supply of fluid from the inclusion 

requires that there be some small retraction of the porous matrix inclusion boundary, proportional to 

the amount of fluid supplied. 

.. 
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Appendix B: Displacement-Stress Representation for Porous Materials 

The displacement-stress representation discussed by Aki and Richards (1982) for propagation of waves 

in vertically heterogeneous elastic solids is extended to saturated vertically heterogeneous isotropic 

porous materials, using .Biot's (1956) equations of motion. First, the constitutive equations for the 

porous material are inverted and then combined with the equations of motion. The displacements and 

stresses are then expanded in cylindrical harmonics to decompose the problem into two sets of linear, 

first order, differential equations: one set of six for PSV waves and a second set of two for SH waves. 

These two sets of equations can be integrated obtain propagator matrices which represent a state of 

stress and displacement at one position with a state of stress and displacement at a second position. 

Other workers have recently developed methods for solving the equations of motion for vertically 

heterogeneous porous materials. Berryman, et al, (1983), evidently use matrix methods to solve the 

equations of motion for waves passing through vertically heterogeneous porous solids. (This reference 

was not obtained for review.) Yamamoto (1983), developed a displacement-stress representation for 

vertically heterogeneous regions, specifically sea beds, limiting its use to constant porosity .. 

Yamamoto represents the motion of the fluid relative to the porous matrix and the total stress, rather 

than the absolute fluid displacement and partial fluid stress, as fundamental quantities. Yamamoto's 

approach, using Biot's representation of 1962, is particularly convenient for expressing boundary con­

ditions between porous and solid regions. The approach used in this thesis employs the symmetric 

form originally posed by Biot in 1956, where the matrix and fluid displacements and partial stresses 

are placed on equal footing. The reason for this approach is that errors in the analysis are more easily 

identified by inspection of symmetries in the equations. Either approach is appropriate. 

Bl Fundamental Equations 

Biot's equations of motion for a fluid saturated isotropic porous material (1956) are: 

- w2p11 (x)u- (J)2P12(x)U = 

V·a(x,ro) + i (J)b (x,(J)) [ U .... u J + f(x,ro) 

(B1a) 

0 

r . 
( ~ ~ 
·• -.; . 

-~.J 

• 
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- W
2Pzt (x)u- c.o2p22(x)U = (Bib) 

V s (x,c.o)- i cob (x,c.o) [ U- u J + F(x,co) 

where: 

u = matrix displacement field 

. .J U = fluid displacement field 

a(x,co) = matrix stress tensor 

s (x,co) = fluid isotropic stress 

Pii (x) = density parameters 

'y b (x,co) = Biot friction coefficient 

·' f(x,co) = matrix body force per unit volume 

F(x,co) = fluid body force per unit volume 

\ 
x = position coordinate vector 

co= radian frequency 
' 

\· 
I \ · i ="-1 
·, ' 

• 
The following relations exist between the various densities: (Biot, 1956): 

(B2a) 

P21 +p22=Pz (B2b) 

(B2c) 

P2t=P12 (B2d) 

where the combined mass density of the aggregate material is p, and p1 and p2 are the respective 

masses of the porous matrix and fluid constituents. 

.. 
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The matrix force, .r, and fluid force, F, act on the their respective constituents independently. Exam­

ples of static loads acting on the matrix and fluid constituents are the gravitational forces p1g and 

p~, respectively, where "g" is the gravitational acceleration. 

Implicit in the above equations of motion is the Fourier transform with respect to time with the fol-

lowing convention: 

(B3) 

Time derivatives are transformed as follows: 

This convention is consistent with the development used by Biot (1956). The alternate sign conven­

tion is used by Aki and Richards (1980), but in order to conform with the literature regarding wave 

propagation in porous materials, the above convention is used. 

The inverse Fourier transform is 

1 r; . f(t)=-y (w)e+ICotdw 
21t 

(B4) 

In cylindrical coordinates, the equations of motion for the porous region in physical components are: 

(B5a) 

1 a 2 1 a a 2- 2 
--r cr,e+--.cree+-cre,=-(1) PuUa-w ff'12Ua-fa 
r2 ar r ae az (B5b) 

(B5c) 

a 2- 2- u F ar S = - (I) p 12Ur - (I) p 22 r - r (B5d) 

1 a 2- 2- u F --s=-wp12ua-WP22 e- e rae (B5e) 

a 2~ 2- u F a;s = -(I) ,_, 12Uz- W P 22 z - z (B5f) 
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The fluid-matrix friction is incorporated into the visco-dynamic densities f)';i defined as: 

(B6} 

The constitutive relations between stress and strain are given by: 

.. 
cr,..(x,ro)=A (x)e (x,ro)+ 2N (x)e,..(x,ro) + Q (x)t(x,ro) (B7a) 

cr98(x,ro) =A (x)e (x,ro) + 2N (x)e 98(x,ro) + Q (x)t(x,ro) (B7b) 

O'u (x,ro) =A (x)e (x,ro)+ 2N (x)e,.(x,ro) + Q (x)t(x,ro) (B7c) 

O're(x,ro) = 2N (x)ere(x,ro) (B7d) 

cr,.. (x,ro)= 2N (x)e,.. (x,ro) (B7e) 

O'ez (x,ro) = 2N (x)e ez (x,ro) (B7f) 

s(x,ro) = Q (x)e(x,ro) + R (x)t(x,ro) (B7g) 

where: 

e (x,ro) = e,.. (x,ro) + e 98(x,ro) + eu (x,ro) (B8a) 

a 1 a Ur a 
t(x,ro)= or Ur + 7 ae U e+ 7 + oz U, (B8b) 

Thee (x,ro) and t(x,ro) are the porous matrix and fluid volumetric strains, respectively. 

The porous matrix strains are related to the matrix displacements by (Fung, Y.C., 1965): 

(B9a) 

1 () Ur 
eae=--ue+-

r ae r .. 
(B9c) 

(B9d) 

(B9e) 
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(B9f) 

The inverse stress-strain relations are obtained by methods similar to those used for inverting the con­

stitutive relations for elastic materials. That is, the constitutive relations are first decomposed into iso­

tropic and deviatoric forms which are then inverted, giving: 

1 1 Q2 -AR Q 
e =-cr +- cr- s 
" 2N " 2N R(3A +2N)-3Q 2 R(3A +2N)-3Q2 (B10a) 

1 1 Q 2 -AR Q 
eae= 2Ncrae+2N R(3A +2N)-3Q2cr- R(3A +2N)-3Q2s (BlOb) 

1 1 Q 2 -AR Q 
e =-cr +- cr- s 

u 2N u 2N R(3A +2N)-3Q 2 R(3A +2N)-3Q 2 (BlOc) 

1 
e,a= 2Ncr,a (BlOd) 

(BlOe) 

(BlOt) 

E=- Q cr+3A+ 2N s 
R (3A +2N)-3Q 2 R (3A +2N)-3Q 2 (BlOg) 

where 

(Bll) 

The inverted stress-strain relations, Equations BlOa through BlOg, and the equations of motion, equa­

tions B5a through B5f, comprise thirteen first-order differential equations. Eight of these involve first 

order differentials with respect to the vertical coordinate z. The remaining five are eliminated by sub­

stitution. After moderately lengthy manipulations, the resulting reduced set of equations are: 
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a a 1 -u,. = - -uz + -C1n az az N 
(B12a) 

(Bl2b) 

a Q 2-AR R Q 
-u = (e +eee)+ C1 - s az z R(A+2N)-Q 2 " R(A+2N)-Q 2 u R(A+2N)-Q 2 

(Bl2c) 

(Bl2d) 

Q A +2N 1 [ 1 a 1 a J - · C1 + s+-- --F +--F 
R(A+2N)-Q 2 " R(A+2N)-Q 2 ro2f)22 r ar r r ae 9 

(B12e) 

ro2 ( - - - 2) fJ12 F f --_-PuP 22-p 12 ue+ -_- e- e 
P22 P22 .. 

(B12g) 



a 2- 2- u F dZ S = - (J) p 12Uz - (J) p 22 z - z 
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(Bl2h) 

These are eight first-order differential equations inyolving only those field variables which must 

satisfy boundary conditions along the horizontal interfaces, perpendicular to the z - axis. These vari­

ables include the horiwntal components of matrix displacement, u, and u 9 either directly or through 

their derivatives represented by the strains e,, e,a. and e 99. 

82 Expansion in Orthogonal Vector Functions 

Because of heterogeneity in the z- coordinate only, the traction vectors acting at z on a horizontal 

plane perpendicular to the z- axis, and the displacement vectors at z are expanded in orthogonal vec­

tor· cylindrical harmonics. The vector fields are then decomposed into their component fields, and 

substituted directly into the above reduced set of equations. The procedure is discussed in detail by 

Aki and Richards (1980) and is equivalent to Hankel transformation, Fourier decomposition with 

respect to the azimuthal angle, and decomposition of the wave fields into PSV and SH components. 

What is different, though, is the incorporation of fluid stress and displacement into the displacement­

stress representation. and specification of fluid load terms. 

The matrix displacement vector u(x,ro) and traction vector T(x,ro) acting against the plane perpendicu­

lar to the z -axis, the fluid traction S(x,ro) acting against a plane perpendicular to the z -axis, and the 

fluid displacement vector normal to the layering, U,i, are represented by: 

(B13a) 

(Bl3b) 

(B13c) 
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(B13d) 

where 

S=s(x,ro)z (B14) 

and s(x,ro) is the fluid's (isotropic) stress. 

The vectors Tf', Sf', and Rf', are cylindrical harmonics, defined by: 

(B15a) 

(B15b) 

Rf'= -Yf'z (B15c) 

where Yf' is the scalar cylindrical harmonic 

Yf'=J,. (kr)eim 9 (B16) 

Tf' is associated with shear horizontal motion (SH), and Sf' and R:' with vertically and longitudinally 

polarized shear and compressional waves (PSV). 

The fluid partial traction vector, S=sz, is represented by a cylindrical vector harmonic, s 2R;', and 

includes the fluid's scalar isotropic stress. A second feature is that only the z - component of fluid 

displacement is represented. The transverse component of fluid displacement and fluid shear stresses 

are not included in the representation, because they are not required to satisfy boundary conditions at 

z =+1-h. If a constitutive relation were given for fluid shear, then transverse displacements and fluid 

tractions due to fluid shear would be included in the same manner as are the matrix displacements and 

tractions. The fluid viscosity is manifested in the friction term b (x,ro), which gives rise to a resistance 

... 

• 
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of fluid motion relative to the matrix. 

The vector harmonics satisfy the following orthogonality relations (Aki and Richards, 1080, pg. 308): 

+Jl!PoJ .• 2n5,.,.~(k-k') 
T:'·Tfl rdrd9= ...[fp 

-ItO kk • 
(B17a) 

... 
+Jl!Po[ .• 2n5,.,. ~(k -k ') 

S:'·Sfl rdrd9= . ..[fp 
-It ' kk . 

(B17b) 

+Jl!PoJ .• 2n5,.,.~(k-k') 
R:'· Rfl rdrd e = ...ffP 

-ItO · kk 
(B17c) 

+Jttooi .• 2n5,.,.~k-k') 
Y:'Yfl rdrd9= ...ffP 

-It kk 
(B18) 

and all other combinations of the vector harmonics are zero. 

With these definitions, the physical components of displacement and stress become: 

(Bl9a) 

(Bl9b) 

(B19c) 

(B 19d) 
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(Bl9e) 

(Bl9f) 

(Bl9g) 

(Bl9h) 

Substituting the relations for displacements, the following expressions are obtained for the strains in 

terms of the cylindrical harmonics, Y{': 

(B20a) 

1 "'=+-
00

[ 2 a [ 1 a Y{'l e -eaa=- L f /1-- --Y{'--
" ,41t ... -~ k ae r ar r 

(B20b) 

(B20c) 

1 a [ 1 a ... Y:']] -rl-- --Yt -- kdk 
k ae r ar r2 

.. 
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The time transfonned loads are similarly expanded in cylinder hannonics. For body forces applied to 

the porous matrix: 

m=-t-oo 

f(r .e.z ,ro) = ~ 1 L r[f r(Z )Tf'(r ,e)+ Is (z )Sf'(r ,e)+ fR (z )Rf'(r .e)]kdk 
7t m=--b 

For body forces applied to the fluid: 

-1 m=-t-oo .· 

F(r ,e,z ,ro)= -4. L r[Fr(z)Tf'(r ,e)+Fs(z)Sf'(r .e)+FR (z)Rf'(r ,e)]kdk 
7t m=--b 

(B21a) 

(B21b) 

The negative sign is included to remain cOnsistent with the development of Aki and Richards (1980, 

pg. 308) point load representation. 

The expressions for strains and displacements are substituted into the set of 8 first order differential 

equations for the displacements Ur, u9, u, and V,, and stresses crn, cr9,, cru, and s. Then, after car­

rying out very lengthy and and detailed algebraic computations, and comparing linearly independent 

tenns, or, equivalently, using the orthogonality relation for Yf' and considerable manipulation, a set of 

first order ordinary differential equations are obtained for the displacement-stress vector components. 

To perfonn these operations, the following identity is useful: 

(B22) 

The results are: 

(B23a) 

(B23b) 



206 

(B24a) 

o (RA -Q2l R Q 
oz r2=- R (A+2N)-Q2 krt + R (A+2N)-Q2 r4- R (A+2N)-Q2 s2 

(B24b) 

(B24c) 

(B24d) 

l._s - [p-12
- 2NQ ]kr - Q r oz ~- P"zz R(A+2N)-Q2 I R(A+2N)-Q2 4 

(B24e) 

(B24f) 

Again, the body force terms have reversed sign relative to the corresponding equations in cylindrical 

polar coordinates. 

The equations of motion and constitutive equations for the porous region are thus decomposed into 

two sets of coupled first order ordinary differential equations in z. Equations B23a and B23b 

correspond to the SH problem, and Equations B24a through B24f to the PSV problem. If Q ,and p-12 

are set to zero, the displacement-stress formulas given by Aki and Richards (1980, pg. 269) for SH 

and PSV waves in vertically heterogeneous solid elastic media are obtained. The above equations are 

identical to those which may be obtained for the two-dimensional case, discussed by Aki and Richards 

in some detail for solid regions. 

.. 

... 
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The inhomogeneous terms in expressions for the shear stress grildients are, in the case of r 3, 

fs- Jf
12 F5 , with a similar term for the SH case. An additional term,- +-Fs. is included in the 
~ ro~ 

equation for the derivative of s 1, a displacement gradient. In this way, transverse fluid body forces 

are included in the displacement-stress representation, without the need for additional horizontal 

displacement-stress components for the fluid displacement and shear stress. Had fluid shear stresses 

been incorporated, requiring a constitutive relation for fluid shear and continuity of horizontal fluid 

displacements at various boundaries, the fluid body force terms would have appeared in the same way 

as the body force terms for the porous matrix. 

The body force term,- +-Fs. is substantially larger than- J:)
12 F5 , at .low frequencies. At zero 

ro P-22 Jf22 

frequency, the ratio, - f) 
12 

, approaches unity for finite viscosity. Without viscosity, the ratio would 
Jf22 

be zero in the absence of mass-coupling, and constant with mass coupling. The term, - -
2
k , .. . ro~ 

diverges for finite k as the frequency goes to zero, a consequence of the inability of the fluid to sup­

port shear with finite displacement For finite frequency, though, the representation is evidently com­

plete, so that solutions may be developed for oscillatory fluid body force distributions. 

B3 Matrix Representation 

The PSV and SH displacement-stress problems are represented in matrix form as: 

a -Ysv (z)=APSV (z)Ysv (z)+qPSV (z) az (B25a) 

a -~H (z)=ASH (z )ySN (z)+qSH (z) az (B25b) 
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The displacement-stress vector v"sv for the PSV problem is: 

rl 

rz 

v"sv (z)= 
r3 

r4 
(B26) 

St 

s2 

The inhomogeneous term qPsv will be important when computing the response to point sources 

applied to either the matri.x or to the fluid. The inhomogeneous term, or force term, is given by: 

0 
0 

P"t2 
+fs--Fs 

P"22 

+!R 
k 

---Fs 
ro2p-22 

+FR 

(B27) 

... 
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The matrix A Psv is given by: 

(B28) 

0 k 
1 

0 0 0 .. -
N 

(RA -Q2l 
0 0 

R 
0 

-Q 
- k 

K2 K2 K2 

4Nk2R (A +N)-Q2 2 (RA -Q2) k [ 1NQ - p-, ]· ~p-2 0 0 0 
K2 P"'22 K2 K2 P"'n 

0 - ro2p-u -k 0 - ro2P-t2 0 

[P"'l2 -~]k 0 0 
_ _Q_ 

0 [A+2N _ _£___] 
P"'22 K K2 K2 co2p-22 

0 - ro2rft2 0 0 - co2rf 22 0 

where 

K 2=R(A+2N)-Q 2 (B30) 

and 

(B31) 

For the SH problem: 

(B32) 

(B33) 
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The matrix ASH (z) is: 

(B34) 

Again, the moduli N ,A ,R, and Q, and the visco-dynamic "densities" ~ali are functions of z and ro. 

84 Propagator Representation 

The differential equations obtained above can be numerically integrated to yield propagator matrices 

for PSV and SH waves (Aki and Richards, 1980). The algebra and methods of computing propagators 

are described by Pipes and Hovanessian (1969). 

The propagators are equivalent to transition matrices, or matrizants of the matrix, A(z ), and determine 

the response at z 2 due to a state of displacement and stress at z 1, represented by the vector { 

r ~or 2,r 3,r 4,s ~os 2 } for PSV waves and by the vector { 1 ~o1 2 } for SH waves. The propagators are 

designated as pPSV (z 2,z 1) and pSH (z 2,z 1), and satisfy the relations: 

P(z3,zvP(z 2,z 1) = P(z3,z 1) (B35a) 

P(z 2,z 1)P(z 1 ,z v = P(z 2•z V=I (B35b) 

The propagators satisfy the differential equation for the displacement-stress components: 

d 
dz P(z ,z o)=A(z )P(z ,z o) (B36) 

The displacement-stress vectors at z2 relative to the displacement-stress vectors at z1 are given by: 

'2 

vl'sv (z v = pPSV (z 2•z 1)vl'sv (z 1) + J pPSV (z 1 ,z 1)qpsv (z ')dz 1 (B37a) 
'1 

'2 

ySH (z v = pSH (z 2.Z 1)vSH (z 1) + J pSH (z 1 ,z 1)qSH (z ')dz 1 (B37b) 
'1 

.. 
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The propagators are computed by numerically integrating equation 36 from z1 to z2, beginning with 

the identity matrix: 

The propagators thus represent sets of linearly independent solutions which may be used to represent 

the complete solution within the porous layer, and the "solution" for the porous region is thus 

obtained by numerically solving an initial value problem. Aki and Richards provide detailed discus­

sions of the properties of the propagators, and their special canonical forms for the case of homogene­

ous regions. In particular, the propagator may be diagonalized into up-going and down-going terms, 

with corresponding eigenvalues describing the velocity of propagation for each of the two coupled 

compressional waves and the shear wave. 

The displacement-stress propagators form the fundamental solution for the porous layer. Their com­

putation and use are described in detail in Chapter 3 and especially Chapter 4, regarding numerical 

solution of the boundary value problem. 
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Appendix C: 
Center Plane Displacement and Fluid Partial Stress Responses 

.• 

'* 
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