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Response of the Wintertime Northern Hemisphere Atmospheric Circulation to Current
and Projected Arctic Sea Ice Decline: A Numerical Study with CAM5

YANNICK PEINGS AND GUDRUN MAGNUSDOTTIR

Department of Earth System Science, University of California, Irvine, Irvine, California

(Manuscript received 17 May 2013, in final form 26 August 2013)

ABSTRACT

The wintertime Northern Hemisphere (NH) atmospheric circulation response to current (2007–12) and

projected (2080–99)Arctic sea ice decline is examined with the latest version of the Community Atmospheric

Model (CAM5). The numerical experiments suggest that the current sea ice conditions force a remote at-

mospheric response in late winter that favors cold land surface temperatures over midlatitudes, as has been

observed in recent years. Anomalous Rossby waves forced by the sea ice anomalies penetrate into the

stratosphere in February and weaken the stratospheric polar vortex, resulting in negative anomalies of

the northern annular mode (NAM) that propagate downward during the following weeks, especially over the

North Pacific. The seasonality of the response is attributed to timing of the phasing between the forced and

climatological waves. When sea ice concentration taken from projections of conditions at the end of the

twenty-first century is prescribed to the model, negative anomalies of the NAMare visible in the troposphere,

both in early and late winter. This response is mainly driven by the large warming of the lower troposphere

over the Arctic, as little impact is found in the stratosphere in this experiment. As a result of the thermal

expansion of the polar troposphere, the westerly flow is decelerated and a weak but statistically significant

increase of the midlatitude meanders is identified. However, the thermodynamical response extends beyond

the Arctic and offsets the dynamical effect, such that the stronger sea ice forcing has limited impact on the

intensity of cold extremes over midlatitudes.

1. Introduction

The observed decrease of the Arctic sea ice is one of

the most obvious signs of the current global climate

change and has been larger than the projections of the

Intergovernmental Panel on Climate Change (Solomon

et al. 2007) for the past few years (Stroeve et al. 2007,

2012). Owing to cryospheric feedback processes, the

observed surface warming is greater over theArctic than

in other regions of the globe (Serreze and Francis 2006;

Screen and Simmonds 2010). This so-called Arctic am-

plification effect is associated with a strong decrease of

the sea ice extent, especially during summer and fall

(Serreze et al. 2007; Stroeve et al. 2011). This signal has

been particular strong in recent years, with exception-

ally low sea ice extent at the end of summer (Comiso

et al. 2008). The sea ice volume is also declining (Kurtz

et al. 2011), enhancing the sea ice–albedo feedback (a

thinner ice recovers less readily) and increasing the odds

of a sea-ice-free Arctic in the coming decades (Overland

and Wang 2013). In addition to the increased surface

temperature, atmospheric synoptic variability in the form

ofwind forcing has also played a role in the recent collapse

of the Arctic sea ice (Ogi and Wallace 2012; Overland

et al. 2012; Simmonds and Rudeva 2012).

Sea ice is an important part of the climate system. It

exerts a strong influence on the surface energy budget by

modulating the surface heat fluxes from the ocean as

well as the surface albedo. A decline of theArctic sea ice

can significantly impact other components of the climate

system, including the Northern Hemisphere (NH) at-

mospheric circulation. Given the intrinsic variability of

the atmosphere and the numerous external factors that

influence it, modeling studies are useful for isolating the

contributions of each forcing. The influence of sea ice

anomalies on the atmosphere has been extensively

studied using atmospheric general circulation models

(AGCMs) (see review in Budikova 2009). Some studies

(Magnusdottir et al. 2004; Deser et al. 2004, 2007) have
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examined the effect of exaggerated sea ice anomalies

over theNorthAtlantic region that correspond to sea ice

anomalies forced by the North Atlantic Oscillation

(NAO) (Deser et al. 2000), the primary mode of winter-

time atmospheric variability in the region. These studies

revealed a negative feedback from the sea ice anomalies

onto theNAOor its hemispheric expression, the northern

annular mode (NAM) (Thompson and Wallace 2000).

This negative feedback has also been identified in the

observational record (Strong et al. 2009). North Pacific

sea ice anomalies force a stationary wave train that

propagates downstream across the Pacific basin (Honda

et al. 1999) and canmodulate the intensity/position of the

Siberian high, Aleutian low, and the west Pacific pattern

(Liu et al. 2007; Linkin and Nigam 2008; Matthewman

and Magnusdottir 2011). Other studies have investigated

the effect of the overall Arctic sea ice extent and/or

concentration anomalies on the NH atmospheric circu-

lation, using observed sea ice anomalies (Alexander et al.

2004; Bhatt et al. 2008; Balmaseda et al. 2010; Kumar

et al. 2010; Strey et al. 2010; Bl€uthgen et al. 2012; Orsolini

et al. 2012; Porter et al. 2012; Cassano et al. 2013), pro-

jected anomalies for the end of the twenty-first century

(Singarayer et al. 2006; Seierstad and Bader 2009; Deser

et al. 2010), or a sea ice free ocean prescribed in summer

and over the entire year (Semmler et al. 2012). Owing to

the diversity of the forcings/models used, these studies

report a wide range of local and remote atmospheric re-

sponses. Generally, the signal-to-noise ratio of the re-

mote response is low, and a large number of ensemble

members is necessary to detect a significant signal

(Screen et al. 2013a). The early winter transient response

is rather baroclinic and tends to become equivalent

barotropic during the midlate winter (Magnusdottir et al.

2004; Deser et al. 2007, 2010). It sometimes projects onto

the NAO–NAM mode, with different amplitudes and

timings dependent on the study (Alexander et al. 2004;

Seierstad and Bader 2009; Deser et al. 2010). Moreover,

significant impacts have been reported at the synoptic

scale, especially on storm track activity over the North

Atlantic in late winter (Magnusdottir et al. 2004;

Seierstad and Bader 2009). To assess the effect of the

recent increasing rate of sea ice decline, Screen et al.

(2013b) prescribed the observed trend of Arctic sea ice

concentration in experiments performed with two dif-

ferent AGCMs. Except for a slight negative NAO-like

response in early winter, they did not identify a signifi-

cant NH atmospheric circulation response.

Several studies suggest that the recent Arctic ampli-

fication can increase the likelihood of extreme events

over the midlatitudes, such as cold spells or extensive

snowfall (Honda et al. 2009; Francis et al. 2009; Petoukhov

and Semenov 2010; Liu et al. 2012; Tang et al. 2013).

Furthermore, some authors believe that the recent sea

ice decline is involved in the recent negative trend of

the NAO–NAM (Cohen et al. 2012). These ideas have

gained support by the cold winters and extreme events

observed during recent years over Europe, North

America, and Asia (Cattiaux et al. 2010; Coumou and

Rahmstorf 2012). Because of the warming of the Arctic

troposphere, the poleward gradient of the tropospheric

thickness has decreased over recent years and weakened

the westerly flow, in line with thermal wind arguments

(Francis and Vavrus 2012). According to the latter study,

the meridional amplitude of midlatitude planetary waves

has increased and the eastward propagation of Rossby

waves in the upper-level flow has slowed down, which

they interpret as favoring the persistence of extreme

events. If confirmed, this result would reconcile the

occurrence of cold extremes over midlatitudes with the

observed global warming. However, any significant

change in wave amplitude is hard to detect in atmo-

spheric reanalyses (Screen and Simmonds 2013), and

this issue deserves additional investigations using nu-

merical experiments to isolate the contribution of sea

ice from those of other processes.

The effect of Arctic amplification on the recent ten-

dency toward a negative NAO/NAM and more nu-

merous extreme events in winter is difficult to discern

from observations due to the short observational record

of Arctic sea ice concentrations and the high natural

variability of the high-latitude atmospheric circulation.

Moreover, the atmospheric response to a projected con-

tinuous decline of sea ice in the future is uncertain, es-

pecially whether the response will project onto the NAM

(Cattiaux and Cassou 2013). In this study, we revisit the

impact of the Arctic sea ice decline on the NH atmo-

spheric circulation using the latest version of the Com-

munity Atmospheric Model, CAM5, from the National

Center forAtmosphericResearch (NCAR).We examine

the large-scale response of the NH atmosphere by im-

posing in the model two different sea ice forcings repre-

sentative of the recent and projected sea ice decline over

the Arctic. Our two sensitivity experiments are forced

with sea ice concentration of the 2007–12 period obtained

from observations and a sea ice concentration taken from

coupled climate simulations of the end of the twenty-first

century. The physical mechanisms are examined in detail

in order to explain the timing and sensitivity of the re-

sponse to the sea ice forcing. The effect of sea ice loss on

the meridional wave amplitude and on cold extreme

temperatures over midlatitudes is also investigated.

The paper outline is as follows. Section 2 describes the

experiments and the methodology used to prescribe

the sea ice perturbation in our model. Section 3 pres-

ents the wintertime response of the atmosphere in both

1 JANUARY 2014 PE INGS AND MAGNUSDOTT IR 245



experiments and discusses the physical mechanisms at

work in the model. A subsection is dedicated to the re-

sponse of extreme events over the midlatitudes. Finally,

section 4 contains a discussion and some concluding

remarks.

2. Model and experiments

The atmospheric model used in this study is CAM5,

which is the latest version of CAM at the time of the

study and includes a new physics scheme as well as a

better representation of aerosols. The major improve-

ments in this version concern cloud properties, including

a more realistic seasonal cycle of Arctic clouds (Kay

et al. 2012b). CAM5 is the atmospheric component of

the Community Earth System Model (CESM) (Neale

et al. 2011) and is coupled to the Community Land

Model (CLM). The resolution used in this study is 1.98
latitude and 2.58 longitude with 30 vertical levels. The

control experiment (CTL) is a 50-yr simulation with

a prescribed annually repeating sea surface temperature

(SST) and sea ice concentration (SIC, in % of the do-

main covered by ice) that represents climatology for the

1979–2000 period. The climatological annual cycle pre-

scribed to the model comes from the monthly Hadley

Centre Sea Ice and Sea Surface Temperature (HadISST)

dataset (Rayner et al. 2003). It is a 18-resolution product

in which sea ice is retrieved from various sources of

digitized sea ice charts and passive microwave imagery.

One year of spinup is conducted before extracting the

output from the simulations. Greenhouse gas and aerosol

concentrations are representative of present-day condi-

tions (year 2000). Two perturbation experiments, each

consisting of 50-member ensembles, are paired to this

control run such that they only differ by the SIC/SST

boundary conditions. Each ensemble member is started

from initial conditions in CTL corresponding to 1 April

and is run for 13 months so that it spans an entire annual

cycle (May to April, the first month is removed owing

to spinup).

d The first perturbation experiment (2010C, for observed

sea ice concentration of 2007–12) was designed to

assess the impact of recent SIC conditions over the

Arctic on theNHatmospheric circulation. Themonthly

SIC annual cycle prescribed to the model over the

Arctic is computed from the 2007–12 period of the

HadISST dataset. SSTs are set to the 1979–2000

climatology except for regions where sea ice has

substantially changed in order to include the SST

warming effect owing to sea ice loss (Screen et al.

2013b). For eachmonth, if the 2007–12 SIC climatology

differs by 10% or more from its 1979–2000 value in

the Northern Hemisphere, the SST is changed to the

2007–12 climatological value of the corresponding

month. Otherwise, SST is set to the 1979–2000 clima-

tological value. Thus, only changes inArctic sea ice and

the SST changes directly associatedwith sea ice changes

are taken into account.
d The design of the second perturbation experiment

(2090C, for 2090 sea ice concentration) is the same

except the sea ice forcing is stronger. This forcing

comes from simulations performed for phase 5 of the

Coupled Model Intercomparison Project (CMIP5)

with the Community Climate System Model, version 4

(CCSM4), which is the previous version of the coupled

ocean–atmosphere model from CESM. The 2080–99

climatological annual cycle of SIC is taken from the

6-member ensemble mean of the twenty-first-century

simulations performed under the 8.5Wm22 represen-

tative concentration pathway (RCP85) scenario. The

SST change is taken into account in the sameway as for

2010C, only over high-latitude areas where SIC has

substantially changed. The 2080–99 ensemble-average

SST from the coupled simulations is used over these

regions, while SST is set to the 1979–2000 climatology

elsewhere. As 2090C is compared to CTL, simulated

and observed sea ice concentrations are compared.

Consequently, the 2090C–CTL anomalies do not only

include the effect of anthropogenic forcings, but also

anomalies due to themodel biases in the representation

of the sea ice concentration. However, we found that

this effect is negligible. Subtracting the 2090C sea ice

concentration from the ensemble-mean SIC from six

historical CCSM4 runs (over the same 1979–2000

period) results in SIC anomalies that are very similar

to the 2090C–CTL SIC anomalies (not shown).

Note that the ice thickness is not modified in these

experiments and is fixed to 2m throughout the Arctic.

The ensemble mean of each experiment is computed by

averaging the 50 members, and the climate response is

found for certain climate variables by subtracting the

50-yr average for that variable in CTL from the ensemble

mean of the variable in 2010C and 2090C. A two-sided

Student’s t test is used to compare the ensemble means

from different experiments and assess the statistical sig-

nificance of the response. The remote response to the sea

ice forcing is low compared to the NH internal atmo-

spheric variability (e.g., Screen et al. 2013a), such that

a large ensemble of members is needed to obtain a sig-

nificant signal. In our case, an ensemble of 50 members is

sufficient to detect a robust response in the NH atmo-

spheric circulation.

The SIC/SST prescribed to the model for each exper-

iment are depicted in Figs. 1 and 2. Figure 1a shows the

annual cycle of SIC (left axis, solid lines) and SST (right
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axis, dashed lines) averaged north of 608N. The SIC is

decreased over the entire year in the two perturbation

experiments, with a higher amplitude in late summer and

autumn. The SIC forcing is greater in 2090C, the Arctic

Ocean is almost free of sea ice in September in this

experiment. The SST anomalies are of opposite sign

with maximum positive anomalies in summer. The

spatial distribution of the SIC/SST anomalies in winter

[December to February (DJF)] is shown in Fig. 2. In the

2010C experiment, sea ice is decreased over the Barents,

Kara, and Okhotsk Seas and is slightly increased near

Bering Strait and in Baffin Bay (Fig. 2b). Note that the

SIC/SST forcing not only includes the Arctic Ocean but

also some midlatitude anomalies (especially in the Sea of

Okhotsk). However, ice in these regions is part of the

seasonal sea ice distribution and is therefore included in

the definition of ‘‘Arctic’’ sea ice in this paper. In 2090C,

the sea ice anomalies are always negative and are larger

than in 2010C, both in amplitude and in spatial extent

(Fig. 2c). They are associated with positive SST anoma-

lies that can exceed 2.5K in 2090C (Figs. 2e,f). Note that

the 2010C forcing is close to the one used by Screen et al.

(2013b) except that they use the 1979–2011 trend instead

of the 2007–12 anomalies to force the model. The 2090C

forcing is comparable with the one used by Deser et al.

FIG. 1. Annual cycles of SIC (solid lines, left ordinate) and SST

(dashed lines, right ordinate) averaged over the Arctic Ocean

(north of 608N) for CTL, 2010C, and 2090C.

FIG. 2. Winter mean (DJF) of (a) SIC climatology in CTL (%) and SIC anomalies prescribed (b) in 2010C and (c) in 2090C; (d)–(f) as in

(a)–(c) but for SST (K).
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(2010). However, these two studies were conducted with

CAM3, which is an earlier version of the atmospheric

GCM that we use (CAM5).

3. Results

We focus on the wintertime response in this study.

First we examine the average atmospheric response over

the entire winter season (DJF) and then investigate the

mechanisms of the different responses obtained in each

experiment. We conclude this section by examining the

change in planetary wave amplitude and the occurrence

of cold extreme events over midlatitudes.

a. Atmospheric response in winter

The sea ice cover strongly influences the surface tur-

bulent heat fluxes, the radiative fluxes, and consequently

the surface temperature. The effect of sea ice anomalies

on the surface energy budget is depicted for each month

of the two perturbation experiments in Fig. 3. The re-

sponse of the net surface energy flux, net longwave

radiation, and turbulent fluxes (sensible 1 latent) are

shown, as well as the SIC and SST anomalies, averaged

over the sea ice covered area in the Arctic and mid-

latitudes (north of 408N). The average only includes

pixels where sea ice is present in CTL (SIC . 10%).

The net surface energy flux is computed as the sum

of the net longwave radiation and of the turbulent

fluxes. The shortwave radiation is not included because

its changes do not impact the surface budget over the

ocean (prescribed SST/SIC mode), but the ice–albedo

feedback is implicitly included in the turbulent and

longwave fluxes through the changes in SST where the

sea ice concentration is modified. Positive values of the

fluxes indicate an atmospheric gain in energy. The re-

moval of SIC (and the associated warming of SST) in-

creases the net surface energy flux from the end of

summer until December (April) in 2010C (2090C). The

main contribution is from the turbulent fluxes. The

longwave radiation has a positive contribution in early

winter in 2010C—through the entire winter in 2090C.

Note that the vertical scale is not the same in Figs. 3a

and 3b since the amplitude of the flux anomalies is much

greater in 2090C (approximately four times greater). The

response of the net surface energy flux lags the maxi-

mum in SIC/SST anomalies. The SIC/SST anomalies

are maximum in summer, while the anomalies of the

surface energy budget are maximum from September

to December in 2010C (Fig. 3a)—and from September

to February in 2090C (Fig. 3b). This lag was previously

reported in modeling experiments and in reanalyses

(Seierstad and Bader 2009; Deser et al. 2010; Screen

et al. 2013b; Screen and Simmonds 2010). It is related to

the enhancement of the turbulent fluxes during fall and

winter when the lower atmosphere cools more rapidly

than the ocean.

Figure 4 shows the spatial distribution of the response

in net surface energy flux in both experiments and for

each individual month in winter (December, January,

and February). A positive response (gain in heat by the

atmosphere) is found where the sea ice is removed and

SSTs are warmer. A negative response is found over the

small regions of positive SIC anomalies in 2010C (Bering

Strait and Baffin Bay, Figs. 4a–c). Significant negative

anomalies are also found south of the sea ice edge, es-

pecially in 2090C (Figs. 4d–f). This is due to the following

reason: the atmospheric warming induced by the removal

of sea ice spreads beyond the SIC/SST anomalies. As the

atmosphere is warmer, the heat flux directed from the

atmosphere to ocean is increased. In nature, the ocean

would warm, reducing the air–sea contrast and the am-

plitude of these negative anomalies. In our case, the ocean

is not interactive and SSTs are not modified in these re-

gions where the SIC does not change, leading to exag-

gerated negative anomalies of the net surface energy flux.

This behavior is commonly found in SIC-perturbation

FIG. 3. (a)Month-to-month response for 2010C of the net surface

energy released to the atmosphere (black curve), the longwave

radiative flux (red curve), and the turbulent fluxes (sensible1 latent

heat fluxes, green curve) averaged over the sea-ice-covered region in

CTL (SIC . 10%) north of 408N: fluxes (Wm22, scale on the right

ordinate). The monthly SIC anomalies (gray bars, multiplied by

20.1 for display) and SST anomalies (orange bars) are indicated

(scale on the left ordinate). (b) As in (a) but for 2090C.
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experiments with a noninteractive ocean (Deser et al.

2010; Screen et al. 2013b).

Figure 5 highlights the wintertime 2-m temperature

response associated with these changes in the surface

energy budget. Figure 5a shows the mean winter 2-m

temperature averaged over the control simulation (CTL),

Fig. 5b shows the temperature response in 2010C (2010C

minus CTL), Fig. 5c the response in 2090C (2090C minus

CTL), and Fig. 5d the difference between the two per-

turbation experiments (2090C minus 2010C). In 2010C

(Fig. 5b), positive anomalies spread beyond the negative

sea ice anomalies over the Arctic Ocean, and local neg-

ative anomalies are found where the SIC is increased

(Fig. 2b). A moderate but significant cooling is found in

midlatitudes over Asia but not over Europe and North

America. The temperature response in 2090C is much

greater, both in amplitude and in spatial extent (Figs. 5c,d;

note the different scale inFig. 5d). The averagewarming is

;8K over the Arctic Ocean and spreads over the north-

ern part of the continents, to 458N over some sectors. The

model does not simulate a significant cooling of the mid-

latitudes, except over limited areas of Eurasia. The mid-

latitude cooling is weaker than in 2010C (Fig. 5d),

suggesting that there is not a linear relationship between

a decrease of Arctic sea ice and lower temperatures over

midlatitudes. A more complete discussion of this result is

found in section 3d where the response in terms of ex-

treme temperatures is investigated.

FIG. 4. Response of the net surface energy flux (turbulent fluxes 1 net longwave radiation, Wm22) in 2010C for (a) December,

(b) January, and (c) February. Positive (negative) values indicate a gain (loss) of energy by the atmosphere. Anomalies significant at the

95% confidence level are stippled. (d)–(f) As in (a)–(c) but for 2090C.
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Figure 6 shows the mean winter NH (north of 208N)

atmospheric response in sea level pressure (SLP) and in

midtropospheric geopotential (500-hPa geopotential:

Z500) for both experiments. In line with the results of

Screen et al. (2013b), the current sea ice anomalies do not

force a strong response of the mean wintertime atmo-

spheric circulation in 2010C (Figs. 6b,e). Both for SLP

andZ500, the response is significant at the 95%confidence

level only over limited regions in the NH. Nevertheless,

the response depends on the month considered and it is

highly significant in February over the North Pacific (not

shown but this result is further discussed in section 3b).

The results are more significant in 2090C, consistent with

the stronger forcing imposed on the model in that ex-

periment. The winter-mean response is baroclinic over

the Arctic (low SLP anomalies associated with a ridge at

FIG. 5. (a) Mean winter (DJF) 2-m temperature climatology (K) for CTL. Response in 2-m temperature for

(b) 2010C and (c) 2090C; (d) difference between (c) and (b) (2090C 2 2010C). Anomalies significant at the 95%

confidence level are stippled. Note the difference of scale in (d).
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500 hPa) and barotropic in midlatitudes, especially over

the North Pacific (Figs. 6c,f). These results are consistent

with those fromDeser et al. (2010) that found a baroclinic

response over the Arctic in early and midwinter. How-

ever, the barotropic negative anomaly over the North

Pacific is larger in the present study. The Z500 response

resembles the negative phase of the NAM, even though

the anomalies over the North Atlantic basin are too

small. The response is consistent with previous studies

that identified such a response in late winter (Alexander

et al. 2004; Seierstad andBader 2009;Deser et al. 2010). It

is maximum in February in our study, but is also visible in

early winter as discussed in the next paragraph. This

negative NAM signal is present in the free troposphere

but does not project clearly onto the SLP (Fig. 6c) and

other surface variables such as the 2-m temperature

(Fig. 5c) or precipitation (not shown).

To examine the intraseasonal evolution of the geo-

potential response, the daily evolution of the vertical

distribution of horizontally averaged geopotential over

the polar cap (north of 658N) is plotted in Fig. 7. This

diagnostic is a good proxy for the daily evolution of the

NAM index as a function of altitude (Baldwin and

Thompson 2009), where a positive (negative) anomaly is

associated with a negative (positive) value of the NAM

index. In line with the results from Fig. 6, we do not find

a significant response in 2010C for most of the winter

(Fig. 7a). However, a significant positive anomaly is

found at the end ofwinter from the beginning of February

until the middle of March. This anomaly, which rep-

resents a weakening of the stratospheric polar vortex,

emerges in the stratosphere in February and propagates

toward the troposphere in the following weeks. It reaches

the surface around mid-February and is associated with

a strong tropospheric signal located at the surface over

the North Pacific (see section 3b). This downward propa-

gation of stratospheric anomalies is a well-known mecha-

nism by which stratospheric sudden warmings (SSWs)

impact the NH climate (Baldwin and Dunkerton 2001;

Polvani and Waugh 2004). The response depicted in

Fig. 7a is not strong enough to be classified as a SSW (no

reversal of the westerly wind at 10hPa, 608N), but this

FIG. 6. (a) Mean winter (DJF) sea level pressure climatology (hPa) for CTL and the response in SLP (b) for 2010C and (c) for 2090C;

(d)–(f) as in (a)–(c) but for the 500-hPa geopotential (m). Anomalies significant at the 95% confidence level are stippled.
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signal is from an ensemble average. It highlights that the

polar vortex is more susceptible to be weakened in late

winter in 2010C, but the exact timing and amplitude of

the signal are quite variable from one ensemble mem-

ber to another (not shown). The same kind of response

was previously obtained by prescribing snow cover (e.g.,

Fletcher et al. 2009; Peings et al. 2012), surface albedo

(Allen andZender 2010), or tropical Pacific SST (Manzini

et al. 2006) perturbations in AGCMs. The 2010C exper-

iment suggests that the observedArctic sea ice anomalies

from recent years also force such a response in late

winter. Note that the changes in snow cover (and in land

surface albedo) areweak in the perturbation experiments.

The response is therefore not related to snow anomalies

that could be induced by the loss of sea ice (Cohen et al.

2012).

The same diagnosis for 2090C is shown in Fig. 7b. A

response similar to the one depicted in Fig. 7a is found

during late winter but, despite the stronger sea ice

forcing, the response is weaker than in 2010C. It is only

significant in the troposphere and does not involve a

clear stratosphere–troposphere propagation. Thus, the

stratospheric response obtained in 2010C is sensitive to the

prescribed anomalies and does not increasewith a stronger

SIC/SST forcing. Although 2090C exhibits a weaker re-

sponse in the stratosphere, a stronger response is found in

the troposphere. Indeed, positive anomalies of the polar

cap geopotential are visible around 500hPa in December

and February, in line with the negative NAM pattern

found for the Z500 wintertime mean (Fig. 6f).

These different responses of the wintertime NH at-

mosphere between the two experiments suggest that

different mechanisms are at work in 2010C and 2090C.

The late winter response in 2010C involving a coupled

stratosphere–troposphere mechanism is investigated in

the following section, while the tropospheric response

found in 2090C is discussed in section 3c.

b. Mechanisms for the late winter stratospheric
response in 2010C

The Z500 response in 2010C in February is depicted in

Fig. 8b. It resembles the negative phase of the NAM, but

the negative anomalies of the midlatitudes are far greater

over the North Pacific sector (where they are significant)

FIG. 7. Time–pressure cross section of the daily polar cap response in geopotential (m) av-

eraged north of 658N for (a) 2010C–CTL and (b) 2090C–CTL. Light (dark) shading indicates

significance at the 90% (95%) significance level: contour interval 30m.
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than over the North Atlantic. This strong response of the

North Pacific circulation is consistent with the patterns

of the SIC/SST and net surface energy flux anomalies

(Figs. 2b and 4c). The SIC anomaly in the Sea ofOkhotsk,

upstream to the North Pacific circulation, has a strong

impact on the surface energy budget in late winter

(Fig. 4c) and therefore is probably responsible for a large

part of the response. This result is also consistent with

Honda et al. (1999), who had found that SIC anomalies

from the Sea of Okhotsk modified the atmospheric cir-

culation over the North Pacific basin. In line with Fig. 7a,

the February response is far greater than that for any

other month. This seasonality of the response has been

previously reported in similar studies (Magnusdottir

et al. 2004; Deser et al. 2007; Seierstad and Bader 2009;

Deser et al. 2010), but its cause is unclear. The hemi-

spheric signal is essentially equivalent barotropic (SLP

exhibits the same sign anomalies, not shown), in agree-

ment with the late winter response obtained by the pre-

viously cited studies. The weakening of the polar vortex,

whose climatological values are depicted in Fig. 8d

(10-hPa zonal wind, U10hPa), is clearly visible in Fig. 8e.

The maximum response is over eastern Siberia, suggest-

ing that the forcing causing the stratospheric response is

located over this region. For the sake of comparison,

Figs. 8c and 8f show the February response in 2090C.

The Z500 pattern resembles the negative phase of the

NAM (Fig. 8c), but no significant response is found in

the stratosphere (Fig. 8f).

To understand the stratospheric response in 2010C,

we look at wave–mean flow interactions by using a wave

activity flux diagnostic. We use the Plumb flux (Plumb

1985), valid for quasigeostrophic perturbations, to de-

scribe planetary wave propagation in three dimensions.

When averaged zonally, this diagnostic is identical to the

Eliassen–Palm (EP) flux (Edmon et al. 1980). The hor-

izontal component of the EP flux is proportional to the

meridional eddy momentum transport, and the vertical

component is proportional to the meridional eddy heat

transport. The divergence of the EP flux is a measure of

FIG. 8. (a) Mean February 500-hPa geopotential climatology (m) for CTL and the response (b) for 2010C and (c) for 2090C; (d)–(f) as in

(a)–(c) but for the 10-hPa zonal wind (m s21). Anomalies significant at the 95% confidence level are stippled.
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the total nondiabatic forcing on the zonal-mean zonal

flow with the assumptions of quasigeostrophic theory

and linear perturbations [see section 2a in Edmon et al.

(1980)]. The zonal-mean zonal flow is accelerated (de-

celerated) where there is divergence (convergence) of

the EP flux. Figure 9a shows the EP flux (arrows), the EP

flux divergence (red contours), and the zonal-mean

zonal wind (black contours) for CTL in February. The

response in the same fields for 2010C is shown in Fig. 9b

and for 2090C in Fig. 9c. The climatological westerly

zonal flow around 608N (Fig. 9a) is decelerated over the

entire atmospheric column in 2010C (Fig. 9b), while

positive anomalies are found in the region of the sub-

tropical jet. The signal associated with the weakening of

the polar vortex propagates from the stratosphere to the

surface and is associated with an increase in upward EP

flux north of 308N. The anomalous wave activity inter-

acts with the zonal-mean zonal flow, especially in the

polar stratosphere where there is convergence of the EP

flux and deceleration of the westerly wind (Fig. 9b).

Figure 10 shows the response in the vertical compo-

nent of the Plumb flux on the 850-hPa level over the

FIG. 9. (a: top left) Zonally averaged zonal wind (black contours, interval 10m s21), EP flux (vectors, kg s22), and

EP flux divergence (red contours, interval 1m s21 day21) averaged over February in CTL. (b: top right) Response for

2010C (interval for wind is 0.5m s21; interval for divergence is 0.3m s21 day21). Light (dark) shading indicates the

90% (95%) significance level for zonal wind anomalies. (c: bottom left) As in (b) but for 2090C. (d: bottom right)

Difference between the two responses (2090C2 2010C). For display, the meridional and vertical components of the

EP flux are multiplied by the square root of p [p5 pressure (1000 hPa)21], and the vertical component is multiplied

by 100.
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Northern Hemisphere. The location of the maximum

vertical flux response is over theNorth Pacific (Fig. 10b),

which might be expected from the strong surface energy

flux anomalies over the Sea of Okhotsk (Fig. 4c). It is

located in a source region of climatological stationary

waves forced by orography and the thermal land–sea

contrast (Plumb 1985) that is well represented in our

model (Fig. 10a). A secondary area of positive response

in the vertical component of the Plumb flux is located

over the North Atlantic, especially off the Norwegian

coast (Fig. 10b). This signal does not correspond directly

to a surface flux response (Fig. 4b) but, considering the

large zonal scale of the waves involved, may be an es-

sential part for the remote response. Thus, the SIC/SST

anomalies prescribed in 2010C, including those from the

Sea of Okhotsk, enhance the climatological upward

Plumb flux and lead to a weakening of the stratospheric

polar vortex owing to interactions of these anomalous

waves with the zonal-mean flow. Concerning 2090C, the

EP flux response is qualitatively similar (Fig. 9c) but not

as strong as in 2010C (Fig. 9d). The upward Plumb flux

over Siberia, the North Pacific, and North Atlantic has

a weaker amplitude and less spatial extent (Fig. 10c).

With less wave excitation and less convergence of EP

flux in the stratosphere (Fig. 9d), the zonal-mean circu-

lation is therefore not as perturbed in 2090C as in 2010C.

The negative zonal wind anomalies are only significant in

the troposphere, with less impact on the stratospheric

polar vortex.

The weaker response in the experiment with the

stronger overall forcing, as well as the strong seasonality

of the response, deserves to be clarified. Recent studies

have emphasized the importance of the linear interfer-

ence between the forced and climatological waves to

obtain a significant response of theNAM (Garfinkel et al.

2010; Smith andKushner 2012). These works suggest that

the phase of the anomalous waves resulting from the

external forcing is critical for getting a significant impact

on the atmospheric circulation. When the forced wave

is in phase with the climatological standing wave (con-

structive interference), the atmospheric response is

stronger than when the forced and climatological waves

are out of phase (destructive interference). Thus, not only

is the amplitude of the planetary wave response impor-

tant, but also its phase. This hypothesis has been verified

with different surface forcings: tropical SSTs (Fletcher

and Kushner 2011), Eurasian snow cover (Smith et al.

2011), and the same can be expected from sea ice forcing.

To verify whether the linear interference is critical for

explaining the 2010C response in February, the anoma-

lous stationary waves at 608N attributed to the forcing are

plotted in the Fig. 11 (black contours) along with the

climatological stationary waves of CTL (color shading)

for 2010C (on left) and 2090C (on right). A Fourier de-

composition is applied to the monthly geopotential field

to decompose the stationary waves according to zonal

wavenumber. The results are shown for the raw field

(total wave, Fig. 11a), as well as for wave 1 (Fig. 11b) and

wave 2 (Fig. 11c), as these wavenumbers correspond

to the large spatial scale that can propagate into the

stratosphere. The spatial correlation between the forced

and climatological components is indicated on the upper

right of the panels. In the two experiments, the forced and

climatological waves are in phase (R 5 0.44 and R 5 0.4

for total wave, Fig. 11a). The phasing is higher over the

North Pacific, especially for 2010C (R5 0.75 if the spatial

correlation is computed over the North Pacific sector,

R 5 0.6 in 2090C) in line with the significant response

FIG. 10. (a) Mean February vertical component of the Plumb flux at 850 hPa (m2 s22) for CTL; response (b) for 2010C and (c) for 2090C.

Anomalies significant at the 95% confidence level are stippled.
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obtained in February in this experiment (Fig. 9b). The

overall correlation is also higher in 2010C for wave 1

(Fig. 10b, R 5 0.58 instead of R 5 0.43 in 2090C). Con-

cerning wave 2, the phasing is low in both experiments

(Fig. 10c). These results suggest that the anomalous

surface-forced planetarywave ismore likely to propagate

into the stratosphere in 2010C. However, the correlations

only differ by 0.15 such that the increased propagation of

the forced wave in 2010C can hardly be attributed only

to linear interference of planetary waves. On the other

hand, this diagnostic gives quite a plausible explanation

for the seasonality of the response. The forcedwave (total

wave and wave 1) is out of phase with the climatological

equivalent in December and January in the 2010C ex-

periment (not shown, R 5 20.55 for total wave and R 5
20.9 for wave 1 in December; R 5 20.33 for total wave

and R 5 20.75 for wave 1 in January). Thus, destructive

interferences in December–January are probably pre-

venting the SIC/SST forcing from modifying the atmo-

spheric circulation in the same way as in February.

In summary, the late winter response in 2010C is re-

lated to dynamical processes involving stationary wave-

mean flow interactions and a stratospheric pathway. The

response is at its maximum in February, when the forced

planetary waves interact constructively with the clima-

tological waves, especially over the North Pacific. The

FIG. 11. Forced (contours) and climatological (shading) stationary waves at 608N in (left) 2010C and (right) 2090C in February. The

stationary waves are obtained by removing the zonal mean of the geopotential height. Results are shown in a pressure vs longitude plot for

(a) total wave (no Fourier decomposition), (b) zonal wavenumber 1, and (c) zonal wavenumber 2. Spatial correlations between the forced

and climatological waves are indicated. Contour interval is 20m (5m) for the climatological (forced) waves.
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spatial distribution of the anomalies is important for

obtaining this signal since the greater overall decline of

sea ice in 2090C does not lead to a stronger response in

the stratospheric polar vortex.

c. Mechanisms for the winter tropospheric response
in 2090C

Section 3b showed that the late winter response in the

stratosphere is weaker in 2090C than in 2010C. However,

the overall tropospheric response is greater in this ex-

periment. First, the tropospheric anomalies are hemi-

spheric and not limited to the North Pacific (Fig. 8c).

Secondly, they do not occur only in February (Fig. 7b).

This result can be attributed to the greater high-latitude

warming that occurs not only at the surface (Fig. 5d), but

also at upper levels in the troposphere in 2090C. The

vertical profile of the temperature response in the per-

turbation experiments is shown in Fig. 12 for the winter

season (DJF). The high-latitude surface warming is

greater in 2090C than in 2010C and is significant up to the

500-hPa level (Fig. 12a and 12d). This leads to increased

thickness of the lower troposphere (Figs. 12b,e), a phe-

nomenon detected in observations over the past 10 years

(Francis and Vavrus 2012). The thermal expansion of the

Arctic troposphere reduces the meridional temperature

and thickness gradients from the pole to midlatitudes,

resulting in a weaker westerly flow around the baro-

clinic zone in line with the thermal wind arguments.

FIG. 12. (a) Zonal mean DJF temperature response (K) in 2010C: contour interval 0.5K; light (dark) shading indicates the 90% (95%)

significance level. (b) Response of the DJF atmospheric thickness between 1000 and 500 hPa (m) in 2010C. (c) Response of the DJF

transient activity in 2010C in percent of the climatology. The transient activity is derived from the standard deviation of the 2–6-day

bandpass-filtered Z500. Anomalies significant at the 95% confidence level are stippled. (d)–(f) As in (a)–(c) but for 2090C.
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The reduced westerly flow in the troposphere, visible in

the 2090C experiment (Fig. 9c), favors the intrusion of

air from the midlatitudes toward the pole (or cold air

intrusion from the pole to midlatitudes) and the nega-

tive phase of the NAM.

A significant decrease in transient activity is also

found in both experiments, especially over the Arctic,

Siberia, and the North Pacific in 2090C (Figs. 12c,f). The

transient activity is derived from the standard deviation

of the 2–6-day bandpass-filtered Z500. The resulting

change in the transient eddy momentum flux feedbacks

positively with the anomalies of the zonal mean circu-

lation, as reported in previous studies (Deser et al. 2007;

Seierstad andBader 2009). The tropospheric response in

2090C is thus driven by a thermodynamic effect over the

Arctic that is likely reinforced by the feedback of baro-

clinic eddies onto the zonal mean circulation.

d. Is there an increase of extremes over midlatitudes?

We first examine whether a change in the wintertime

meridional amplitude of planetary waves is detectable

over the midlatitudes in our set of experiments (Francis

andVavrus 2012; Screen and Simmonds 2013). Amethod

close to the one of Screen and Simmonds is used. For each

day in winter, the range of the 5400-m isopleth on the

500-hPa pressure surface is computed as the difference

between the maximum and minimum latitude of the

isopleth over all longitudes. One example of a meander

(for one day of February in CTL) is shown in Fig. 13a,

with a schematic view of the daily range. While Screen

and Simmonds (2013) focused on the seasonal mean of

the ranges, we focus on the distribution of the daily

ranges in each of our experiments. The distributions

of the daily ranges of the 5400-m isopleth are shown in

FIG. 13. (a) Example of the latitudinal position of the 5400-m isopleth along longitude for one

day of February in CTL. The minimum, maximum, and range of the latitudinal positions are

indicated. (b) Distribution of the daily ranges (8 lat) of the 5400-m isopleth for CTL (white

boxplots), 2010C (light gray boxplots), and 2090C (dark gray boxplots) in winter (DJF).

Boxplots and whiskers indicate the maximum, upper quartile, median, lower quartile, and

minimum of the distribution (horizontal bars). Outliers are represented by circles. Themean of

the distribution is shown by red diamonds, and asterisks indicate the significance level of the

change of the mean in 2010C and 2090C, compared to the CTL value (*: p, 0.1; **: p, 0.05,

according to a Student’s t test applied on the seasonal means of the range; see text).
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Fig. 13b for the entire winter (DJF) and individual

months (white boxplots for CTL, light gray boxplots for

2010C, and dark gray boxplots for 2090C). In addition

to the median, upper and lower quartiles, maximum

and minimum, the mean value of the range (indicated

by the red diamond), and the outliers of the distribution

(circles) are represented. The asterisks indicate signifi-

cant difference with CTL in the mean of the distribution

using a Student’s t test. The t test is applied on the sea-

sonal mean of daily ranges and not directly on daily

ranges, so as to have a set of independent values (50

values). For the entire season (DJF) there is not a signif-

icant change of the mean range in 2010C. However, a

slight increase is detected in February, even though it is

not significant at the 90% confidence level (p 5 0.11).

Moreover, the distribution shifts toward positive values

(increase of the median), especially in February. The

changes in 2090C are qualitatively the same as in 2010C

but with a larger amplitude. The DJF mean of wave

amplitude increases in 2090C (signal significant to the

95% confidence level). This signal is due to significant

increases in the December mean (p, 0.1) and February

mean (p, 0.05), in line with the strongest signal found in

the troposphere during these months (Fig. 7b). As for

2010C, no significant change is detected in January. Ex-

cept for the upper quartile, the entire DJF distribution is

shifted toward higher-latitude ranges in 2090C, with an

increase in the median, the lower quartile, and the mini-

mum and maximum values.

A Fourier decomposition similar to Screen and

Simmonds (2013) has been applied to daily Z500 in order

to isolate the role of each of the five first zonal wave-

numbers (k 5 1 to 5) in the overall response. Moreover,

the analyses have been repeated on the four sectors of

longitude that they use:Atlantic Ocean/Europe (2608W–

608E), Eurasia/west Pacific (608E–1808), east Pacific/

North America (21808–608W), and North America/

North Atlantic (21408W–08). We do not show the results

of these analyses, but they reveal that wave-1 is the major

contributor to the response shown in Fig. 13b, and the

amplitude of the signal is stronger over Eurasia. We

emphasize that these effects have small values (only 18
to 28 latitude change in the range), such that they do not

constitute a strong influence fromArctic sea ice change

on the meanders of planetary waves in midlatitudes.

However, they are significant according to our statistical

test, and the tendency toward larger north–south ampli-

tude of the planetary waves supports the hypothesis of

Francis and Vavrus (2012).

To explore whether a change in extremes of cold

temperatures over midlatitudes is also detectable in our

experiments, Fig. 14 shows the 10th percentile of the

surface temperature (at the 1000-hPa level, the daily 2-m

temperature was not available for these experiments). It

is computed at each grid point from the daily data of the

50 ensemble members of our experiments for DJF and

the individual months. In 2010C, the current Arctic SIC/

SST forcing increases the intensity of cold extremes over

Asia. Indeed, the pattern of the DJF response (Fig. 14a)

is similar to that obtained for the mean temperature re-

sponse (Fig. 5b) but with a larger amplitude of the cooling

over the midlatitudes in Asia from the Caspian Sea to

the Pacific coast during all winter months (Figs. 14b,c,d).

The same response is not found over Europe and North

America, except in February when the negative phase of

the NAM is favored in 2010C (Fig. 14d). Conversely, the

intensity of cold extremes is reduced in the vicinity of

the surface warming associated with less sea ice, espe-

cially over Scandinavia and eastern Europe. In 2090C,

the large warming spreads beyond the Arctic into mid-

latitudes and decreases the intensity of cold extremes

north of 458N during all of winter (Figs. 14e,f,g,h). South

of 458N the increase of cold extremes over Asia persists

but is not greater than in 2010C. The only increase of

cold extremes in 2090C compared to 2010C is located in

February over Europe and North America (Fig. 14h),

consistent with the negative NAM and the elongation

of the midlatitude meanders during this month (Figs. 7b

and 13b).

In summary, these analyses support the idea that

current Arctic sea ice conditions (2010C) favor the in-

tensity of cold extremes over midlatitudes, although in

our model the effect is mostly limited to the Asian sec-

tor. When the SIC/SST forcing is stronger (2090C), the

intensity of cold extremes decreases everywhere north

of 458N owing to the extension of the Arctic warm

anomaly over the northern continents. In 2090C (as in

2010C), cold extremes are more intense south of 458N.

However, despite far greater warming over the Arctic in

2090C, the intensity of cold extremes does not increase

much compared to 2010C. This nonlinear relationship

between SIC retreat and midlatitude temperature is

consistent with Petoukhov and Semenov (2010), who

have identified similar nonlinearity in their model, al-

though their study was limited to the effect of sea ice

over the Barents and Kara Seas.

4. Discussion and conclusions

In this study, we have documented the response of

the latest version of the NCAR atmospheric model,

CAM5, to current and projected Arctic sea ice loss.

Two 50-member perturbation experiments, initialized

from a control run with prescribed SIC/SST from the

1979–2000 period, were performed using outputs from

May through the following April. In the first experiment,
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the 2007–12 average annual cycle of Arctic SIC/SST is

prescribed to assess the impact of recent sea ice anoma-

lies on the atmospheric circulation. In the second ex-

periment, the annual cycle imposed on the model is

representative of the projected SIC/SST conditions at

the end of the twenty-first century, taken from a coupled

simulation using the RCP8.5 scenario of anthropogenic

emissions.

This study highlights new findings about the sensitivity

of the wintertime NH atmospheric circulation to re-

duced Arctic sea ice concentration. First, the recent sea

ice anomalies force a stratospheric response in latewinter

(2010C experiment). The surface forcing leads to an en-

hancement of the NH climatological planetary waves.

The anomalous waves propagate into the stratosphere

where they weaken the polar vortex through wave–mean

flow interaction, then the polar cap anomaly propagates

downward and reaches the surface a few weeks later,

in line with the timing of the stratosphere–troposphere

mechanisms observed in nature (Baldwin andDunkerton

2001; Christiansen 2001). The response in the troposphere

and at the surface is greater over the North Pacific, sug-

gesting the importance of the anomalies from the Sea of

Okhotsk. The planetary wave propagation ismaximum in

latewinter when positive interference between the forced

waves and the climatological stationary waves can take

place. Wave number one is the most important in this

process. It is not clear why the forced and climatological

waves are only in phase during late winter and not earlier

in the season. This is probably related to the pattern of

sea ice anomalies and to the evolution of the background

zonal flow. This question deserves further investigation.

The late winter response projects onto the negative phase

of the NAM in the troposphere and favors cold condi-

tions over midlatitudes (mostly over Asia in our results).

We find that the current sea ice decline leads to an in-

crease in the meridional meander of midlatitude plane-

tary waves, but the statistical significance of this signal is

low, as it is in observations (Francis and Vavrus 2012;

Screen and Simmonds 2013).

The 2010C experiment can be compared directly to

the study of Screen et al. (2013b) owing to the similarity

FIG. 14. Response of the 10th percentile of the 1000-hPa daily temperature (K) in 2010C in (a) winter (DJF), (b) December, (c) January,

and (d) February; (e)–(h) as in (a)–(d) but for 2090C.
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in the sea ice forcing and the use of a previous version of

the same atmospheric model (CAM3 instead of CAM5).

The main difference in the results of the two studies

concerns the late winter response: they identified a weak

strengthening of the stratospheric polar vortex, while we

find a substantial weakening of the polar vortex and then

a downward propagation of this signal to the surface.

The difference in response can be related to many fac-

tors since numerous modifications have been made in

the current version of the model. The new representa-

tion of aerosols and clouds in CAM5 is one of the major

new features and it may explain some of the differences

between the two studies. Clouds in particular may be

important since the new model has a different annual

cycle of the Arctic cloud cover (Kay et al. 2012b). In-

deed, the representation of clouds in climate models is

critical for explaining future Arctic climate response

(Kay et al. 2012a).

A stronger sea ice forcing is imposed in 2090C, with

a different spatial distribution of the anomalies (2090C

shows an extensive ice loss within theArctic basin where

none exists in 2010C, and the east–west dipole patterns

of sea ice changewithin theAtlantic and Pacific basins in

2010C are replaced by ice loss in 2090C). This different

sea ice forcing leads to a different response of the NH

atmospheric circulation. The late winter stratospheric

response in 2090C is considerably weaker than in 2010C,

with a somewhat less constructive interference between

the forced and climatological stationary waves than in

2010C. The tropospheric response in 2090C has a stron-

ger NAM-type response for DJF than in 2010C. This

result is in agreement with previous studies that showed

that a strong decrease of Arctic sea ice favors the neg-

ative phase of the NAM in winter (Seierstad and Bader

2009; Deser et al. 2010). However, the response is quite

baroclinic over the Arctic in our model such that the

pattern at the surface is not typical of a NAM pattern,

except in February. The hemispheric response in 2090C

is driven by the significant warming of the polar lower

troposphere, extending from the surface to 500 hPa. The

thermal expansion of the atmosphere decreases the

meridional gradient of atmospheric thickness between

the pole and midlatitudes, leading to a weakening of the

zonal westerly flow. This thermodynamic effect is re-

inforced by the feedback of baroclinic eddies onto the

zonal mean circulation. Another important finding from

this experiment is that the intensity of cold extremes

over midlatitudes does not increase linearly with the

loss of sea ice. A weak but significant change is found

regarding the meridional amplitude of the midlatitude

planetary waves, in agreement with the findings of

Francis and Vavrus (2012), especially in February and

overEurasia.However, the cold extremes do not increase

more in 2090C than in 2010C owing to the large lower-

tropospheric warming that extendswell beyond theArctic

and prevents the occurrence of cold episodes (except in

February when the NAM response is larger). This result

supports the study by Petoukhov and Semenov (2010)

that identified a nonlinear relationship between the

Arctic sea ice loss and cooling of the midlatitudes. It

tempers the conclusions of Tang et al. (2013) that expect

an increase in cold winter extremes in the twenty-first

century with the decline of Arctic sea ice, based on recent

observations.

According to our simulations, the response of mid-

latitude land surface temperatures to sea ice loss de-

pends on the strength of the thermodynamic effect,

which is dominant in 2090C compared to the dynamical

response identified in late winter in 2010C. Based on this

latter experiment, the recent sea ice decline may have

favored the negative NAM and the cold temperatures

observed over the last winters (Cattiaux et al. 2010;

Coumou and Rahmstorf 2012; Cohen et al. 2012).

However, this dynamical response is weaker when the

model is forced with the projected 2080–99 sea ice, and it

is offset by the large warming of the polar and mid-

latitude regions that limit the intensity of cold extreme

temperatures. The balance between these two effects is

thus important when determining the range of sea ice

loss that favors cold conditions over midlatitudes and

the threshold beyond which warmer conditions may be

expected in winter. Both thermodynamical and dy-

namical effects due to sea ice removal may be simu-

lated only approximately in our model. Moreover, it is

possible that the projected sea ice concentration of the

2080–99 period used in this study could be reached

earlier in the twenty-first century (Overland and Wang

2013). Therefore, further work using observations and

numerical experiments will be necessary to confirm the

existence in nature of the mechanisms identified in this

paper.

This study has focused on the role of sea ice forcing

on the atmospheric circulation, but the sea ice decline

is only one aspect of the Arctic amplification process.

In particular, we did not take into account the role of

anthropogenic forcing (identical in all our simulations

and representative of year 2000) that drives the Arctic

amplification not only through sea ice loss, but also

through changes in snow cover, water vapor, clouds,

and so on. This is not critical for the 2010C experiment

since the prescribed greenhouse gas/aerosol concen-

trations are close to those from the 2007–12 period.

However, the warming of the Arctic region is proba-

bly underestimated in 2090C, whereby the atmo-

spheric response revealed in this experiment is likely

a lower bound on the actual response with increasing
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greenhouse gases. Furthermore, the changes in sea ice

thickness were not included due to the lack of suffi-

cient observations. The response might be different

with a thinner ice that allows more heat exchange

between the ocean and the atmosphere. The impor-

tance of oceanic feedback (using simulations with an

interactive ocean) also remains to be quantified. Such

efforts will help to improve our understanding of

interactions between the atmosphere and Arctic sea

ice and will allow us to better anticipate the fate of

wintertime conditions over the Northern Hemisphere

in the next decades.
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