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Abstract

Electronic and Structural Dynamics in Solids with Attosecond Transient Absorption Spectroscopy

by

Hung-Tzu Chang

Doctor of Philosophy in Chemistry

University of California, Berkeley

Professor Stephen R. Leone, Chair

Exploring photoinduced dynamics in solids is crucial to the understanding and development of opto-
electronics, photovoltaics, and photocatalytic cells. Core-level transient absorption spectroscopy is
a powerful tool to probe the electronic and structural dynamics in atoms, molecules, and condensed
matter. After photoexcitation with a sub-5 femtosecond optical pulse, time-delayed broadband
subfemtosecond extreme ultraviolet (XUV, 10-200 eV) pulses produced by high harmonic genera-
tion excite core-level electrons in the photoexcited sample. The change of absorption spectrum in
the XUV provides snapshots of electronic and vibrational states of the system, enabling real-time
tracking of electronic and structural dynamics with subfemtosecond resolution. This technique,
termed attosecond transient absorption spectroscopy, is utilized througout this work to investigate
dynamics of photoexcited semiconductors, metals, and insulators.

In semiconducting 2H-MoTe2, attosecond transient absorption spectroscopy tracks the relaxation
and recombination of carriers and coherent lattice displacement by probing the core-level absorption
at the Te N4,5 edge (40 eV). Here transient absorption signal below the Te N5 edge can be directly
mapped to the energy distribution of photoexcited holes, and a 15 ± 5 fs thermalization time, a
380 ± 90 fs hole relaxation time, and a 1.5 ± 0.1 ps carrier recombination time are experimentally
obtained. Coherent phonon excitations causes periodic shifts of the core-level absorption edge and
an oscillatory XUV transient absorption feature. Fourier transform of the oscillations in the XUV
transient absorption signal reveals the excitations of out-of-plane A1𝑔 (5.1 THz) and in-plane E1𝑔
(3.7 THz) phonons. By comparison to Bethe-Salpeter equation simulations, the spectral changes are
mapped to real-space excited-state displacements of the lattice along the dominant A1𝑔 coordinate.

While in semiconducting 2H-MoTe2 the core-level absorption spectrum can be directly mapped
to the density of states in the valence shell, core-level absorption in semiconducting WS2 exhibits
both direct core-to-band transitions at the W O3 edge (40 eV) and discrete core-exciton transitions
at the W N6,7 edge. Here the dynamics of photoexcited carriers and carrier-induced modifications
of core-excitons are probed when the XUV pulse arrives after the optical pulse. When the pulse
sequence is reversed, core-excitons are excited with the XUV pulse and the optical pulse perturbs
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the transition dipole of the core-excitons by carrier photoexcitation and field-induced coupling to
high-lying core-exciton states or the continuum. Global fitting of the transient absorption signal
at the W N6,7 edge yields ∼ 10 fs coherence lifetimes of core-exciton states and reveals that
the photoexcited carriers, which alter the electronic screening and band filling, are the dominant
contributor to the spectral modifications of core-excitons and that direct field-induced changes play
a minor role. A 1.2 ± 0.3 ps hole-phonon relaxation time and a 3.1 ± 0.4 ps carrier recombination
time are also extracted from the XUV transient absorption spectra from the core-to-conduction
band transitions at the W O3 edge.

Unlike many semiconductors, core-level absorption in metals cannot be generally described by
single-particle core-to-band transitions due to electron scattering at the Fermi surface mediated
by the core hole potential, which strongly renormalizes the core-level absorption spectrum beyond
the single-particle picture. By studying the dynamics of photoexcited electrons in nickel with
attosecond transient absorption spectroscopy, it is observed that the core-level absorption lineshape
of photoexcited nickel can be described by a Gaussian broadening (𝜎) and a red shift (𝜔𝑠) of the
ground state absorption spectrum. Theory predicts, and the experimental results verify, that after
initial rapid carrier thermalization, the electron temperature increase (Δ𝑇) is linearly proportional to
the Gaussian broadening factor 𝜎, providing quantitative real-time tracking of the relaxation of the
electron temperature. During and after photoexcitation, rapid electron thermalization via carrier-
carrier scattering accompanies and follows the nominal 4 fs photoexcitation pulse until the carriers
reach a quasi-thermal equilibrium. Entwined with a <6 fs instrument response function, carrier
thermalization times ranging from 34 fs to 13 fs are estimated from experimental data acquired
at different pump fluences, and it is observed that the electron thermalization time decreases
with increasing pump fluence, which is consistent with predictions with Fermi liquid theory.
Measurements also reveal an electron cooling time of 640±80 fs. With hot thermalized carriers,
the spectral red shift exhibits a power-law relationship with the change in electron temperature of
𝜔𝑠 ∝ Δ𝑇1.5.

For insulators, we outline the experimental results of the decay of core-excitons in NaCl probed by
attosecond transient absorption spectroscopy at the Na L2,3 edge (32-48 eV). Here, core-excitonic
transitions span an energy range over 15 eV. Coherence lifetimes up to 11 fs are observed for
core-exciton states below the core-to-conduction band transition onset (36 eV), while the coherence
lifetimes of core-exciton states above the core-to-conduction band onset are well within the duration
of the optical pulse (<5 fs).

Lastly, we report an experimental technique to simultaneously generate sub-5 fs pulses centered
at 400 nm and 800 nm, enabling direct optical excitation of wide band gap semiconductors to
probe their dynamics after photoexcitation. By using a dichroic beamsplitter to separate spectral
components of a supercontinuum below and above 500 nm and separately compressing each arm
with a set of chriped mirrors, laser pulses centered at 400 nm and 800 nm with <4.5 fs pulse duration
are simultaneously obtained.

This work summarizes four prototypical experiments of attosecond transient absorption spec-
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troscopy in solids, including a metal, two different semiconductors, and an insulator. The method-
ologies for the experiments and analyses can be extended and generalized to study electronic and
structural dynamics in more complex systems, such as alloys, multilayers, heterostructures, and
superlattices.
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Chapter 1

Introduction

The observation and measurement of the dynamics in physical and chemical processes are fun-
damental to the understanding of their mechanism and further applications. The recording of
dynamics of physical objects started from chronophotography in the second half of the 19𝑡ℎ cen-
tury.1 Using a rolling shutter, the motion of an object could be recorded with resolution down
to milliseconds. The invention of flash lamp technology enabled photorecording of high-speed
projectiles with time resolution down to microseconds and gave birth to one of the most important
pillars in the contemporary ultrafast science — pump-probe spectroscopy. With flash lamp tech-
nology, a physical or chemical system can be impulsively excited and the dynamics following the
photoexcitation are synchronized by the short duration of the excitation pulse. Next, the evolution
of the system can be interrogated by the second flash of light which is time-delayed with respect to
the photoexcitation pulse [2]. The pump-probe technique allows the investigation of mechanisms
of chemical reactions. For example, Kok et al. utilized the flash lamp technique to determine the
number of intermediate steps in the oxygen evolution reaction in photosynthetic complexes before
the advent of ultrafast lasers [3].

Dynamics in condensed matter spans a wide range of timescales. The translational motion
of molecules, such as molecular diffusion and reorganization of protein structures, occurs at
microsecond to millisecond timescales. Molecular rotation typically takes place at nanosecond to
picosecond timescales, whereas electronic and vibrational motion occur at picoseconds to below 1
fs [2]. The time resolution of pump-probe spectroscopy using light sources controlled by electronic
gating technology, such as flash lamps and Q-switched laser sources, is limited to nanoseconds or
hundreds of picoseconds due to the limitation in the electronic switching speed. The observation of
electronic and vibrational dynamics in real-time thus requires a different light source that provides
femtosecond time resolution.

With the development femtosecond laser sources [4], in particular, the Ti:sapphire laser [5],
which provides sufficient gain bandwidth to allow generation of sub-10 fs pulses, femtosecond
dynamics of atoms, molecules, and solids can be directly visualized. With nonlinear optical
techniques for wavelength conversion, such as sum-frequency generation and optical parametric

1e.g. see references in Ref. [1]
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amplification [6], ultrafast pump-probe spectroscopy ranging from terahertz to vacuum ultraviolet
regimes has become a widespread tool to investigate photophysical and photochemical phenomena
[2]. The scheme of optical pump-probe spectroscopy is depicted in Fig. 1.1. After pump-pulse
excitation, the probe pulse detects the decrease of ground state population from a negative change
of absorbance (Δ𝐴), termed ground state bleaching, and the new absorption pathways from the
pump-induced population in the excited state manifold, namely, excited state absorption. However,
as the electronic excited states in condensed matter are highly congested, and in particular, the band-
to-band transitions in solids are continuous rather than discreet, the signal of ground state bleaching
and excited state absorption may have significant overlap that encumbers the interpretation of the
transient absorption results.

Ground state
Energy

Nuclear

coordinate
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2

Pump
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Photon energy

∆
A 0
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GB
total

Figure 1.1: Scheme of optical pump-probe spectroscopy. The pump pulse is designated in blue
and the probe in red. The ground state bleach (dashed line) and excited state absorption (solid line)
are denoted as GB and EA respectively.

To resolve the excited state dynamics in condensed matter, nonlinear spectroscopies beyond
optical transient absorption have been developed [7]. For example, multi-dimensional optical spec-
troscopies can resolve different excitation mechanisms and electronic and vibrational relaxation
pathways. The highly congested optical excited states also prevent state-specific probing of dynam-
ics such as electron scattering. For example, the visible spectrum spanning 400-700 nm can already
harbor a large number of vibronic states or valence to conduction band transitions. However, the
bandwidth of the visible spectrum (∼ 1.3 eV) has a transform-limited pulse duration of 3.2 fs,
indicating that any pulse shorter than 3 fs requires a larger bandwidth than the visible spectrum.
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Figure 1.2: A simplified scheme of core-level transient absorption. The left panel shows the
core-level absorption before optical excitation (static) and the right panel exhibits the changes of
core-level absorption after optical excitation. The static absorption spectrum is displayed in dashed
blue line in the right panel as a reference.

Therefore, it is important to develop a method that provides femtosecond to subfemtosecond time
resolution and is capable of resolving electronic and structural dynamics after photoexcitation.

Core-level transient absorption spectroscopy involving an optical pulse and an extreme ultra-
violet (XUV) or X-ray pulse provides an alternative route to directly resolve the electronic and
structural dynamics in the valence shell [8]. Figure 1.2 presents a highly simplified scheme of
core-level transient absorption spectroscopy in solids. An optical laser pulse first illuminates the
sample to create photoexcited electron-hole pairs, and the sample is subsequently probed by an
XUV or X-ray pulse that excites the core electrons to the empty orbitals in the valence shell. As
the optical excitation changes the occupancy of the orbitals in the valence shell, the photoexcited
carrier distribution can be extracted from the difference between the core-level absorption with (on)
and without (off) the optical pulse:

Δ𝐴 = Δ𝐴𝑜𝑛 − Δ𝐴𝑜 𝑓 𝑓 . (1.1)

Similarly, the changes of the valence energy levels due to changes of electronic screening, phonon
heating, and lattice displacement can also be visualized via core-level absorption. It is thus possible
to visualize and resolve both electronic and structural dynamics using core-level transient absorption
spectroscopy.

Unlike broadband optical transient absorption in solids where electrons in the valence band
with a range of different energies can be excited due to band dispersion, core-levels are nearly
dispersionless across the whole Brillouin zone. Therefore, in the single particle mean-field picture,
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the energies of core-level excitations are solely due to the energy of the valence orbitals the electrons
are excited to and in core-level transient absorption spectroscopy, the signal from carriers at different
energies can be separated [9].

In addition, the core-levels of different atomic species are typically separated by several to
hundreds of electronvolts, enabling element specific probing of valence electronic structure. The
large energy separation between core-levels and valence excitations further allows the use of ultra-
broadband XUV or X-ray pulses spanning tens to hundreds of electronvolts as a probe, whose large
bandwidths support femtosecond to attosecond pulse durations [10].

Core-level spectroscopy was pioneered with the development of bremsstrahlung X-ray sources
in the first half of the 20𝑡ℎ century [11]. X-ray photons are emitted with accelerated charged particles
such as high energy electron beams impinging on a metal target, or relativistic electron bunches
traveling in magnetic fields [12]. Synchrotron light sources, where electrons traveling at velocities
near the speed of light traverse a series of magnets termed “undulators”, generate X-ray photons
with brilliance up to 1022 photons/sec/mrad2/mm2/[0.1% BW] and facilitate a wide range of studies
including X-ray absorption and photoemission spectroscopy, X-ray scattering and diffraction, and
X-ray microscopy and tomography [13]. However, the duration of the X-ray pulses produced with
a synchrotron is limited by the length of electron bunches, which are difficult to compress due to
the Coulomb repulsion of electrons, and it is highly challenging to generate <1 ps X-ray pulses with
synchrotrons [14].

The generation of tens to a hundred femtosecond long coherent X-ray pulses has been achieved
with the advent of free electron lasers [15]. As relativistic electron bunches travel through a
long undulator, the electrons can interact with the electric field of the emitted radiation and form
“microbunches” that produce short, coherent X-ray pulses [13]. Although free electron lasers
produce X-ray pulses with improved pulse duration and coherence compared to synchrotrons,
performing pump-probe experiments with free electron lasers is nontrivial. First, the construction
and operation of free electron lasers require large facilities and are thus not available at a lab-based
table-top scale. In addition, the long distance required for electron acceleration in a free electron
laser makes it difficult to phase-lock the pump and probe pulses [16].

With the development of high power laser amplifiers using chirped pulse amplification [17],
direct generation of XUV and X-ray pulses via nonlinear laser optics has been achieved by focusing
laser pulses with > 1013 W/cm2 peak intensity in rare gas media [18]. The process, termed
“high harmonic generation”, produces photons with tens to hundreds of times the frequency of
the fundamental driving field [19]. For example, using laser pulses produced by a Ti:sapphire
laser amplifier centered around 800 nm, it is possible to generate XUV and soft X-ray photons
with >120 eV energy, capable of exciting core electrons in many different atoms [20]. The XUV
and soft X-ray field produced via high harmonic generation is intrinsically phase-locked with the
fundamental driving field. The setup only requires a laser with high peak power and can be fit on
an optical table in a single laboratory.

The high harmonic generation process is purely optical and can be controlled by the shaping
of the fundamental driving field and the generation media. Using near single-cycle driving fields
whose pulse duration is smaller than two periods of the field oscillation, XUV and X-ray pulses
with less than 0.1 fs (=100 as) duration have been generated [10, 21]. The subfemtosecond XUV
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and X-ray pulses provides unprecedented time resolution for investigating ultrafast electronic and
structural dynamics.

Pump-probe experiments utilizing an optical pulse and a subfemtosecond XUV or X-ray pulse,
termed “attosecond transient absorption spectroscopy”, have been utilized to explore the decoher-
ence in strong-field ionized atoms [22], decay of atomic autoionizing states [10, 23, 24], pon-
deromotive effects on transition dipoles of autoionization states [25], and vibrational wave packet
dynamics in molecules [26]. In solids, attosecond transient absorption spectroscopy (ATAS) has
been used to investigate the AC Stark shift of core-excited states [27], tunneling and field-enhanced
excitation of carriers [28, 29], carrier relaxation and recombination in semiconductors [9, 30],
decay of core-excitons [31–33], changes of electronic screening in photoexcited metals [34], dy-
namical Franz-Keldysh effect via inner valence excitations [35], and femtosecond photoinduced
demagnetization [36].

In this work, I present the experimental findings in electronic and structural dynamics in
solids with attosecond transient absorption spectroscopy. Chapter 2 outlines the experimental
technique — near single-cycle optical pulse generation, high harmonic generation, and detection
and characterization of the optical and XUV beam — along with details of the table-top experimental
setup. Chapter 3 presents the real-time observation of hole relaxation, carrier recombination, and
coherent phonon oscillations in photoexcited 2H-MoTe2, a layered semiconductor. In Chapter
4, I discuss the hole relaxation dynamics in WS2 along with the observation of carrier-induced
modifications on core-exciton transitions. Chapter 5 presents our investigations on the sub-40 fs
electron thermalization and relaxation dynamics in photoexcited nickel; in Chapter 6, I discuss the
dynamics of core-excitons and their decay in NaCl, and in Chapter 7, an experimental technique to
simultaneously generate sub-5 fs laser pulses centered at 800 nm and 400 nm (3 eV) is presented,
enabling the investigation of photoinduced dynamics in wide band gap semiconductors. The
work presents a comprehensive methodological study on the interpretation of core-level transient
absorption spectra and unraveling the underlying electronic and structural dynamics. Starting
from an electronically screened semiconductor where core-level excitations can be understood in a
single-particle picture (Fig. 1.2), I advance to semiconductors and insulators where the attraction
between the electron and the core hole, namely, the core-excitonic effect, is not negligible. Further,
I discuss the interpretation of core-level transient absorption spectra of metals, where the scattering
between the electrons at the Fermi surface mediated by the core hole potential is so strong that
the core-level absorption spectra is strongly renormalized [37]. By studying photoexcited metals,
semiconductors, and insulators with ATAS, this work paves the way for real-time observation and
extraction of electronic and structural dynamics in more complex materials such as heterostructures,
superlattices, and alloys, where the element specificity of core-level spectroscopy can be exploited
to enable domain-selective detection of electronic and structural dynamics.
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Chapter 2

Experimental Techniques

The measurements in this work were conducted on an optical-XUV pump-probe setup, where a
broadband optical pulse and an XUV pulse both illuminate the sample and the absorbance of the
XUV is recorded as a function of time delays between the optical and XUV pulse. A schematic of
the experiment is illustrated in Fig. 2.1. The optical pulse is time-delayed with respect to the XUV
pulse via a retroreflector and focused onto the sample by a concave mirror (focal length 𝑓 =1.25
m). In general, the time delay 𝑡 between the two pulses is defined such that positive 𝑡 indicates
that the optical pulse arrives before the XUV pulse. The optical and XUV beam are combined
collinearly by a motorized annular mirror. A motorized stage is positioned at the focus of both
optical and XUV beam. A sample holder for thin film samples and a cylindrical gas cell with 2 mm
diameter are placed on the stage to enable optical-XUV pump-probe studies on both solid-state and
gaseous media. After the sample stage, a sub-micron thick metal filter is used to block the optical
pump beam whereas the XUV beam transmits through the filter and is dispersed by a rotatable
toroidal flat-field grating (Hitachi 001-0437) onto an XUV CCD camera (Princeton Instruments
PIXIS 400B).

The XUV beam is produced by high harmonic generation of the driving laser pulse in a noble
gas medium. Figure 2.2 outlines the instrumentation for XUV light generation and propagation.
The XUV beamline is enclosed in high vacuum chambers with a base pressure of approximately
10−6 torr. The high harmonic generation process takes place in a finite gas cell with a path length
of 4 mm.1 Metallic filters are placed on a push-pull mount after the gas cell to block the optical
driving beam. When the spectral region of interest is between 20-73 eV, 0.1-0.2 𝜇m thick aluminum
filters are used and 0.15 𝜇m thick Zr filters are used for XUV light between 70-150 eV. The XUV
beam is focused onto the sample with an off-axis toroidal mirror with incidence angle of 80°and
focal length of 1 m.

Figure 2.3 depicts the optical beamline for generation of broadband, ≤ 4 fs optical pulses for
the optical arm and the high harmonic generation arm. In brief, laser pulses centered at 790 nm
with 1.4-1.8 mJ pulse energy and nominal pulse duration of approximately 30 fs are produced by a
laser amplifier operating at 1 kHz. The laser beam is focused into a neon-filled hollow core fiber to

1Stainless steel and machinable ceramic (Macor) gas cells have been used. The gas cells made of machinable
ceramic have much higher damage threshold and are more durable.
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Figure 2.1: Scheme of the optical-XUV pump-probe experiment.

achieve spectral broadening via self-phase modulation. A mechanical chopper is placed after the
fiber outlet to lower the pulse repetition rate in the experiments so as to prevent sample damage.
The laser beam is subsequently recollimated into a chirped mirror compressor to compensate
the dispersion accumulated during beam propagation, and the beam is split into two arms via a
beamsplitter, where the majority of the photons transmit through the beamsplitter and are sent
into the high harmonic generation gas cell (Fig. 2.2). Photons in the other arm are sent along
the optical delay line and recombine with the generated XUV via an annular mirror (Fig. 2.1).
Detailed descriptions of the instrumentation and principles of operating the setup are recounted in
the following sections.

2.1 Short Laser Pulse Generation

2.1.1 The Laser Source
The light source in the experimental apparatus is a Ti:sapphire multipass chriped pulse amplifier
(Femtopower Compact Pro) seeded by a broadband femtosecond Ti:sapphire oscillator (Femtolaser
Rainbow). Laser pulses centered at 790 nm wavelength with <30 fs duration and 1 kHz repetition
rate are generated by the amplifier. Figure 2.4 displays the typical spectrum and measured auto-
correlation trace of the amplifier output. The output pulse energy of the amplifier ranges between
1.2–1.8 mJ depending on conditions of operation. The output spectrum of the amplifier is controlled
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Figure 2.2: Layout of the optical beamline including the high harmonic generation stage and the
endstation.

by an acousto-optic pulse shaper (Fastlite DAZZLER) located after the 4𝑡ℎ pass in the amplifier. In
combination with a pair of transmission gratings as the pulse compressor, the acousto-optic pulse
shaper also controls the dispersion of the output pulse. The laser pulses are carrier-envelope-phase
stabilized by two separate devices in the oscillator and the amplifier.

The carrier envelope phase (CEP) 𝜙 for a Gaussian pulse E(𝑡) = E0(𝑡) cos(𝜔𝑡 + 𝜙) defines the
relative phase between the field oscillation and the center of the pulse envelope E0(𝑡).2 CEP can
be measured in an 𝑓 -2 𝑓 interferometer, where the spectrum of the fundamental is broadened to
span more than an octave and the interference between the fundamental and its second harmonic is
recorded. Interference between the overlapped second harmonic and the fundamental produces a
frequency comb, and the CEP is retrieved from the phase of the Fourier transform of the frequency
comb [38]. On the other hand, for the laser oscillator, the CEP is measured by interference between
the fundamental and the field produced by difference frequency generation (DFG) between the
high and low frequency end of the spectrum of the fundamental. The interference between the
fundamental and the DFG signal produces a microwave frequency beating signal that can be locked
to an external local oscillator. The frequency of the beat signal 𝑓𝑏 is related to the CEP by
𝑓𝑏 = 𝑛 𝑓𝑟 ± 𝜙 𝑓𝑟/(2𝜋) [39, 40], where 𝑓𝑟 is the repetition rate and 𝑛 is an integer.3

In the laser oscillator, the CEP is controlled by an acousto-optic modulator, which modulates
the intensity of the pump laser beam, and a pair of movable fused silica wedges in the cavity that
compensates the slow drift of the CEP. The CEP is measured by simultaneous self-phase modulation
(SPM) and DFG of the laser pulses in a periodically-poled lithium niobate (PPLN) crystal [41, 42].
A long-pass dichroic mirror with cut-on wavelength at 1250 nm is placed after the PPLN crystal to

2Here we assume −𝜋 ≤ 𝜙 ≤ 𝜋.
3The principle of CEP detection through second harmonic generation (SHG) and DFG can be briefly described

as the following. Considering a laser field E(𝑡) = E0 (𝑡) cos(𝜔𝑡 + 𝜙), the field of the SHG signal can be written as
E𝑆𝐻𝐺 ∼ cos(2𝜔𝑡 + 2𝜙) and the field of the DFG signal E𝑆𝐻𝐺 ∼ cos((𝜔1 − 𝜔2)𝑡) where 𝜔1 and 𝜔2 belong to the
high and low frequency edge of the spectrum of the fundamental. The CEP 𝜙 can thus be retrieved by interfering the
SHG or DFG signal with the fundamental, where the interference signal E𝑖 𝑓 = |E𝑆𝐻𝐺/𝐷𝐹𝐺 + E|2. The cross term
EE𝑆𝐻𝐺/𝐷𝐹𝐺 ∼ cos(𝜔𝑖 𝑓 𝑡 ± 𝜙), and 𝜔𝑖 𝑓 is the frequency of spectral overlap between the fundamental and SHG/DFG
field.
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Figure 2.4: (a) A spectral sample of the output pulse from the laser amplifier. (b) shows a typical
autocorrelation trace of the laser pulses produced by the amplifier.

separate the long-wavelength interference signal from the main beam. The long-wavelength beam
containing the interference between the fundamental and the DFG signal passes through another
long-pass filter to clean up the remnants of short-wavelength light. The beat signal is detected by
an InGaAs avalanche photodiode. To stabilize the CEP, the beat signal is locked to an external local
oscillator with frequency at 𝑓𝑟/4 ≈ 20 MHz.

In the laser amplifier, an 𝑓 -2 𝑓 interferometer (Menlosystems APS 800) is placed after the
grating compressor to measure the CEP. The amplifier output beam is split off by a beamsplitter
and the split-off beam is first broadened by SPM in a sapphire plate and frequency-doubled
in a 𝛽-barium borate (BBO) crystal. A polarizer is used to project the electric field of the
fundamental and the second harmonic onto the same plane. The interference-generated frequency
comb is measured in a high-speed UV-Vis spectrometer. The extracted CEP is transmitted into
a proportional–integral–derivative (PID) controller that controls the piezo-mounted prism pulse
stretcher modulating the CEP.

2.1.2 Supercontinuum Generation
The millijoule pulses from the laser amplifier are focused into a 1 m long neon-filled hollow
core fiber (HCF) by a fused silica lens to generate a supercontinuum spanning 500-1000 nm
wavelength via self-phase modulation (SPM) [43]. The spectrum of the input pulse and the
generated supercontinum are presented in Fig. 2.5. The focal length of the fused silica lens is
specifically chosen to match the diameter of the focal spot to the inner diameter of the HCF [44].
Coupling of the laser beam into the HCF is facilitated by mounting the focusing lens onto a linear
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Figure 2.5: Typical spectrum of the laser pulses before and after supercontinuum generation in the
hollow-core fiber.

stage that moves along the beam axis. An iris is mounted between the focusing lens and the inlet
of the HCF to fine tune the focal spot size and clean up the laser mode. One-point active beam
pointing stabilization is installed to ensure long-term pointing stability at the inlet of the HCF.

The pulse energy and spectrum out of the HCF are controlled by the Ne gas pressure inside
the HCF, the dispersion of the incoming beam, and the quality of the beam coupling into the
fiber. Maximum transmission of the HCF (approximately 73%) [44] is achieved when the HCF is
fully evacuated. With an increase of Ne pressure, the transmission decreases to between 40-50%.
The spectral broadening increases with Ne pressure. However, at high Ne pressures or high input
pulse energies, the mode of the output becomes fragmented. Therefore, the Ne pressure and the
input pulse energy, which can be controlled by the iris before the HCF entrance, should always be
balanced. Note that instead of using SPM in the Ne gas, white light can also be generated when the
laser beam clips into the glass fiber wall. Clipping the beam by the glass fiber wall can damage the
fiber and thus care should be taken when optimizing the output spectrum of the HCF. Clipping the
beam with glass can be avoided by observing the output mode and the inlet of the fiber. When the
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laser beam clips into the fiber wall, bright white light scattering can be observed at the inlet of the
fiber and higher order modes will become more prominent in the fiber output.

Fibers with diameters of 320 𝜇m and 250 𝜇m have been used in the course of the experiments.
While the fiber with larger diameter typically has higher transmission, the stability of the output
mode is degraded. This is because the transmission of higher order laser modes increases with
increasing fiber diameter. For the HCF with 320 𝜇m, the required Ne pressure for spectral
broadening typically ranges from 2-2.8 bar and the typical transmission is 50%. The Ne pressure
required to generate a supercontinuum in the 250 𝜇m diameter fiber is between 0.9-1.7 bar and the
typical transmission of the HCF is 40%. Despite the higher transmission of the 320 𝜇m fiber, the
output mode cannot be maintained for more than 12 hrs, whereas the output mode of the 250 𝜇m
fiber can typically be maintained for longer than 18 hrs.

2.1.3 Dispersion compensation
The dispersion of the laser pulse is compensated by a set of broadband double-angle chirped
mirrors (PC70, UltraFast Innovations) [45]. A 2 mm thick ammonium dihydrogen phosphate
crystal is inserted after the chirped mirror compressor to compensate third order dispersion [46].
After the beamsplitter that separates the pump and probe arm, each arm is equipped with a pair
of UV-grade fused silica wedges mounted on a linear stage to allow fine tuning of the dispersion.
The wedge pair in the probe arm can also be used to control the CEP of the laser pulse for high
harmonic generation.

Fine tuning of dispersion compensation for the pump arm is achieved by placing a BBO crystal
in front of the sample position inside the chamber for frequency doubling and maximizing the
intensity of the second harmonic generation (SHG) signal.4 A sample SHG spectrum of the pump
pulse is shown in Fig. 2.6. Dispersion of the probe arm is tuned by maximizing the cut-off energy
and flux of the XUV photons produced via high harmonic generation. The relation between the
cut-off energy in high harmonic generation and the driving pulse is discussed in Sec. 2.2.

2.1.4 Pulse Characterization
The temporal profile of the broadband optical pulse is characterized by dispersion scan (D-scan,
Sphere Photonics) [47]. The device comprises a pair of motorized glass wedges, a set of chirped
mirrors for dispersion compensation, a 5 𝜇m thick BBO crystal for second harmonic generation
(SHG), and a broadband spectrometer covering 200-1100 nm wavelengths (Fig. 2.7). To unravel
the temporal profile of the optical pulse, SHG spectra of the optical pulse with varying position of
the glass wedges, which controls the dispersion of the pulse, are measured, and the spectral phase
of the optical pulse is retrieved by minimizing the error of the simulated SHG spectra based on the
spectrum of the optical pulse using the downhill simplex algorithm [48] with multiple basis sets
[49].

4Note that white light can also be generated in the BBO via self-phase modulation (SPM). The SPM signal typically
occurs below 450 nm and the SHG signal occurs between 350-450 nm and thus the two can be separated.
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in dispersion scan. (c) shows the measured spectrum of the optical pulse and (d) the retrieved
temporal profile.

Figures 2.8(a) and (b) show the measured and simulated results of the dispersion scan. The
strongest SHG signal occurs at 1 mm glass insertion, matching the thickness of the laser window
on the vacuum chamber for the pump beam. Non-zero higher order dispersion in the laser beam
introduces a wavelength dependence on the maximum SHG signal as a function of glass insertion.
The dispersion scan result in Fig. 2.8 exhibiting maximum SHG signal at a single glass insertion
position for all wavelength indicates that higher order dispersion is minimized.

2.2 Broadband XUV Pulse Generation and Characterization

2.2.1 Introduction to High Harmonic Generation
High harmonic generation is a nonlinear optical process in which an electromagnetic wave with
frequency 𝜔 is up-converted by interacting with a medium to generate photons with frequencies
of 𝑁𝜔, (𝑁 � 2) [50]. The high harmonic generation (HHG) process can be described in a
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semiclassical three-step model [51, 52] and the scheme of HHG in noble gases is illustrated in
Fig. 2.9. First, near the peak of the laser field, the atomic Coulomb potential is strongly modified
such that the electrons tunnel out and the atoms become ionized. Secondly, the tunneling electrons
are accelerated by the driving electric field and gain kinetic energy. As the electric field changes
sign, the electrons are driven back to the parent atoms. During recombination with the atoms, the
energy of the electrons are emitted as high energy photons. As the tunnel ionization event occurs
when the electric field magnitude reaches its maximum, a “burst” of high energy photons occurs
at every half-cycle of the driving field. If the duration of the driving pulse is much longer than the
period of the field oscillations (2𝜋/𝜔), an XUV pulse train will be generated within the envelope
of the driving field (Fig. 2.9, upper panel). While the spectrum of each individual XUV “burst”
is continuous, the spectrum of the pulse train is composed of discrete peaks separated by 2𝜔 due
to the half-cycle periodicity in the pulse train. Therefore, the generation of attosecond, broadband
XUV pulses requires limiting the electron-atom recombination event to only once per driving pulse.
Techniques to achieve attosecond pulse generation are listed as follows.

Amplitude gating. The amplitude gating technique limits the number of recombination events
by allowing only a single cycle of the driving pulse to have sufficient amplitude to tunnel-ionize
the atom [53]. This requires reducing the width of the pulse envelope to near single cycle. For a
driving pulse with spectrum centered near 800 nm wavelength, a pulse duration of approximately
3 fs is required.

Polarization gating. The prevention of multiple recombination events can be achieved by in-
troducing opposite circular polarization to the leading edge and trailing edge of the driving pulse
[20, 54–57]. The circularly polarized electric field prevents recombination events by directing the
ionized electron away from the atom [54] and the opposite circular polarization between the leading
and trailing edge of the pulse results in linear polarization of the field at the center of the pulse
envelope, which is able to facilitate recombination. Polarization gating can be further combined
with two-color gating, where the driving pulse is modified by its second harmonic, to enable single
isolated attosecond pulse generation from driving pulses with duration up to 12 fs [58]. Although
the polarization gating technique is able to generate single isolated attosecond pulses [20, 56, 57],
the fluence of the generated XUV light is typically much lower and the technique is not used in the
experiments described in this work.

Ionization gating. Single isolated XUV pulses can be obtained by destroying phase-matching
of the HHG process except at the leading edge of the driving pulse [59, 60].5 As an intense laser
pulse interacts with a noble gas medium, the time-dependent ionization rate increases with the
electric field strength. When the density of ionized atoms exceed the critical ionization threshold,
the negative dispersion of the electron-ion plasma can no longer be compensated by the positive
dispersion of the neutral gas, thereby destroying the phase-matching of the HHG process [61].

5Description of phase-matching in HHG will be discussed in the following.
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Ionization gating is particularly effective for gases with low ioinization potentials such as Xe, Kr,
and Ar.

The experiments described in this work use a combination of amplitude and ionization gating
to generate broadband XUV pulses with continuous spectra.

2.2.2 Tuning of XUV Spectra
Theoretical background

The XUV spectra produced through HHG can be controlled by the the gas medium, the peak
intensity, pulse duration, and the wavelength of the driving field, and the phase matching of the
driving field and the generated XUV light [62]. To understand the effects of those parameters, we
focus on the three-step model. Although the three-step model treats the electron accelerating in the
laser field as a classical point particle, many predictions on the HHG spectra based on the model
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are highly accurate and useful and conform to the quantum mechanical simulations under strong
field approximation [63].

In the three-step model, the electron first tunnel-ionizes through the modified atomic Coulomb
potential by the laser field. To overcome the atomic Coulomb potential, an electric field on the
order of 1-10 V/Å is required and this indicates that the peak intensity of the laser pulse has to
be on the order of 1014-1015 W/cm2. The tunnel-ionization rates can be calculated by Ammosov-
Delone-Krainov (ADK) theory [19, 64–66].

After tunnel-ionization at time 𝑡0, the electrons are accelerated in the electric field. Considering
an alternating electric field E(𝑡) = E0 cos(𝜔𝑡), the classical equation of motion for the electron on
coordinate 𝑥 can be written as

¥𝑥(𝑡) = − 𝑒

𝑚𝑒
E(𝑡).

Here 𝑒 is the elementary charge and 𝑚𝑒 the electron mass. While electrons may have nonzero
velocities immediately after tunnel-ionization, quantum mechanical calculations have shown that
the electrons with zero initial velocity are the dominant contributor to HHG [63]. Henceforth, the
equations for the velocity (𝑣) and position of the electron as a function of time can be described as

𝑣(𝑡) = − 𝑒E0
𝑚𝑒𝜔

(sin(𝜔𝑡) − sin(𝜔𝑡0))

𝑥(𝑡) = 𝑒E0

𝑚𝑒𝜔
2 (cos(𝜔𝑡) − cos(𝜔𝑡0)) +

𝑒E0
𝑚𝑒𝜔

(𝑡 − 𝑡0) sin(𝜔𝑡0).

The time of electron recombination 𝑡𝑟 can be obtained by numerically solving the equation

𝑥(𝑡𝑟) = 0 = cos(𝜔𝑡𝑟) − cos(𝜔𝑡0) + 𝜔(𝑡𝑟 − 𝑡0) sin(𝜔𝑡0),

and the electron kinetic energy is expressed as

𝐸𝐾𝐸 (𝑡) =
𝑚𝑒𝑣

2

2
=

(𝑒E0)2

2𝑚𝑒𝜔2 (sin(𝜔𝑡) − sin(𝜔𝑡0))2,

which can be further simplified as

𝐸𝐾𝐸 = 2𝑈𝑝 (sin(𝜔𝑡) − sin(𝜔𝑡0))2.

The term𝑈𝑝 is the ponderomotive energy with

𝑈𝑝 =
(𝑒E0)2

4𝑚𝑒𝜔2 ∝ 𝐼𝜆2,

where 𝐼 is the intensity and 𝜆 the wavelength. Therefore, the electron kinetic energy gained through
acceleration in the laser field is proportional to the laser intensity and the square of the wavelength
of the driving field.

In the semiclassical model, the energy released during electron recombination 𝐸𝑝ℎ𝑜𝑡𝑜𝑛 is the
sum of the electron kinetic energy at time 𝑡𝑟 and the ionization potential 𝐼𝑝 of the atom:

𝐸𝑝ℎ𝑜𝑡𝑜𝑛 ≈ 𝐼𝑝 + 𝐸𝐾𝐸 (𝑡𝑟).
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Figure 2.10(a) exhibits electron trajectories 𝑥(𝑡) with different ionization times 𝑡0 within the first
quarter of the field cycle (0 ≤ 𝜔𝑡0 ≤ 𝜋/2) and electron kinetic energies during the electron
motion. It is observed that the electron travels the farthest at 𝜔𝑡0 = 0 and the trajectories shorten
as 𝜔𝑡0 reaches 𝜋/2. However, the relation between the electron kinetic energy released during
recombination and the trajectory length is not monotonic. While the trajectory starting at 𝑡0 = 0 is
the longest, the electron recombines with the atom with zero kinetic energy. It is observed in Fig.
2.10(a) that the majority of high energy recombination events occur at𝜔𝑡𝑟 ≈ 3𝜋/2, and Fig. 2.10(b)
shows that the ionization time 𝑡0 that results in highest kinetic energy release at recombination is at
𝜔𝑡𝑚𝑎𝑥0 ≈ 𝜋/10. Numerical solution of maximum 𝐸𝐾𝐸 (𝑡𝑟) yields the relation

max 𝐸𝑝ℎ𝑜𝑡𝑜𝑛 ≈ 𝐼𝑝 + 3.17𝑈𝑝,

which conforms with the experimentally observed maximum photon energy, termed “cutoff’,’ in
HHG [52, 67].

The non-monotonic relation between the electron kinetic energy at recombination and the
trajectory length indicates that except at the cutoff energy, at least two different electron trajectories
contribute to the generation of photons. The electron trajectories with 0 ≤ 𝑡0 ≤ 𝑡𝑚𝑎𝑥0 are termed
“long trajectories” and the trajectories with 𝑡𝑚𝑎𝑥0 ≤ 𝑡0 ≤ 𝜋/(2𝜔) “short trajectories”. Compared to
short trajectories, the ionization event of long trajectories occurs closer to the peak of the electric
field. Thus in HHG with few-cycle pulses, while both long and short trajectories contribute to
HHG near the center of the field envelope, long trajectory emissions are more likely to also occur
from field satellites. In addition, the short and long trajectories have different dispersion relations.
For short trajectories, 𝐸𝐾𝐸 (𝑡𝑟) and thus the emitted photon energies increase with 𝑡𝑟 while long
trajectories follow an opposite trend. Macroscopically, this can potentially lead to generation of
two different bursts of XUV from the two sets of trajectories, lengthen the overall pulse duration of
the XUV, and cause modulations in the XUV spectrum [68]. Therefore, to generate single isolated
attosecond XUV pulses, long trajectory emission needs to be suppressed. This can be achieved by
exploiting the opposite dispersion relation of the two sets of trajectories, which is discussed next.

Phase matching. The macroscopic phase matching of the driving field and the XUV field
produced through HHG in a gas jet involves the positive dispersion of the neutral gas medium, the
negative dispersion from the electron-ion plasma generated from the strong driving field, the Gouy
phase from the Gaussian laser beam, and the phase, or dispersion of the harmonic photons (XUV)
due to different electron trajectories, which is termed “dipole phase” [62].

The selection of a specific set of electron trajectories can be achieved by tuning the focal point of
the driving field with respect to the gas jet. As the Gouy phase has positive sign before the focal point
and becomes negative after the focus,6 phase matching of short trajectory recombination events can
be achieved by positioning the laser focus before the gas target, thereby canceling the positive phase
of short trajectory emissions with the negative Gouy phase [62]. The different dispersion of short
and long trajectory emissions enables the enhancement of a specific set of trajectory emissions by

6The Gouy phase shift near focal point (𝑧 = 0) is − arctan 𝑧
𝑧𝑅

with 𝑧𝑅 denoting the Rayleigh range.
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Figure 2.10: (a) Electron trajectories at different ionization times in electric field E(𝑡) ∼ cos(𝜔𝑡).
The line color represents the electron kinetic energy 𝐸𝐾𝐸 . (b) shows 𝐸𝐾𝐸 (𝑡𝑟) with different
ionization time 𝜔𝑡0. In the simulation, 𝜔 ≈ 1.7 eV and the electric field amplitude E0 ≈ 0.5 V/Å.

selecting the position of the laser focus with respect to the gas target. However, if the difference
between the optimal phase matching position of the gas target for short and long trajectories is
small, residual emission from long trajectory recombinations can still be observed when the gas
target position is optimized for short trajectory emissions. Figure 2.11 displays a sample spectral
image of XUV produced by HHG in argon. Alongside the strong and continuous on-axis emission,
weak discrete harmonic emissions due to long trajectory recombinations are observed. For gas
media such as argon or krypton, residual long trajectory emissions are difficult to eliminate due to
the small difference of optimal phase matching position between short and long trajectories. To
further suppress the discrete harmonic emissions, ionization gating is used by exploiting the time-
dependent plasma density with respect to the pulse envelope and destroying the phase matching
after the leading edge of the pulse through excessive plasma dispersion.

Carrier envelope phase. For HHG with few-cycle pulses, the carrier envelope phase (CEP)
plays a significant role in the XUV spectra because for few-cycle pulses, the number of XUV
bursts is strongly dependent on the CEP. Figures 2.12 and 2.13 show the CEP dependence of XUV
spectra produced by HHG in krypton and argon with a nominal 3.5 fs pulse centered at 690 nm
wavelength. When the CEP is at ±𝜋/2, distinct “valleys” appear in the spectra and the spectra
become more discrete than when the CEP is around 0 or ±𝜋. This is due to the change in number of
XUV bursts that interfere with each other, causing the spectral profile to alternate between discrete
and continuous. In addition, the change in CEP also modulates the overall intensity of the XUV
spectrum. In Fig. 2.12(b), the intensity of the spectra is maximized at CEP ≈ 0,±𝜋. The strong
CEP dependence of the produced XUV spectra is a signature of HHG in few- to near-single-cycle
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Figure 2.11: Sample spectral image of XUV produced by HHG in argon. The white region on the
right of the image is due to absorption from the L2,3 edge of aluminum, which is used to filter out
the driving optical pulse.

pulses. In such a regime, the stability of CEP is important because the intensity and spectral shape
fluctuation due to CEP drift can contribute significantly to the noise in the measurement.

Experimental

The mechanism of high harmonic generation indicates that the energy range of the photons produced
by such a process can be largely determined by the ionization potential of the interacting gas medium.
The larger the ionization potential, the more energy can be gained during recombination, and the
higher the cutoff photon energy becomes. In addition, gas media with high ionization potentials
allow driving beams with higher peak intensity without reaching the critical ionization threshold
that destroys phase matching. Using laser pulses centered around 700 nm with 1014-1015 W/cm2

peak intensity and pulse duration of approximately 3.5 fs, XUV photons spanning 30-60 eV, 35-80
eV, and 70-110 eV are generated with Kr, Ar, and Ne gases (Fig. 2.14).

Phase matching of short trajectory emissions is achieved by tuning the focal spot of the driving
beam with respect to the HHG gas cell, and the focal spot size and laser intensity with an iris
aperture.7 The instrumentation for phase matching is illustrated in Fig. 2.15. The optical driving
beam passes through an iris aperture and is reflected by a focusing mirror on a linear mechanical
stage. The linear stage is used to fine-tune the distance between the laser focus and the gas cell.

To optimize the XUV spectrum in terms of photon flux, cutoff energy, and spectral “continuity”,
harmonic spectra are first generated with low gas density, where laser-induced plasma density is low.
By changing the neon pressure in the HCF and moving the glass wedge after the beamsplitter (Fig.

7Note that for a Gaussian beam the diffraction-limited focal spot diameter 2𝑤0 is inversely proportional to the
beam diameter on the focusing element 𝐷: 2𝑤0 = (4𝜆 𝑓 )/(𝜋𝐷), where 𝑓 is the focal length and 𝜆 the wavelength.
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Figure 2.12: (a) A sample spectrum of XUV produced by HHG in krypton. (b) shows the XUV
spectra as a function of CEP.

2.3), the spectral bandwidth and dispersion are respectively fine-tuned for highest cutoff energy
of the generated XUV. At low plasma density, destruction of phase matching due to ionization is
reduced and harmonics generated by the peak of the pulse are not suppressed. The cutoff energy,
which scales with the peak laser intensity here, is thus a suitable indicator for amplitude gating.
To enhance short trajectory emission, the iris aperture before the HHG gas cell (Fig. 2.15) is
first opened up so that the laser intensity reaches right below the critical ionization threshold.8
Subsequently, the position of the focusing mirror before the HHG gas cell is moved by the linear
stage to maximize the cutoff energy and minimize the width of the XUV beam. Afterwards, the
gas density in the HHG gas cell is increased to increase the XUV photon flux and the iris aperture
shown in Fig. 2.15 is used to fine-tune the cutoff energy and shape of the XUV spectrum. The
carrier envelope phase, which can be changed by the glass wedge after the beamsplitter and the
prism stretch in the laser amplifier, is also used for fine-tuning of spectral continuity.

8When critical ionization threshold is reached, the XUV beam becomes defocused and unstable due to the plasma.
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Figure 2.13: Sample XUV spectrum of HHG in argon (upper panel) and XUV spectra as a function
of CEP (lower panel).

2.2.3 Energy Calibration
The XUV spectra are measured by dispersing the XUV light with a flat-field toroidal grating onto
an XUV CCD chip. The calibration of XUV spectrometer is conducted by measuring line spectra
of atomic autoionization states and well-defined core-level absorption edges of elemental solids.
Autoionization lines of He (60 – 64 eV) [69, 70], Ne (44 – 47 eV) [71], Ar (25 – 35 eV) [72], Kr (90
– 95 eV) [73], and the sharp absorption of Al L2,3 (∼73 eV) and Si L2,3 edges (∼99 eV) are utilized
to calibrate the acquired XUV spectra [74]. The pixel (𝑁) of the peaks (edge) in measured line
(edge) spectra are fitted to the corresponding wavelength (𝜆) in literature using the grating equation
[75]:

𝜆 =
𝑑

𝑚
(sin(𝜃0) + sin(𝜃)).

Here the pixel number is proportional to the diffraction angle 𝜃 and 𝜃0 is the fixed incident angle;
𝑑 is the spacing of the grating grooves and 𝑚 is the diffraction order. In practice, the small angle
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Figure 2.14: Typical XUV spectra obtained through HHG in different gas media using the experi-
mental setup. Note that the spectra for HHG in Kr and Ne are cut off due to limited XUV CCD chip
size (black arrows). The XUV spectrum of HHG in Ar is cut off by the Al filter used to block the
optical driving beam (red arrow). The sharp drop in measured intensity in the spectrum of HHG in
Ne near 100 eV is due to absorption at the Si L2,3 edge of the XUV CCD chip.

approximation is invoked such that the sine function is expanded into a polynomial and the fitting
equation is simplified to

𝜆 = 𝑐1 + 𝑐2𝑁 + 𝑐3𝑁
2.

Here 𝑁 is the pixel number and 𝑐𝑛 are fitting coefficients.

2.3 Spatial, Temporal Overlap and Stabilization
To establish spatial and temporal overlap of the pump and probe beam, a CMOS camera is installed
beside the sample holder to enable in situ beam diagnostics (Fig. 2.16). To spatially overlap the
pump and probe beam, a neutral density filter (OD=3) is first placed before the beamsplitter that
separates the pump and probe arm (Fig. 2.3). After removing the metal filter, the two attenuated
optical beams are overlapped on the CMOS camera with the motorized annular mirror (Fig. 2.1). A
stack of neutral density filters (OD=5) is placed in front of the camera to further attenuate the beam
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Figure 2.15: Instrumentation for phase matching and trajectory selection for HHG.

and prevent pixel damage.9 In addition to the spatial overlap of the two beams, the CMOS camera
captures the optical beam profile that is used to calculate the fluence of the beam and the number
of excited electrons in the experiments. A sample image of the time-delayed optical beam (pump)
is displayed in Fig. 2.17. To prevent drift of beam pointing during experiments and the subsequent
loss of spatial overlap, the beam pointing of each arm is detected by a quadrant photodiode and
actively stabilized by a motorized mirror.

Temporal overlap of the pump and probe beam is achieved by tuning the motorized stages in
the optical delay line (Fig. 2.1) and detecting spatial and spectral interference of the beams. The
optical delay line consists of a long-traveling stage (10 cm travel range) for picosecond delay exper-
iments and a piezo-motorized stage for < 200 fs time delay experiments. To observe the spectral
interference, the beams are picked up by a concave recollimation mirror on the motorized sample
stage (Fig. 2.16) and sent out of the vacuum chamber and focused into an optical spectrometer. The
spatial interference of the two beams are captured by the CMOS camera on the motorized sample
stage.

The typical duration of an attosecond transient absorption experiment on solid thin films is
12-24 hrs. Changes of optical path length at micrometer scale due to temperature and humidity
fluctuation in the lab can occur within this timescale and subsequently cause the time zero of
the attosecond transient absorption experiment to drift. To measure the drift of time zero in

9The neutral density filter in front of the camera can be replaced by a laser line filter centered at a wavelength in
the leading edge of the optical beam spectrum.
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Figure 2.16: Scheme of sample stage assembly including a CMOS camera, two sample stages, a
gas cell, and a pickup mirror for beam diagnostics.

Figure 2.17: A typical profile of the optical (pump) beam taken by the CMOS camera (Fig. 2.16).
The rings are due to beam diffraction on the annular mirror.
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Figure 2.18: XUV TA spectra of autoionizing states of (a) Ar, (b) Ne, and (c) He. (d) shows the
core-level TA absorption spectra of Si at the Si L2,3 edge.

the attosecond transient absorption scans, we ran one transient absorption measurement on the
autoionizing states of noble gases after each scan through all time delay points on the solid sample
[10, 23, 24]. Typical transient absorption traces on the autoionizing states of Ar, Ne, and He
are shown in Figs. 2.18(a-c), respectively. For measurements in the 25-50 eV energy region, the
transient absorption signal at Ar 3𝑠3𝑝6𝑛𝑝 states and Ne 2𝑠2𝑝6𝑛𝑝 states can be used as reference
for time zero. For experiments within the 50-73 eV energy region, XUV transient absorption of He
2𝑠𝑛𝑝 states can be used. And for energies between 80-120 eV, the transient absorption signal of
the Si L2,3 edge is sufficiently strong to be used as a time zero reference (Fig. 2.18(d)). Otherwise,
XUV transient absorption of Kr M4,5 edge (∼ 90 eV) can also be used.

To compensate the time zero drift during the experiments, the transient absorption signal of the
reference scans with noble gases or Si near time zero are fit to an error function to determine the
exact zero time overlap between the XUV and optical pulses. With the calibrated time zero of each
scan, the changes of absorbance for each solid sample scan are interpolated onto a gridline and
averaged together [9]. A sample time zero drift trace over the course of an XUV TA measurement
is presented in Fig. 2.19, showing an overall time zero drift of approximately 5 fs over 14 hrs.
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Figure 2.19: A sample of time zero measurements in an experiment of over 14 hrs.

In addition, there are large time zero jumps (red arrows) of over 4 fs between the scans. As the
experiments for short time dynamics typically have a time delay range of 30-40 fs, a > 3 fs time
zero difference between neighboring time zero measurements indicates that on average, the time
delay axis of the scan is stretched or compressed by ∼ 3/30 = 0.1 fs. To avoid compromising the
time resolution of the experiments, scans with neighboring time zero difference larger than 3 fs are
therefore discarded.
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Chapter 3

Electronic and Structural Dynamics in
2H-MoTe21

3.1 Introduction
In this chapter, we discuss the observation of carrier and phonon dynamics with core-level transient
absorption spectroscopy in a well-screened semiconductor, where the core-level absorption spectra
can be largely interpreted using a single-particle, band-to-band transition picture. MoTe2 is a
two-dimensional (2D) layered transition metal dichalcogenide (TMDC) whose atomically thin
layers are separated by weakly bound van der Waals interactions [77–79]. Two different stable
phases of MoTe2 exist at room temperature: the semiconducting hexagonal 2H phase and the
semimetallic monoclinic 1T’ phase. The semiconducting 2H-phase MoTe2 has a bandgap of
0.9 eV in bulk and 1.1 eV in the monolayer and is viewed as a silicon equivalent in the 2D
form [80, 81]. Recent investigations have shown the potential for integrating both monolayer
and multilayer TMDC semiconductors into devices, including transistors [82, 83], photonic logic
gates [84], photodetectors [85], and nonvolatile memory cells [86]. While the typical device
application involves stacking different subcomponent thin-film materials into heterostructures to
extend functionality [84, 86, 87], the overall performance of TMDC-based devices can be dominated
by the individual subcomponent’s carrier dynamics [88]. For devices involving multilayer thin-films
of 2H-MoTe2, the carrier transport properties within the MoTe2 subcomponent can dictate their
functionality [84, 89]. In addition to the carrier dynamics, there is a growing interest in the light-
induced structural responses of TMDC’s including MoTe2 and WTe2, especially for applications in
optically controlled phase transitions [90–92].

Recent studies have therefore aimed at characterizing the carrier relaxation and associated
structural dynamics of few-layer and bulk 2H-MoTe2 [91, 93–95]. Although the understanding of
carrier-specific dynamics of holes and electrons is critical for designing ambipolar semiconductor

1The content and figures of this chapter are adapted or reprinted with permission from A. R. Attar et al., “Simulta-
neous Observation of Carrier-Specific Redistribution and Coherent Lattice Dynamics in 2H-MoTe2 with Femtosecond
Core-Level Spectroscopy”, ACS Nano 14, 15829–15840 (2020).

https://doi.org/10.1021/acsnano.0c06988
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devices [89, 96, 97], separating the different contributions of the charge carriers by traditional time-
resolved optical/IR and THz spectroscopies is challenging due to overlapping spectral features.
This is exemplified by the studies of 2H-MoTe2 by Li et al. [93] and Chi et al. [94], where THz
and optical experiments were used to measure the carrier lifetime, but without carrier specificity
and without sensitivity to hot carrier intraband dynamics.

As a possible solution to these challenges, recent investigations have shown the potential of using
ultrafast core-level spectroscopy such as XUV transient absorption to disentangle the intraband hole
and electron dynamics in semiconductors [9, 28–30, 98]. In XUV transient absorption experiments,
an optical pump pulse excites carriers across the bandgap at time zero and, at a series of controlled
time delays, the energy-dependent change in carrier population is probed by core-level transitions
to the partially occupied valence band (VB) and conduction band (CB). In some cases, photoexcited
holes and electrons can be separately and simultaneously attributed to changes in spectrally distinct
transitions from atomic core levels to the transiently empty states in the VB (holes) and reduced
absorption in the transiently filled CB (electrons). These phenomena are collectively referred to here
as “state-filling.” It is possible not only to distinguish the hole and electron distributions, but to also
gain energy-dependent dynamics of the specific hot carriers within the VB and CB [30, 99]. The
element-specificity inherent to core-level spectroscopy offers the additional capability to distinguish
the individual subcomponent materials in heterostructures [100, 101]. Finally, the sensitivity of
core-level spectroscopy to bonding, bond distances, and symmetry provides simultaneous structural
information of photoexcited materials [102–107].

In the present study, we apply sub-5 fs XUV transient absorption spectroscopy on a 2H-MoTe2
semiconductor thin film (~50 nm/70 layers) to probe the dynamics of intraband carrier-specific
relaxation, interband electron-hole recombination, and excited-state coherent lattice displacement.
We obtain element-specific information by simultaneously measuring the spectral range around the
Te N4,5 absorption edge (39-46 eV) and the Mo N2,3 edge (35-38 eV), as a function of delay time
after optical excitation. The XUV absorption captures the same total density of states information
at both edges. This enables us to analyze the hole distribution dynamics in the VB, distinguishing
between thermalization of the holes by carrier-carrier scattering, subsequent cooling by carrier-
phonon scattering, and the much slower electron-hole recombination process. We also report on
the observation of light-induced coherent lattice vibrations in the out-of-plane A1𝑔 and the in-
plane E1𝑔 modes of 2H-MoTe2, which are captured via high-frequency oscillations (THz) in the
XUV spectra. By comparison to ab initio Bethe-Salpeter equation simulations of the core-level
absorption spectrum with different 2H-MoTe2 lattice geometries, the excited-state displacement of
the lattice that drives the coherent motion is extracted. Using this approach, we are able to capture
the real-space lattice displacement simultaneously with the carrier-carrier thermalization of the
holes, cooling (hole-phonon), and electron-hole recombination, leading to a cohesive picture of
carrier and structural dynamics in a layered semiconductor nanomaterial.
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3.2 Results and Discussion

3.2.1 Experimental Scheme and Static Absorption of 2H-MoTe2

The experimental apparatus and methodology of the XUV transient absorption spectroscopy mea-
surements performed here have been previously described [9] and a detailed description is provided
in Chapter 2. The experiment is performed on a thin-film (50 nm thick, i.e. 70 layers) polycrys-
talline sample of 2H-phase MoTe2, which is synthesized by chemical vapor deposition (CVD) onto
a Si3N4 susbtrate of 30 nm thickness and 3 × 3 mm lateral size. The sample is characterized
by Raman spectroscopy to confirm the 2H-phase structure (see Appendix for sample preparation
and detailed characterization) [79]. In the XUV transient absorption experiments, this sample is
photoexcited by a sub-5 fs, visible-to-near infrared (Vis-NIR) pump pulse spanning 1.2-2.2 eV with
an average photon energy of 1.65 eV. The initial photoexcited carrier density is ~1 × 1020 cm−3

(i.e. ~7 × 1012 cm−2 in each layer, given the ~0.7 nm thickness per layer), which corresponds to a
0.1% excitation fraction of the total valence electrons (see Appendix for details). The photoexcited
sample is then probed at a controlled time delay 𝜏, by the arrival of a broadband (30-50 eV), sub-5
fs XUV pulse produced by high-harmonic generation. The transmitted XUV intensity through
the sample is measured as a function of photon energy, 𝐼 (𝐸), by a spectrometer. The transient
absorption signal, ΔOD(𝐸, 𝑡) = OD𝑝𝑢𝑚𝑝𝑜𝑛 (𝐸, 𝑡) −OD𝑝𝑢𝑚𝑝𝑜 𝑓 𝑓 (𝐸), is determined by the difference
between the XUV absorbance, or optical density (OD), of the photoexcited sample at time and the
static XUV absorbance in the absence of pump excitation.

The broadband XUV pulse allows for the simultaneous absorption measurement covering the
Mo N2,3 edges (~35-38 eV, referred to as the “Mo window”) and the Te N4,5 edges (39-46 eV,
referred to as the “Te window”). The transmission of the broadband XUV spectrum is referenced to
the transmission of a blank Si3N4 substrate to obtain the static absorption spectrum of the thin-film
2H-MoTe2 sample: i.e. Absorbance = log(𝐼𝑏𝑙𝑎𝑛𝑘/𝐼𝑠𝑎𝑚𝑝𝑙𝑒), which is shown in Figure 3.1a. XUV
transitions in the Mo and Te windows occur by promotion of Mo 4𝑝3/2,1/2 and Te 4𝑑5/2,3/2 core
electrons to the CB, respectively. The onset of the transitions from each observed core level is
labeled 1-3 in Figure 3.1a and the corresponding transition is shown schematically in Figure 3.1b.
Note that the arrows in Figure 3.1b only show the onset of the core-level absorption edge. As the
XUV energy is increased above each onset, carriers are promoted from the corresponding core
level to higher valleys in the CB at different k-space positions throughout the Brillouin zone. In
the Mo window, the onset of transitions from the Mo 4𝑝1/2 core level is too weak to observe in
the static spectrum and is omitted from the analysis. The onset of Mo 4𝑝3/2 → CB absorption
is measured at 36.1 eV and labeled edge 1. In the Te window, the onset of the Te 4𝑑5/2 → CB
(edge 2) is measured at 40.7 eV and the onset of the Te 4𝑑3/2 → CB (edge 3) is at 42.2 eV. The
1.5 eV separation of edges 2 and 3 matches the Te 4𝑑5/2,3/2 spin-orbit splitting in MoTe2 confirmed
by XPS spectra (Figure 3.7). When the Vis-NIR pulse excites the material, additional transitions
become accessible from the core levels to the VB and transitions to the CB can be reduced due to
state-filling, as discussed below.

Considering more closely the Te window (Figure 3.1c), the relatively sharp features allow for
a detailed mapping of the CB density of states (DOS) from the Te 4d core levels. First, DOS
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Figure 3.1: (a) Static XUV absorption spectrum of 2H-MoTe2 with Mo 4𝑝3/2 → CB and Te
4𝑑5/2,3/2 → CB absorption edges labeled 1-3. The Mo 4𝑝1/2 → CB edge is too weak to observe
and is omitted. (b) Band structure of 2H-MoTe2 along the path. The corresponding core-level
transitions for the three absorption edges labeled in (a) are shown by vertical blue and purple
arrows and labeled 1-3 accordingly. Note that the arrows only show the onset of the core-level
absorption edge for the case of the material without Vis-NIR excitation. As the XUV energy is
increased above each onset, carriers are promoted to higher energies in the CB at different positions
throughout k-space. One representative VB→CB transition induced by the Vis-NIR pump pulse
(of the range of transitions possible from the broad bandwidth pump) is shown as a red arrow. (c)
An expanded plot of the normalized XUV absorption spectrum in the Te window (black line). The
red-dotted and the blue-dotted lines are plots of the calculated normalized CB DOS relative to the
Te 4𝑑5/2 core level (labeled DOS_4d5/2) and 4𝑑3/2 core level labeled DOS_4d3/2), respectively.
The difference in the relative amplitudes of DOS_4d5/2 and DOS_4d3/2 is described in the text. The
sum of DOS_4d5/2 and DOS_4d3/2 is plotted (green solid line). (d) Model of the XUV transient
absorption probing scheme for 2H-MoTe2. The VB and CB are shown as parabolic bands. The solid
(dashed) parabolas represent the bands with (without) band-gap renormalization. The photoexcited
holes and electrons are represented by the shaded light-green and dark-green areas, respectively.
Representative XUV transitions from the Te 4𝑑 core levels are shown with and without an X to
represent a decrease or increase in absorption relative to the static spectrum, respectively, due to
state-filling.
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calculations are performed. In Figure 3.1c, the calculated CB density of states (DOS) is plotted
relative to the 4𝑑5/2 core level (red dashed line, labeled DOS_4d5/2) and to the 4𝑑3/2 core level (blue
dashed line, labeled DOS_4d3/2). The relative amplitudes between DOS_4d5/2 and DOS_4d3/2
is set according to the expected degeneracies of the core-hole total angular momentum 𝐽 states
(𝐽 = 5/2 vs 𝐽 = 3/2), which, to first approximation, predicts a 3:2 ratio for 4𝑑5/2 → CB versus
4𝑑3/2 → CB amplitudes. The resulting core-hole-mapped DOS (green solid line) is compared to
the experimental XUV absorption spectrum (black solid line). The close agreement between the
calculated CB DOS and the XUV absorption spectrum in Figure 3.1c demonstrates that the core
hole of the Te N4,5 absorption is well screened such that the core-level absorption spectrum can be
regarded as a map of the CB unoccupied DOS in the valence shell.

Within this picture, the probing scheme for measuring the carrier dynamics following optical
excitation can be understood by the model illustrated in Figure 3.1d. In the leftmost panel, above-
bandgap photoexcitation produces a non-thermalized distribution of carriers corresponding to a
convolution of the excitation spectrum and the VB/CB DOS. The broad bandwidth excitation
in the present experiment produces carriers over a large range of momentum values in k-space.
Moving from left to right in Figure 3.1d, the initial non-thermal carrier distribution is expected to
undergo carrier-carrier thermalization, carrier-phonon cooling, and recombination in accordance
with known carrier-carrier and carrier-phonon scattering processes in semiconductors [108]. These
carrier dynamics lead to energy- and time-dependent changes in the unoccupied DOS within the VB
and CB, as shown in the schematic. For example, the peak of the hot hole distribution is expected
to shift upwards toward the VB maximum due to both thermalization and cooling, which can
occur from tens to hundreds of femtoseconds [108–111]. The corresponding changes to the XUV
absorption (OD) due to state-filling effects [9, 30, 98, 99] are schematically illustrated by vertical
arrows from the representative Te 4d core-level. In the following sections, the time-resolved OD of
the spectrally dispersed XUV probe is used to extract both the carrier distribution and population
dynamics in 2H-MoTe2, revealing the individual steps depicted in Figure 3.1d. Due to the sharper
XUV absorption edge observed in the Te window as compared to the Mo window, we focus
primarily on the Te N-edge to report on the carrier and structural dynamics in this work. However,
as shown in Figure 3.9 and Figure 3.4 in Appendix, respectively, the Mo 4𝑝3/2 core-level can also
be used to capture the hole population dynamics and the coherent phonon dynamics.

3.2.2 XUV Transient Absorption Following Broadband Photoexcitation
In Figure 3.2a, the change in the XUV absorbance, ΔOD(𝐸, 𝑡), following Vis-NIR excitation is
plotted in a false-color map as a function of time delay and photon energy. Changes are observed
in both the Mo and Te windows near 33-37 eV and 38-46 eV, respectively. The ground-state
absorbance spectrum of 2H-MoTe2 is shown here again in Figure 3.2b to emphasize where the
major pump-induced absorption changes appear relative to the static spectrum. The dotted vertical
lines in Figure 3.2b at 36.1 eV and 40.7 eV show the energies of the Mo 4𝑝3/2 → CB minimum
and the Te 4𝑑5/2 → CB minimum, respectively. With a bulk bandgap of 0.9 eV in 2H-MoTe2, the
dash-dotted vertical lines at 35.2 eV and 39.8 eV correspond to the derived VB maximum energy
relative to the Mo 4𝑝3/2 and Te 4𝑑5/2 core levels, respectively. Clear OD signals are observed



CHAPTER 3. ELECTRONIC AND STRUCTURAL DYNAMICS IN 2H-MOTE2 33

Figure 3.2: (a) XUV transient absorbance in a false-color plot versus time shown in the bottom
panel and compared to the static absorbance spectrum in the top panel. The vertical dotted and
dash-dotted lines in the upper panel are drawn at the energies corresponding to the CB minimum
and VB maximum, respectively, from both the Mo 4𝑝3/2 and Te 4𝑑5/2 core levels. (b) Transient
absorbance in a false color plot versus time, expanded from the grey box region in the lower panel
of (a). The indicated 200 fs oscillations in the differential absorbance is discussed further in Sec.
3.2.6. (c) Differential absorbance lineouts averaged over early time delays (10-50 fs) and long time
delays (2.5-3ps). Orange and blue shaded regions indicate the energy windows used for temporal
lineouts in Figure 3.5.

near these energies in the photoexcited sample, as shown in Figure 3.2a. We focus first on the Te
window in the grey box region of Figure 3.2a, which is blown up for clarity in Figure 3.2c. At
energies above 42 eV within the Te window, the XUV absorption spectrum involves overlapping
transitions from both the Te 4𝑑5/2 and the Te 4𝑑3/2 core levels, as shown in Figure 3.1c. Below 42
eV (i.e. 38-42 eV), however, the spectrum is characterized by resonant transitions involving only
the Te 4𝑑5/2 core level, which is why we focus on this energy region. Two ΔOD spectral lineouts in
this energy window are shown in Figure 3.2d, averaged over short (10-50 fs) and long delay times
(2.5-3 ps). Within this energy range (38-42 eV), the resonant transitions correspond to promotion
of an electron primarily from the Te 4𝑑5/2 core level into the unoccupied DOS of the VB and CB.

Two main features are observed in the differential spectra at early delay times (10-50 fs window):
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a positive peak appearing near 39.5 eV and a derivative-shaped feature centered at the onset of
the ground-state 4𝑑5/2 → CB absorption edge at 40.7 eV. The positive feature centered at 39.5
eV appears 0.3 eV below the derived 4𝑑5/2 → VB maximum (shown as dash-dotted vertical line).
This feature is therefore assigned to transitions from the 4𝑑5/2 core level to ‘hot’ holes in the VB
produced by the above-bandgap photoexcitation (schematically represented by the left panel in
Figure 3.1d). In the later time window (2.5-3 ps), the 4𝑑5/2 → VB hole feature has disappeared and
the derivative feature is characterized by a slight blue shift relative to the early delay times and a
significant increase in absorption at energies between 40.6 and 40.9 eV. Several effects contribute to
the derivative feature, including state-filling by the electrons in the CB and bandgap renormalization
(BGR), as schematically illustrated in Figure 3.1d [9, 98, 103]. These overlapping effects, which
are discussed in detail below, make the electron state-filling signal less straightforward as compared
to the hole signal. In the following, we therefore concentrate first on extracting the hole distribution
and population dynamics from the temporal evolution of the 4𝑑5/2 → VB signal centered near 39.5
eV.

3.2.3 Hole Distribution and Population Dynamics in the Valence Band
In order to track the detailed dynamics of both the population and distribution of the holes in the
VB, we measure the time-dependent amplitude (population) and the central energy (distribution)
of the 4𝑑5/2 → VB peak. In Figure 3.3a, the hole population measured via the integrated 4𝑑5/2 →
VB absorption amplitude near the VB maximum (39.7-39.9 eV) is plotted as a function of delay
time. The population decay is fit to a single exponential with a time constant of 𝜏𝑝𝑜𝑝 = 1.5 ± 0.1
ps, which is assigned to electron-hole recombination. The fit to an exponential decay is chosen
to provide a direct comparison to recent mid-IR and THz transient absorption measurements of
the carrier lifetime in 2H-MoTe2 [93, 94]. In the THz study [93], the carrier lifetime is found
to be dominated by a phonon-mediated trapping/recombination mechanism, accelerated by Auger
scattering, which can be reduced to a single exponential decay constant of ~2 ps. This is consistent
with our result of 𝜏𝑝𝑜𝑝 = 1.5 ± 0.1 ps, but here we can explicitly assign this time constant to
electron-hole recombination with minimal contributions from long-lived carrier traps. Any long-
lived trapped holes would still be visible in the XUV transient absorption spectrum, if present in
sufficient densities [30], but no evidence for these long-lived hole states is evident after a few ps.
The population dynamics of the holes can also be independently extracted from the Mo edge by
measuring the decay of the integrated Mo 4𝑑3/2 → VB signal at 35.1-35.3 eV (Figure 3.9). A time
constant of 𝜏𝑝𝑜𝑝 = 1.4 ± 0.1 ps is extracted, which matches the measurement in the Te window
within the error bars.

Turning now to the distribution dynamics of the holes within the VB, we first examine more
closely the Te 4𝑑5/2 → VB hole feature at three representative time slices of 0-10 fs, 60-80 fs, and
700-800 fs plotted in Figure 3.3b-d. The spectrum of the hole feature is interpreted in accordance
with the one-particle picture to directly record the hole energy distribution within the VB. In each
time slice, the Te 4𝑑5/2 →VB peak is fit by a Voigt function to take into account the photoexcitation
bandwidth, which produces a broad hole distribution approximated by a Gaussian function, and the
convolved Lorentzian core-hole lifetime broadening. In the first time slice (0-10 fs), the 4𝑑5/2 →
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Figure 3.3: (a) Hole population dynamics measured as the integrated ΔOD amplitude at 39.7-39.9
eV versus time delay. The grey solid line is the experimental absorption data and the black solid
line is a rolling average over 7 delay points. A single exponential decay is fit to the data (blue
solid line) with a time constant of 1.5 ± 0.1 ps (b)-(d) Differential absorption of the Te 4𝑑5/2 →
VB hole signal at time delays of 0-10 fs, 60-80 fs, and 700-800 fs. The closed circles are the
experimental absorption data and the solid orange lines are Voigt fits. The grey dashed vertical
lines show the center energy of the Voigt fit in each time slice. Blue arrows show the energy shift
observed between time slices. Each differential absorption spectrum is an average over 10 time
points within the designated time window. At each time point, 36 ΔOD spectra are averaged and
the error bars are calculated as the standard error of the mean. The error for each time point is
then propagated in the average of the 10 time points for each window and plotted with the data. (e)
Hole distribution dynamics determined by extracting the center energy of the Te 4𝑑5/2 → VB hole
signal using a Voigt fit at each time delay. The open circles are the extracted center energies and
the error bars represent the standard error of the center energy fitting parameter in each Voigt fit.
A biexponential decay function is fit (solid blue line) to the data with time constants of 15 ± 5 fs
and 380 ± 90 fs.
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VB signal is centered at 39.5 eV, which is 0.3 eV below the 4𝑑5/2 → VB maximum. This peak is
assigned to 4𝑑5/2 core transitions to the nascent, non-thermal hole distribution in the VB, which
is represented by the schematic illustration in the left panel of Figure 3.1d. In the 60-80 fs time
slice in Figure 3.3c, the 4𝑑5/2 → VB hole feature has blue shifted from 39.5 eV to 39.65 eV.
This shift of the holes to higher energies is interpreted as a combination of carrier-carrier (i.e.
hole-hole or hole-electron) thermalization and partial hole-phonon cooling of the nascent hole
distribution, which correlates to the middle and right panels of the schematic model in Figure 3.1d.
While thermalization by carrier-carrier scattering does not lead to a change in the total energy of
the carrier distribution, the peak of the hole distribution still shifts toward the VB maximum by
thermalization to a Fermi-Dirac distribution. A slight asymmetry is observed in the feature at 60-80
fs (Figure 3.3c), which could be an indication of the formation of a Fermi-Dirac distribution, but
the peak is still fit well by a broad Voigt distribution. In the 700-800 fs time slice in Figure 3.3d, the
hole feature is blue shifted further to the VB maximum at 39.8 eV and the overall amplitude of the
peak is decreased. This 700-800 fs time slice is interpreted in accordance with the rightmost panel
of Figure 3.1d. The blue shift toward the VB maximum represents near-complete cooling of the
holes and the decay of the integrated area of the signal is caused by partial loss of hole population
due to electron-hole recombination.

To map the full evolution of the hole distribution, the Voigt fitting procedure of the 4𝑑5/2 →
VB peak is repeated for each time delay within the lifetime of the hole population and the extracted
Voigt center energies are plotted as a function of delay time in Figure 3e. This allows us to trace the
entire hole relaxation process using a single time-dependent parameter. The observed hole energy
distribution dynamics can be described by a biexponential energy shift with a fast time constant
(𝜏𝑠ℎ𝑖 𝑓 𝑡1 = 15 ± 5 fs) and a slower component (𝜏𝑠ℎ𝑖 𝑓 𝑡2 = 380 ± 90 fs). A monoexponential fit was
also attempted, but did not result in a good agreement with our data (see Figure 3.10). The initial
energy redistribution timescale (𝜏𝑠ℎ𝑖 𝑓 𝑡1 = 15 ± 5 fs) from the biexponential fit is very similar to
the <20 fs time constant measured by Nie et al in MoS2 for carrier-carrier scattering using optical
transient absorption spectroscopy [110]. In the experiment by Nie et al, the hole and electron
dynamics are not distinguished and the optical spectrum is blind to the distinct energy distributions
of the carriers. However, the <20 fs time constant is assigned to thermalization by carrier-carrier
scattering, which is supported by ab initio calculations. In our experiment, the 𝜏𝑠ℎ𝑖 𝑓 𝑡1 = 15 ± 5
fs measured in the peak of the carrier-specific hole distribution energy in 2H-MoTe2 is assigned
to a similar thermalization step via hole carrier-carrier scattering, as schematically represented
in Figure 3.1d (left to middle panels). This assignment is consistent with a recent calculation
of carrier-carrier scattering in monolayer 2H-MoTe2 at similar carrier densities (per layer), which
predicts a thermalization time of sub-20 fs [112]. This is also consistent with carrier-carrier
thermalization timescales measured in other semiconductors including lead iodide perovskite [109]
and other layered materials including graphite [113]. Additionally, intra- or intervalley scattering
processes involving carrier-phonon interactions may also contribute. An intervalley scattering
time of 70 fs was measured, for example, in another TMDC semiconductor, WSe2, via ultrafast
angle-resolved photoemission spectroscopy at similar excitation fluences [114]. However, the hole
distribution in 2H-MoTe2 measured here does not reach the global maximum of the VB, which is
localized at the point (Figure 3.1b), until after the slower time constant of 𝜏𝑠ℎ𝑖 𝑓 𝑡2 = 380 ± 90 fs.
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Figure 3.4: The solid black line is the experimental transient absorption data at a time delay of 0-10
fs. The colored solid lines are the manually decomposed contributions from the state-filling (SF),
broadening, and bandgap renormalization (BGR). The total sum of the decomposed contributions
is shown as the solid purple line.

The hole distribution energy then remains constant near the VB maximum over the remaining hole
population lifetime of 𝜏𝑝𝑜𝑝 = 1.5±0.1 ps. The slower hole redistribution time of 𝜏𝑠ℎ𝑖 𝑓 𝑡2 = 380±90
fs is therefore assigned to hole-phonon cooling via intra- or intervalley scattering in the VB to
the point, allowing the carriers and lattice to come into thermal equilibrium before electron-hole
recombination takes place.

3.2.4 Spectral Decomposition of Conduction Band Transients
We now discuss the derivative feature in the transient spectra near the onset of the Te 4𝑑5/2 → CB
absorption (~40.7 eV). Several effects contribute to this feature including bandgap renormalization
(BGR) and state-filling by the electrons in the CB (illustrated in Figure 3.1d), excited-state broad-
ening, and local modifications to the structural environment due to phonon excitations [9, 98, 103].
In Figure 3.4, the Te window OD spectrum in the time slice immediately following photoexcitation
(0-10 fs) is plotted along with a manual decomposition of the broadening, BGR, and state-filling
contributions in this energy window (further details in Appendix). The decomposition is performed
using a similar procedure to that used by Zürch et al. on germanium [9].

The BGR and broadening contributions are calculated starting from the measured static XUV
absorption spectrum by applying a linear energy shift and convolving the spectrum with a Gaussian
filter, respectively. The state-filling effects are modeled by Voigt functions with a positive (negative)
ΔOD sign for holes (electrons) and by taking into account the known spin-orbit splitting of the
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Te 4𝑑5/2 and Te 4𝑑3/2 core levels. The unknown parameters of the shift, broadening, and state-
filling contributions are manually adjusted to find a qualitative match with the spectrum in Figure
3.4. The resulting decomposition shows that the Te 4𝑑5/2 → VB hole signal is clearly isolated
from the other transient effects, which makes the interpretation of this feature straightforward (as
exploited in the previous section). The situation is less straightforward for the electron signal
(state-filling: Te 4𝑑5/2 → CB), which overlaps with the Te 4𝑑3/2 → VB hole signal and the BGR
and broadening contributions of the Te 4𝑑5/2 → CB edge. Nonetheless, the negative ΔOD signal
contribution is dominated by the Te 4𝑑5/2 → CB electron signal. Therefore, we now analyze the
time-dependent ΔOD observed near these energies (40.65 to 40.9 eV) in terms of the decay in this
electron state-filling contribution and the overlapping evolution of the broadening and BGR related
to recombination.

3.2.5 Electron Population Dynamics and Recombination-Induced Lattice
Heating

In Figure 3.5a, the integrated differential absorption amplitude at energies near the onset of the Te
4𝑑5/2 → CB edge (40.65 to 40.9 eV, marked as blue shaded region in Figure 3.2d) is plotted as a
function of delay time. The initial decrease in absorption at 𝑡 = 0 is followed by a slow increase,
leading to an overall positive differential absorption after ~2 ps. The slowly evolving increase
is fit to a single exponential growth and a time-constant of 1.6 ± 0.1 ps is extracted. This time
constant matches well with the decay of the hole signal shown in Figure 3.3a. Two overlapping
effects can contribute to the increase in absorption between 40.6 to 40.9 eV, both of which are
caused by electron-hole recombination. The first is the electron kinetics in the CB. As illustrated
schematically in Figure 3.1d and demonstrated by the spectral decomposition in Figure 3.4, the
initial state-filling effect in the CB leads to a decrease in absorption at these energies immediately
following photoexcitation. When electron-hole recombination occurs, this causes the re-opening
of these states with a corresponding increase in the Te 4𝑑5/2 → CB absorption. Second, non-
radiative electron-hole recombination leads to a concomitant increase in the lattice thermal energy.
Structural modifications caused by lattice heat can lead to a corresponding increase in the 4𝑑5/2
core-level transitions at energies just below the CB minimum due to shifting and broadening effects
[98, 115]. This is evidenced by the increase in differential absorption at these photon energies
in a continuously heated sample compared to the room temperature sample (details in Appendix
Figure 3.8). Since both of these recombination-induced effects can lead to the observed increase
in the XUV absorption at 40.65-40.9 eV, we assign this time-dependent increase as a signature of
the electron population decay and corresponding non-radiative lattice heating.

3.2.6 Coherent Lattice Displacement Dynamics
Superimposed on the slowly-varying ΔOD signal described in the previous section, high-frequency
oscillations in ΔOD are evident near the derivative feature. In Figure 3.5b, the ΔOD at XUV
energies where the largest-amplitude oscillations are observed (40.45 – 40.65 eV, marked as orange
shaded region in Figure 3.2c) is plotted as a function of delay time. The inset in Figure 3.5b shows
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the high-frequency oscillations at 40.45 – 40.65 eV after subtraction of the slowly varying signal. In
Figure 3.5c, the Fourier transform (FT) spectrum of the time-domain oscillations in the Figure 3.5b
inset is plotted, showing the presence of two clear vibrational frequencies at 169 cm−1 (5.1 THz)
and 122 cm−1 (3.7 THz). These frequencies match closely to the A1𝑔 out-of-plane and E1𝑔 in-plane
optical phonon modes of 2H-MoTe2, respectively, as observed by Raman scattering (Figure 3.6)
[116]. The phonon motions associated with these modes are shown schematically in Figure 5c.

From the FT spectrum in Figure 3.5c, the amplitude of the coherent oscillations in the XUV
spectra is dominated by the A1𝑔 mode, which is similar to the observation of coherent phonons
through transient optical transmission measurements in MoS2 and WSe2 [117, 118]. We note
that the E1

2𝑔 mode is not observed in the FT spectrum at the characteristic frequency seen in the
Raman spectrum (232 cm−1), however, there may be evidence for a small contribution by this mode,
which we describe in the Appendix (Figure 3.11). Also, while the largest-amplitude oscillations
are observed near the Te 4𝑑5/2 → CB edge (40.45-40.65 eV), oscillations at the dominant A1𝑔
frequency are also seen in other spectral regions, including near the hole signal in the Te window
and near the Mo edge (see Figure 3.12). Focusing on the 40.45-40.65 eV region, the oscillating
signal plotted in the inset of Figure 3.5b can be fit (blue line) using the following function:

ΔOD(𝑡) = 𝛼1 cos(2𝜋𝑡𝜔1 + 𝜙1) + 𝛼2 cos(2𝜋𝑡𝜔2 + 𝜙2),
where 𝛼𝑛, 𝜔𝑛, and 𝜙𝑛 correspond to the amplitude, frequency, and phase of the nth vibrational
component. The fitted frequencies are 𝜔1 = 5.08 ± 0.01 THz and 𝜔2 = 3.69 ± 0.02 THz, in
agreement with what we observe in the FT spectrum in Figure 5c, and the fitted phases are
𝜙1 = 0.95 ± 0.07 and 𝜙2 = 0.1 ± 0.2.

There are two possible mechanisms for the observed coherent phonon generation when the
optical pump pulse is resonant with the electronic excitations of the material. First, the electronic
excitation can lead to a direct change in the charge density of the electronic excited state and
drive the nuclei to the new minimum of the potential energy surface. This mechanism is referred
to as “displacive excitation of coherent phonons” (DECP) [119]. On the other hand, the optical
pump pulse can couple the ground-state electronic wavefunction to the potential energy surfaces of
electronic excited states through resonant impulsive stimulated Raman scattering (ISRS), resulting
in a force driving coherent vibrations of the lattice [120]. As mentioned by Trovatello et al. [121],
a consensus as to the dominant mechanism in the absorptive regime has not been established in
the literature. Both mechanisms can produce displacive coherent phonons with cosine phases of
0 or 𝜋 [122, 123]. For this reason, the Raman scattering mechanism is also termed “transient
stimulated Raman scattering” (TSRS) in the absorptive regime, to account for the possibility of
inducing a displacive force by this mechanism [122]. However, while the DECP mechanism favors
coherent phonon excitations of totally symmetric modes (A1𝑔) [119, 124], the Raman scattering
mechanism allows excitation of all Raman-active modes. Therefore, the excitation of both A1𝑔
and E1𝑔 modes (Figure 3.5c) indicates that TSRS contributes to the coherent phonon excitation
in 2H-MoTe2. Regardless of the mechanism, the force induced by interaction with the ultrashort
resonant excitation pulse in 2H-MoTe2 is clearly displacive, as determined by the extracted phases
(𝜙1 = 0.95 ± 0.07 and 𝜙2 = 0.1 ± 0.2). With this information, our aim is to extract the real-space
lattice displacement involved.
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Figure 3.5: (a) The time evolution of the integrated ΔOD at photon energies just above the Te
4𝑑5/2 → CB edge (40.65-40.9 eV). This energy range is indicated by the blue shaded region in
Figure 3.2c. The grey line is the experimental data and the black line is a 7-point rolling average
over delay time. The blue line is a single exponential fit to the data with a time constant of 1.6±0.1
ps. (b) Time evolution of the ΔOD just below the onset of the Te 4𝑑5/2 → CB edge (40.45-40.65
eV). This energy range is indicated by the orange shaded region in Figure 3.2c. The grey solid line
is the experimental absorption data and the black line shows a 7-point rolling average (smoothed)
over delay time. The inset shows a cosine fit to the smoothed data as described in the text (c)
The Fourier transform (FT) spectrum of the time-dependent ΔOD signal in (b) is shown as a solid
blue line, revealing peaks at 169 cm−1 (5.1 THz) and 122 cm−1 (3.7 THz). The orange line is
the FT spectrum of the time-dependent ΔOD integrated over 31-32 eV (i.e. where no transient
absorption signal is observed) to illustrate the noise floor. The inset shows a schematic of the
displacive excitation mechanism, as described in the text. (d) The upper panel shows the simulated
displacement-induced change in the XUV spectrum calculated by OCEAN for each A1𝑔 distortion
direction. The bottom panel shows the experimental ΔOD data at a time slices of 180 fs and 300
fs, respectively, demonstrating the uniform increase/decrease of the absorption near these energies
at the two extremes of the coherent oscillation.
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To understand the XUV ΔOD oscillations in terms of real-space lattice displacements, we first
calculate distorted 2H-MoTe2 structures along the dominant A1𝑔 displacement coordinate. This is
achieved by displacing each atom 𝑖, with mass 𝑚𝑖 located at 𝑟𝑖 in the MoTe2 unit cell by a distance
Δ𝑟𝑖 along the real part of the eigenvector 𝑒, corresponding to the dominant A1𝑔 vibration mode
(𝑞 = Γ), computed as Δ𝑟𝑖 = 𝛼/

√
𝑚𝑖Re[𝑒 · exp(𝑞 · 𝑟𝑖)]. The amplitude of the displacement, 𝛼, is

chosen such that the maximum real-space displacement of any atom in the simulation cell is less
than 0.3 Å. Next, Bethe-Salpeter equation calculations of the A1𝑔-distortion-dependent Te 4𝑑 →
CB transitions are performed using the OCEAN (Obtaining Core-level Excitations using ab initio
methods and the NIST BSE solver) software package [125, 126]. The results are plotted in Figure
3.5d (upper panel). The calculations reveal that the XUV absorption amplitude at the 4𝑑5/2 →
CB onset reaches a maximum when the Te atoms are moved outwardly in the direction away from
the plane of Mo atoms. In the opposite direction, corresponding to the Te atoms moving inwardly
toward the plane of Mo atoms, the XUV absorption amplitude decreases and slightly blue shifts
near the Te 4𝑑5/2 →CB onset. This uniform decrease/increase over the 4𝑑5/2 →CB spectral region
qualitatively matches the observed ΔOD oscillations in the experiment, as shown in the bottom
panel of Figure 3.5d. From the phase of the A1𝑔 oscillation (𝜋) extracted from the experimental
data in Figure 5b, the displacement at 𝑡 = 0 begins with increasing absorption near the 4𝑑5/2 → CB
onset. This shows that photoexcitation leads to a displacement along the A1𝑔 mode in the outward
direction. This ultrafast lattice expansion along the specific A1𝑔 phonon mode in the excited state
provides a key experimental benchmark for understanding how light-induced changes in electronic
structure can drive non-thermal structural changes in layered materials.

3.3 Conclusions
In a single optical pump, XUV transient absorption probe experiment, we simultaneously uncover
the detailed dynamics of intraband hole relaxation, electron-hole recombination, and excited-state
coherent lattice displacement in 2H-MoTe2. In contrast to optical transient absorption spectroscopy
where the signals correspond to convolutions of electrons and holes at various energies within the
VB and CB, here we directly map the time evolution of the hole energy distribution specifically in
the VB. Taking advantage of the straightforward, one-particle interpretation of the N-edge core-
level absorption, especially through the Te XUV edge, the intraband hole relaxation timescales
are separated from the interband electron-hole recombination. The holes are found to redistribute
within the VB on two distinct timescales of 15 ± 5 fs and 380 ± 90 fs. The former time constant
is assigned to a thermalization process by carrier-carrier scattering, which leads to a shift in the
peak of the hole energies closer toward the VB maximum. The slower hole redistribution time
constant of 380 ± 90 fs is assigned to carrier-phonon cooling by intra- or intervalley scattering to
the VB maximum, which is localized at the critical point. These dynamics provide key insight
regarding energy loss mechanisms following above bandgap excitation of 2H-MoTe2 thin films,
which is important for designing next-generation photovoltaic or other optoelectronic devices using
this layered semiconductor nanomaterial.

The present work furthermore reveals light-induced coherent lattice displacement dynamics
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Figure 3.6: Raman Spectrum of 2H-MoTe2 samples

along the out-of-plane A1𝑔 and the in-plane E1𝑔 phonon coordinates of 2H-MoTe2. These structural
dynamics show that the A1𝑔 mode in particular is strongly coupled to the electronic excitation. The
strong electron-phonon coupling in this out-of-plane mode leads to a new equilibrium structure in
the excited state reached by expansion of the Te atoms away from the Mo plane. By extracting the
real-space displacement of the 2H-MoTe2 lattice following optical excitation, the measurements
presented here provide a benchmark for understanding how structural changes in these materials
are coupled to excited-state electronic structure. Our findings and experimental approach will be
of benefit to the larger community that has a growing interest in light-induced lattice displacements
in layered materials for applications toward optically controlled phase transitions [90, 92].

3.A Appendix

3.A.1 Sample preparation.
The MoTe2 thin film was synthesized by tellurizing a Mo film at 700 ◦C for 2 hours in a tube furnace
directly on a 30 nm thick, 3 × 3 mm square Si3N4 window. The Mo film was first deposited onto
the Si3N4 window by sputtering previous to the reaction with Te powders. The synthesized MoTe2
film was characterized by Raman spectroscopy and X-ray photoelectron spectroscopy (XPS). The
Raman spectrum in the Figure 3.6 shows several modes including E1𝑔, A1𝑔, E1

2𝑔, indicating that
the MoTe2 film forms the 2H phase. Figure 3.7 shows the XPS spectrum of the 2H-MoTe2 sample
studied in this work. The relative peak spacing gives the spin-orbit splitting of the 4𝑑5/2 and the
4𝑑3/2 core levels of 1.5 eV. The detailed sample preparation and characterization can be found in
Ref. [79]. Note that the synthesized MoTe2 is a large area and continuous polycrystalline thin film.
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Figure 3.7: XPS spectrum of 2H-MoTe2 near the Te 4d binding energies. The binding energies of
the 4𝑑5/2 and 4𝑑3/2 core levels are spin-orbit split by 1.5 eV.

3.A.2 Experimental methods
The detailed experimental methods are described in Chapter 2. In the XUV transient absorption
experiment, compressed broadband laser pulses spanning 500-1000 nm were split into the probe
and pump arm by a broadband beam splitter with 9:1 intensity ratio. The laser repetition rate was
reduced to 100 Hz by a mechanical chopper to prevent sample damage. With dispersion scan [47],
the pulse duration of the pump and the probe were characterized to be below 5 fs. The laser beam
in the probe arm was focused into a 4 mm long cell filled with Kr to generate broadband XUV
light. The driving field in the probe arm was filtered by a 100 nm thick Al filter and the XUV light
subsequently focused into the sample chamber by an Au coated toroidal mirror in a 2f-2f geometry.
The pump light was optically delayed and recombined with the probe by an annular mirror with
a hole at 45 degree with respect to the mirror surface. To eliminate time delay drift, a transient
absorption measurement on Ar 3𝑠3𝑝6𝑛𝑝 autoionizing states was run after each time-delay scan on
the MoTe2 sample [10].

3.A.3 OCEAN and density functional theory calculations
Density functional theory (DFT) with the projector augmented wave (PAW) method [127] imple-
mented in the Vienna ab initio Simulation Package (VASP) [128, 129] was used to compute the
ground-state density of states for bulk MoTe2 crystals. Exchange and correlation effects are calcu-
lated using the Perdew-Burke-Ernzerhof form of generalized gradient approximation [130]. Wave
functions are constructed using a plane wave basis set with components up to kinetic energy of 400
eV and the reciprocal space is sampled using a 3 × 3 × 3 Gamma-centered mesh with a 0.05 eV
Gaussian smearing of orbital occupancies. DFT simulations of lateral interfaces were performed
on a bilayer MoTe2 supercell containing 216 atoms, measuring 21.09× 21.09× 13.97 Å3 along the
𝑎-, 𝑏- and 𝑐-directions. Calculations were performed till each self-consistency cycle is converged
in energy to within 10−7 eV/atom and forces on ions are under 10−4 eV/Å.

The calculation of core-level absorption spectra at the Te M4,5 edge was accomplished with
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DFT and Bethe-Salpeter equation (BSE) calculations using Quantum ESPRESSO and the OCEAN
software package [125, 126, 131, 132]. The DFT-BSE calculation was conducted using norm-
conserving scalar-relativistic Perdew-Burke-Ernzerhof pseudopotentials with nonlinear core cor-
rection under generalized gradient approximation and a 6× 6× 1 k-point meshgrid [130, 133–135].
In the calculation, the number of bands is set to 40 and the dielectric constant is set to 12.9.
Convergence was achieved with an energy cutoff of 80 Ryd and cutoff radius of 4 Bohr.

3.A.4 Excited carrier density
The carrier density is determined by estimating the total photon absorption per pump excitation
pulse, assuming each absorbed photon produces one excited electron-hole pair. In the measurements
presented here, the pulse energy is 1.2 𝜇J and the spot size of the pump pulse at the sample is 190
𝜇m. We use the equations described in chapters 4(119) and 4(120) in Ref [136], which take into
account the complex refractive indices of air, the 2H-MoTe2 sample (50 nm thick), and the Si3N4
substrate (30 nm thick) to calculate the percent absorption, reflection, and transmission. This gives
a total percent absorption of the incoming excitation light of 26.5% in 2H-MoTe2 before taking into
account the saturable absorber effect. In the next step, a correction due to the saturable absorber
effect is calculated using:

𝛼 = 𝛼0/(1 + 𝐼/𝐼𝑠),
where 𝛼 and 𝛼0 are the absorption coefficients with and without the saturable absorber effect,
respectively. 𝐼 is the peak intensity used in the experiment and 𝐼𝑠 is the saturation peak intensity.
With 𝐼 = 1700 GW/cm2 and 𝐼𝑠 = 217 GW/cm2 [137], we find 𝛼/𝛼0 = 0.113, which gives a final
absorption percent of 26.5%. The carrier density is therefore estimated to be 1.02 × 1020 cm−3.
Considering 2H-MoTe2 has a unit cell volume of 1.7395416×10−22 cm3, with 18 valence electrons
per unit cell, the total valence electron density is 1.034755 × 1023 cm−3. This gives the excitation
percent in the present experiment of 0.1%.

3.A.5 Comparison of residual heat signal at 1 kHz and 100 Hz with the
transient spectrum at 4-5 ps

As discussed briefly in experimental methods section above, the repetition rate of the laser is
reduced to 100 Hz in the data presented in this main text in order to allow the photoexcited sample
to recover close to room temperature conditions between every laser pulse (10 ms separation).
Without the chopper, the 1 ms temporal spacing between the 1 kHz pulses at 1 kHz is not sufficient
to allow lateral cooling of the sample to the sample holder. In this 1 kHz mode, the heat deposited
from each laser pulse therefore accumulates in the sample [9]. From previous analysis of this
heat deposition effect in germanium thin films of similar thickness and thermal conductivity [9],
it was found that a thermal equilibrium is reached after only a few laser pulses. Therefore, the
two datasets shown in Figure 3.8 labeled in the legend as “heat”, which are collected by averaging
32 cycles of 1,000 pulse integrations at negative time delays, is a measurement of the differential
absorption between this thermally equilibrated sample at an elevated temperature versus the room
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Figure 3.8: Transient spectrum in the long delay time limit compared to residual heat signal. The
purple and red lines are differential absorption spectra averaged over negative time delays of -1
to -0.5 ps, taken on the same sample, but with different repetition rates of 100 Hz and 1 kHz,
respectively. As discussed in Sec. 3.A.5, the negative-time-delay spectrum represents the residual
changes in XUV absorption persisting from the previous pump pulse excitation (delay of 10 ms
and 1 ms for 100 Hz and 1 kHz repetition rates, respectively). The residual change is due to heat
that has not been sufficiently conducted away from the sample before the next pulse arrives and
therefore the purple/red lines represent the difference between the XUV spectrum of this residually
heated sample and the spectrum in the absence of heating (pump beam blocked). The residual heat
signal is significantly reduced at 100 Hz. The blue line is the normalized differential absorption
spectrum averaged over time delays of 4-5 ps from the data in Fig. 3.2(a) (100 Hz, 8 mJ/cm2)

temperature sample in the absence of the pump. Comparison between the negative-time-delay
spectrum at 100 Hz repetition rate versus the 1 kHz experiment shows the significant reduction in
heat accumulated in the sample due to the 10 ms delay between pulses at 100 Hz. Comparison of
the purely heat-induced change in the XUV absorption at 1 kHz (shown as the red line in Figure
3.8) and the transient spectrum at 4-5 ps (blue line) indicates that the carrier relaxation process is
completed by 4-5 ps and the remaining signal after this delay time is characterized dominantly by
heat-induced effects. Therefore, any contribution of long-lived hole traps in the carrier relaxation
process observed here must be minimal and is below our detection limit.

3.A.6 Mo edge hole population dynamics
In Figure 3.9a, differential absorption lineouts averaged over early time delays (10-50 fs) and later
time delays (2.5-3 ps) are plotted. These lineouts are identical to the lineouts in Figure 3.2d, except
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now the plot range is expanded to show both Mo and Te windows from 33-42 eV. Signatures of
the photoexcited holes at early time delays are observed via Mo 4𝑝3/2 →VB transitions near 35 eV
and via Te 4𝑑5/2 →VB transitions near 39.6 eV. Due to the sharp XUV absorption edge observed
in the Te window, there is a clear separation of the Te 4𝑑5/2 →VB absorption compared to the Te
4𝑑5/2 →CB onset. The situation is different in the Mo window where the broad onset of the Mo
N edge leads to overlapping Mo 4𝑝3/2 →VB and Mo 4𝑝3/2 →CB signals. For this reason, we
focus primarily on the Te 4𝑑 core-level absorption to report on the carrier and structural dynamics
in Results and Discussion (i.e. hole relaxation extracted in Figure 3.3a). However, the population
dynamics of the photoexcited holes can be independently extracted using both the Mo and Te
elements as reporter atoms. In Figure 3.9b, the hole population measured via the integrated Mo
4𝑝3/2 →VB signal near the Mo 4𝑝3/2 →VB maximum (35.1-35.3 eV) is plotted as a function of
delay time. A time constant of 𝜏𝑝𝑜𝑝 = 1.4± 0.1 ps is extracted, which matches the measurement in
the Te window (Figure 3.3a) within the error bars.

3.A.7 Comparison of monoexponential and biexponential fits to the
time-dependent energy shift of the Te 4𝑑5/2 →VB hole signal

As discussed in Sec. 3.2.3, the time-dependent energy distribution of the holes is extracted via
a Voigt fit to the 4𝑑5/2 →VB peak at each time delay within the hole population lifetime. The
extracted center energies are plotted in Figure 3.10 with the blue line in the left panel corresponding
to a biexponential fit to the shifting energy, as shown in Figure 3.3e. In the right panel of Figure
3.10, the time evolution of the hole distribution is fit to a monoexponential function, shown as the
red line. The insets of both panels show an expanded view of the early time delays up to 200 fs.
The poor fit in the right panel, especially at early time delays shown in the inset, indicates that the
monoexponential function is not sufficient to describe the data. A correct fit is achieved at using
the biexponential function in the left panel.

3.A.8 Decomposition of transient spectrum (0-10 fs)
In Figure 3.4, a lineout of the ΔOD spectrum near the Te N4 edge averaged over delay times of 0-10
fs is plotted along with a manual decomposition of broadening, band-gap renormalization (BGR),
and state-filling contributions. The decomposition is determined using the following procedure.
First, state-filling (SF) by the new Te 4𝑑5/2 →VB hole transitions is manually fit to a Voigt function.
The Te 4𝑑3/2 →VB hole contribution is then produced by blue-shifting the 4𝑑5/2 →VB peak by
the known 1.5 eV spin-orbit splitting and by scaling down the area by the 3:2 ratio for 𝑑5/2:𝑑3/2
core-hole state degeneracies. The 4𝑑5/2 →CB SF contribution (negative differential absorption)
from the electrons is assumed to have the same integrated area as the 4𝑑5/2 →VB peak (i.e. same
number of photoexcited electrons as holes) and the width of the Gaussian and center energy of the
Voigt function are adjustable. The blue line shows the broadening and BGR contributions, which
are manually produced by red-shifting and broadening the experimental static absorption spectrum,
iterating with the adjustable parameters of the 4𝑑5/2 →CB electrons contribution, until the total
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Figure 3.9: Hole population dynamics measured in the Mo window. (a) Differential absorption
lineouts averaged over 10-50 fs and 2.5-3 ps. Signatures of the photoexcited holes are observed in
both the Mo window and the Te window. (b) Hole population dynamics measured as the integrated
OD amplitude in the Mo window at 35.0 -35.2 eV as a function of time delay. The grey solid line
is the experimental absorption data and the black solid line is a rolling average over 7 delay points.
A single exponential decay is fit to the data (blue solid line) with a time constant of 1.4 ± 0.1 ps.
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Figure 3.10: Temporal evolution of the hole distribution energy and fit to a biexponential function
(left) and monoexponential function (right). The left panel is the same as in Figure 3.3e with the
addition of an inset showing an expanded view of the early time delays up to 200 fs. An expanded
view of these early time delays is also shown in the right panel with the monoexponential fit. The
poor fit at early time delays using the monoexponential function indicates that an additional decay
component needs to be taken into account.

simulation matches the experimental transient absorption. The resulting red shift used to simulate
the BGR is 9 meV and the broadening is achieved with a Gaussian filter of 𝜎 = 0.1 eV.

3.A.9 Possible coherent phonon motion in the E1
2𝑔 mode

As noted in Sec. 3.2.6, the E1
2𝑔 mode is not observed at the expected frequency (~232 cm−1) in

the FT spectrum of the coherent spectral oscillations near the Te 4𝑑5/2 →CB edge. One potential
reason for this is that the motion along this mode could lead to an energy shift in the XUV spectrum
in the same direction for each turning point of the vibrational motion (i.e. at and 2 phases). This
possibility is justified by OCEAN calculations of the XUV absorption spectrum of the distorted
structures along the E1

2𝑔 coordinate, shown in Figure 3.11a. At both extremes of the E1
2𝑔 distortion,

the XUV absorption spectrum displays the same shift relative to the equilibrium structure. This
may lead to an oscillation in the XUV spectrum at double the frequency of the E1

2𝑔 phonon. As
seen in Figure 3.11b, which shows the extension of the Fourier Transform (FT) spectrum in Figure
3.5c out to 500 cm−1, an additional peak is observed near ~460 cm−1, which is close to double
the frequency of the E1

2𝑔 mode. However, this peak is near the noise level of the measurement
and we feel that this does not provide conclusive evidence that the E1

2𝑔 mode is coherently excited.
Therefore, we do not make this assignment in the present work and do not include it in our model
in Sec. 3.2.6.
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Figure 3.11: (a) The simulated displacement-induced change in the XUV spectrum calculated by
OCEAN for each E1

2𝑔 distortion direction, compared to the OCEAN-simulated XUV spectrum of
the equilibrium structure. (b) The extended FT spectrum plotted in Fig. 5c, out to 500 cm−1. A
peak is observed near ~460 cm−1, which is nearly double the expected frequency of the E1

2𝑔 mode
(232 cm−1).

3.A.10 Coherent phonon motion observed in “hole” signal and in Mo
window

In Figure 3.12a, the false-color map of ΔOD from Figure 3.2a is reproduced. Thin grey lines are
drawn at two energy regions, labeled (I): 35.7-36.1 eV and (II):39.7-39.9 eV. Energy (I) represents
the energy region near the Mo 4𝑝3/2 →CB edge and energy (II) represents the energy region near
the Te 4𝑑5/2 →VB maximum. Time-domain oscillations are observed at both energy regions (I)
and (II), similar to those seen near the Te 4𝑑5/2 →CB minimum, which is described in detail in
Sec. 3.2.6. In Figure 3.12b-c, Fourier transform (FT) spectra of the ΔOD oscillations at energies
(I) and (II) are shown, respectively. Both FT spectra show the presence of a vibrational frequency
at 167 cm−1, which matches the 169 cm−1 A1𝑔 mode observed at the Te 4𝑑5/2 →CB edge in Figure
3.5b. This indicates that the dominant A1𝑔 coherent motion launched upon photoexcitation affects
multiple regions of the XUV spectrum and is not specific to the Te 4𝑑5/2 →CB edge.
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Figure 3.12: (a) XUV transient absorption false-color plot reproduced from Figure 3.2a. Vertical
grey lines are drawn, labeled (I) and (II), which indicate the energies at which time-domain lineouts
are taken. (b),(c) Fourier transform spectra of the time-domain lineouts taken at energy range
(I):35.7-36.1 eV and (II):39.7-39.9eV. Energy (I) is taken at the onset of the Mo 4𝑝3/2 →CB edge
and energy range (II) is taken at the Te 4𝑑5/2 →VB maximum (hole signal). Both FT spectra at
these two energy regions show a peak at 167 cm−1, consistent with the A1𝑔 phonon mode.
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Chapter 4

Dynamics of Core-Excitons and Free
Carriers in Bulk WS21

4.1 Introduction
Studying the dynamics of elementary excitations in semiconductors such as photoexcited carriers,
phonons, and excitons has been crucial to the success of electronic devices [108, 139]. While
most measurements on the photophysical and photochemical properties of semiconductors are
performed within the optical domain, core-level transient absorption (TA) and transient reflectivity
spectroscopy have recently been utilized to investigate carrier dynamics in semiconductors and
two-dimensional materials [9, 28, 29, 76, 98, 99, 140, 141] and the decay of core-excitons in
insulators [31–33]. Core-level TA spectroscopy in semiconductors typically consists of an optical
pulse to excite the carriers in the sample and an extreme ultraviolet (XUV) or X-ray pulse to record
the changes in the core-level absorption spectra. In many semiconductors, the core-level absorption
spectra can be mapped onto the conduction band (CB) density of states (DOS) due to significant
dielectric screening [142], and the core-level TA spectra directly reflects the carrier distributions
as a function of energy, thereby providing real-time tracking of carrier dynamics [9, 76, 98, 99].

In contrast, the core-level absorption spectra of many insulators, in particular ionic solids with
poor dielectric screening, exhibit sharp peaks below the onset of core-to-CB edges [143–153].
These discrete transitions are termed “core-excitons”, which are formed by the Coulomb attraction
between the excited electron and the core hole [145, 147]. The electron-hole binding results
in longer lifetimes of the core-excitons compared to the typical <1 fs decay time of core-to-CB
transitions [148, 154]. The observation of the decay of core-excitons is enabled through attosecond
transient absorption spectroscopy in the extreme ultraviolet, a core-level TA spectroscopy utilizing
sub-femtosecond XUV pulses in combination with <5 fs long optical pulses. As opposed to the
typical attosecond TA measurement in semiconductors where the XUV pulse probes the valence

1The content and figures of this chapter are adapted or reprinted with permission from Ref. H.-T. Chang
et al., “Coupled Valence Carrier and Core-Exciton Dynamics in WS2 Probed by Attosecond Transient Absorption
Spectroscopy”, ArXiv Prepr., 2103.09965 (2021).
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electronic state after optical excitation [28], experiments to probe core-exciton states use the sub-
femtosecond XUV pulse to excite the core-excitons and the core-exciton transition dipoles are
subsequently perturbed with the optical pulse [31–33]. Due to the large band gap in insulators,
which exceeds the photon energy of available visible and ultraviolet light pulses, the observation
of the effect of carrier dynamics on a core-excitonic system via core-level TA spectroscopy has
not been achieved and the effect of valence electron-hole pairs on core-exciton transitions and their
dynamics remains elusive.

In this work, we report the observation of core-exciton transitions within the W N6,7 edge (32-37
eV) of WS2 and the nearby W O3 edge (37-45 eV), a smooth core-level absorption edge consisting
of core-to-CB transitions that can be understood within the single-particle mean field picture. The
proximity of the two different types of core-level absorption edges presents an excellent opportunity
in simultaneously observing the dynamics of carriers in the valence shell and their influence on the
dynamics of core-excitons. A single experiment thus probes the carriers at the W O3 edge and the
discrete core-exciton transitions at the W N6,7 edge. Tungsten disulfide is a Group VI transition
metal dichalcogenide and a semiconducting two-dimensional (2D) layered material. In its mono-
and bilayer form, the electronic structure and photophysics of WS2 have been extensively studied
for potential applications in optoelectronics, 2D valleytronics and spintronics [155–167]. Recently,
interlayer charge transfer excitations and novel elementary excitations such as moiré excitons were
observed in heterostructures containing WS2 layers [168–171].

Here, by conducting attosecond core-level transient absorption spectroscopy in the XUV on
WS2 thin films, picosecond hole relaxation and carrier recombination times are obtained from the
core-level TA spectra at the W O3 edge. A ∼ 10 fs coherence lifetime of core-excitons at the W N6,7
edge is also measured. In contrast to the attosecond TA studies on insulators where the observed
dynamics are dominated by coupling of core-exciton states with the optical field [31–33], here the
core-exciton lineshape is primarily influenced by the change of electronic screening and band filling
due to carriers excited by the optical pulse. The optical-XUV transient absorption study at the W
O3 and N6,7 edges provides a prototypical example for measuring the carrier-induced modification
of core-excitons and paves the way for exploring carrier dynamics in 2D heterostructures and
superlattices involving transition metal dichalcogenides, where the element specificity of core-
level TA spectroscopy can be employed to enable layer-selective probing of photophysical and
photochemical phenomena.

4.2 Experimental Scheme
The details of sample preparation and the scheme of the attosecond TA spectroscopy experiment are
provided in Appendix 4.A and 4.B, respectively. In brief, 40 nm thick WS2 films were synthesized
on 30 nm thick silicon nitride windows by atomic layer deposition (ALD) of WO3 thin films and
subsequent sulfurization with H2S [172]. In the attosecond TA experiments, the samples were
irradiated with a broadband optical pulse (500-1000 nm) with nominal duration of 4 fs and a
time-delayed broadband XUV pulse (30-50 eV) produced by high harmonic generation using a near
single cycle optical pulse in a Kr gas jet.
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4.3 Results and Discussion
The core-level absorption spectrum of the 40 nm thick WS2 film is displayed in Fig. 4.1(a) (red
line). The static spectrum below 37 eV (marked with dashed cyan line) exhibits four distinct peaks
labeled as A-D. Peaks A and B occur on top of the absorption edges between 33 eV and 34 eV.
Peak C exhibits a Fano-type asymmetric lineshape at approximately 35.5 eV with fine structure
peak D occurring at approximately 36.6 eV [173]. A smooth absorption feature extends from
38.5 eV to beyond 45 eV. By comparing the measured spectrum with the calculated imaginary
part of the dielectric function using all-electron full-potential linearized augmented plane wave
(FP-LAPW) method (Appendix 4.C) with random phase approximation [174, 175], the smooth
absorption feature above 38.5 eV is assigned to the transition between the W 5𝑝3/2 core bands and
the CB (W O3 edge). Peaks A and B are assigned to the W 4 𝑓7/2 transitions (W N7 edge), and
peaks C and D to the transitions from W 4 𝑓5/2 core-levels to the CB (W N6 edge). The comparison
between the measured W 5𝑝3/2 absorption edge and the calculated dielectric function (Fig. 4.1(a),
dashed line) indicates significant lifetime broadening of the W 5𝑝3/2-to-CB transitions. In addition,
the peaks measured at the absorption edges between 32 eV and 37 eV are clearly different from
the smooth onset of the 4 𝑓 -to-CB transitions (Fig. 4.1(a), dash-dotted line) calculated with mean
field approximation, suggesting that many-body interactions between the electron and the core
hole contribute to the measured discrete lineshape. Note that the broadband XUV pulse (30-50
eV) covers the core-level transitions from both the W 4 𝑓 and 5𝑝 orbitals, enabling simultaneous
observation of dynamics at the two different edges.

Typical core-level TA spectra between -40 fs to 2.6 ps time delay are displayed in Fig. 4.1(b).
In this article, the time delay is defined as the arrival time of the XUV pulse subtracted from the
time of the optical pulse and positive time delay indicates the samples are probed by the XUV pulse
“after” optical excitation. The change of absorbance Δ𝐴(𝑡) at a specific time delay 𝑡 is defined as
Δ𝐴(𝑡) = 𝐴(𝑡) − 𝐴(𝑡 = −40 fs) with 𝐴 denoting absorbance. The pump-excited carrier density is
estimated to be 2×1020 cm−3 or 1×1013 /(layer·cm2) (Appendix 4.D). Between 37-40 eV below the
W O3 edge, two weak, broad positive features are observed (Fig. 4.1 (b)). Although the difference
of static absorbance below and above the W N6,7 edge, or “edge jump”, is much smaller than the
W O3 edge (Fig. 4.1(a)), the XUV TA signal occurring near transitions A, B, and C is narrow and
much stronger than the TA signal above 37 eV (Fig. 4.1(b)). Clearly, the nature of the W N6,7
edge (peaks A-D) and the W O3 edge transitions are different and separate treatment is needed to
understand their corresponding XUV TA spectra.

When a core electron is excited into the CB, the excited electron can interact with the core hole
via Coulomb attraction. In many semiconductors, the electronic screening reduces the Coulomb
interaction such that the core-level transitions can still be understood in a single-particle picture
[142]. As the core bands are dispersionless, the core-level transitions maps the CB density of states
and, with optically excited carriers in the VB and CB, core-level transitions probe the electronic
occupation in the valence shell and the energy shifts of the VB and CB due to carrier and phonon
excitations (Fig. 4.1(c)) [9, 76, 98, 99]. This scheme corresponds to the smooth W O3 edge
transitions above 37 eV but cannot describe the transitions at W N6,7 edge.

Discrete peaks form in core-level absorption spectra when the Coulomb attraction between the
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Figure 4.1: (a) Static core-level absorption spectrum of a 40 nm thick WS2 film (magenta). The
dashed and dash-dotted lines show the computed imaginary part of the dielectric function (𝜖2(𝜔))
from the 5𝑝 and 4 𝑓 core bands, respectively. (b) exhibits the XUV TA spectra between -40 fs and
2.6 ps delay. A dashed cyan line and a dotted black line is plotted at 37 eV in (a) and 38.4 eV in (b),
respectively, to serve as a reference (see text). The scheme for typical core-level TA measurement
in highly screened semiconductors is shown in (c), where the core-level excitation probes the
electronic occupation in the VB and CB plus the energy shift of the bands. (d) illustrates the
formation of core-exciton through electron-core-hole attraction and its corresponding absorption
spectrum.
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electron and the core hole is non-negligible. The interaction between the electron and the core hole
renormalizes the core-level absorption and discrete “core-exciton” peaks can form near the critical
points of the core-to-CB transitions (Fig. 4.1(d)) [145]. Note that excitonic interactions between
the excited electron and the core hole are present for all core-to-CB absorption. Therefore, the
renormalization of the core-level absorption spectra is not limited to the near-edge transitions, but
may extend several eV above the edge [153, 176]. The behavior of transitions at the W N6,7 edge
below 37 eV is consistent with the description of core-excitons. To verify this, we compare the
XUV TA spectra of the W N6,7 and W O3 edges near zero time delay.

Figure 4.2(a) displays the XUV TA spectra between -25 fs and +25 fs time delay; lineouts of
the XUV TA spectra at 5 different time delays between -20 fs and +7 fs are plotted in Fig. 4.2(b).
At positive delays, the XUV light probes the changes due to photoexcitations in the valence shell,
while at negative time delays, the optical pulse perturbs the core-level transition dipole before its
decay by both carrier photoexcitation and the direct coupling of the core-excitonic transitions with
the optical field [31–33]. The distinction between the transitions at the W N6,7 edge and the W O3
edge can be visualized in the XUV TA signal at negative delays. While the TA signal at the W O3
edge (37-40 eV) diminishes to zero at < −4 fs time delays, TA signals near peaks A, B, and C are
still visible at ≤ −10 fs time delays. The experimental results thus indicate that the transitions A,
B, and C are more long-lived than the transitions below the W O3 edge. The comparison of core-
level transition lifetimes corroborates the assignment that the peaks within the W N6,7 edge (Fig.
4.1(a)) are core-excitons because the electron-core-hole attraction of the core-exciton stabilizes the
core-excited state and enables a longer lifetime [148]. The broad positive feature above 37 eV at
positive time delays can then be interpreted as photoexcited holes in the VB. In the following, we
first focus on the measured dynamics induced by photoexcited carriers at the W O3 edge. Next, we
discuss the measured TA spectra of core-exciton transitions at the W N6,7 edge at both positive and
negative time delays.

4.3.1 Carrier dynamics at the W O3 edge
To understand the XUV TA signal at the W O3 edge, XUV TA spectra at 5 different time delays
between +7 fs and +2 ps are presented in Fig. 4.3(a). At energies above the edge (41-45 eV), the
XUV TA spectra exhibit a weak decrease in absorbance (negative Δ𝐴) throughout the entire range
of delays, whereas two positive features with different dynamical behavior are observed between
37-40 eV below the edge. The feature spanning 37-38.4 eV decays with time, while the feature
between 38.4 eV and 39.5 eV, which is barely observable near time zero, increases in magnitude
with the time delay.

The positive and negative Δ𝐴 below and above the edge might initially suggest that the positive
feature is due to holes in the VB, which open up new excitation pathways from the core, and the
negative feature is due to electrons in the CB, which blocks the core-level excitations into the CB.
The different dynamical behavior between 37-38.4 eV and 38.4-39.5 eV could then be assigned to
relaxation of photoexcited hot hole to the VB edge. However, such an assignment implies that the
transition from the core to the VB edge is at approximately 39.5 eV and the initially photoexcited
holes are located approximately 2 eV below the VB maximum. Given the approximately 2 eV direct
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in dotted black line as reference. (b) shows the XUV TA lineouts at 5 different time delays between
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band gap of bulk WS2 [155], this suggests an optical transition energy of approximately 4 eV, far
exceeding the maximum photon energy at 2.5 eV of the optical pulse. Therefore, the positive feature
between 38.4-39.5 eV cannot be assigned to holes in the VB. Instead, it can be interpreted as a red
shift of the W O3 edge due to band gap renormalization. Both the change in electronic screening
and phonon heating due to photoexcited electrons and holes can lead to band gap renormalization,
resulting in the lowering of CB edge and therefore a red shift of the core-to-CB transition energies
[9]. As energy dissipates from the electronic domain, the increase in phonon temperature and
the heat-induced lattice expansion can further enhance band gap renormalization and lowering of
the CB [177], which causes the positive features to grow with time delay. In addtion, with the
assignment of the positive feature spanning 38.4-39.5 eV as due to the phonon-induced edge shift,
the feature between 37-38.4 eV, which diminishes with increasing time delay, can then be assigned
to holes.

To track the hole relaxation process, the median energy of the hole signal 𝐸ℎ,𝑚𝑒𝑑 =
∫
𝐸Δ𝐴𝑑𝐸∫
Δ𝐴𝑑𝐸

is
plotted in the inset of Fig. 4.3(b). The median energy 𝐸ℎ,𝑚𝑒𝑑 (𝑡) shifts from 37.7 eV to 37.9 eV with
respect to time and can be fitted by a single exponential with a time constant of 1.2 ± 0.3 ps. In
addition, as holes relax to the VB edge at the long time limit, the core-to-VB edge transition energy
can be determined from 𝐸ℎ,𝑚𝑒𝑑 (𝑡 → ∞). The extracted transition energy from the core to the VB
edge from the exponential fitting is 37.9 eV. The proximity between the hole feature and the positive
feature due to band gap renormalization leads us to assign the core-to-VB edge transition with the
median energy of the hole feature at the long time limit rather than use the maximum energy cutoff
of the hole feature as in the core-level TA studies of germanium and 2H-MoTe2 [9, 76].

Consulting the band structure diagram of WS2 (Fig. 4.4(b)) and the initial photoexcited carrier
distribution that is proportional to the number of photons available for excitation as a function of
crystal momentum (Fig. 4.4(a)), the initial carrier distribution is characterized as residing mainly
within the K valley and the carriers in the Γ valley near the VB maximum are barely excited. The
results suggest that the 1.2 ps timescale of hole relaxation is related to the intervalley redistribution of
holes between the K valley and the Γ valley (VB maximum) mediated by hole-phonon interactions.

In addition, Fig. 4.4(b) shows that the orbital character near the top of VB and bottom of CB
is dominated by W 5𝑑 orbitals, indicating that the core-level transitions from W 4 𝑓 and 5𝑝 states
are both sensitive to carrier dynamics near the band edges. This excludes the possibility that the
diminishing TA signal ranging from 37-38.4 eV is due to carriers reaching band regions where
core-level transitions from W 4 𝑓 and 5𝑝 orbitals are forbidden. The loss of holes in the VB due
to recombination is characterized by the integrated TA signal Δ𝐴𝑖𝑛𝑡 =

∫
Δ𝐴𝑑𝐸 over the 37-38.4

eV range (Fig. 4.3(c)). The magnitude of Δ𝐴𝑖𝑛𝑡 as a function of time can be fitted by a single
exponential with a decay constant of 3.1 ± 0.4 ps convoluted by the instrument response function.
The 3.1 ps decay is therefore assigned to the carrier recombination time as the hole signal (37-38.4
eV) decays to zero at the long time limit.

The assignment of the VB maximum at 37.9 eV suggests that a negative TA feature due to
excited electrons is expected at 39.9 eV (37.9 + 2 eV band gap). While a weak negative TA signal
barely above the noise level is indeed observed spanning 41-45 eV, assigning this to the CB electrons
plus the VB maximum at 37.9 eV would suggest an electron-hole energy separation of at least 3



CHAPTER 4. DYNAMICS OF CORE-EXCITONS AND FREE CARRIERS IN BULK WS2 58

7    [fs]
200
600
1200
2000-10

 0

 10

 38  40  42  44

 1

 2

 37.8

 37.9

 0  1  2
 0

 1

Delay [ps]

N
or

m
al

iz
ed

∆A
in

t

Energy [eV]

Ab
so

rb
an

ce
 [a

rb
. u

.]

∆A
×1

0-3
 [a

rb
. u

.]
E h,

m
ed

 [e
V]

(a)

(b)

(c)

Figure 4.3: (a) XUV TA spectra at W O3 edge at 5 different time delays. The static core-level
absorption spectrum is plotted in gray as reference. (b) shows the median energy 𝐸ℎ,𝑚𝑒𝑑 of the
TA signal between 37.4–38.4 eV (yellow shaded area in (a)) and (c) shows the integrated XUV TA
signal in the same energy region.
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eV, which exceeds the maximum photon energy of 2.5 eV in the optical pulse. In addition, no
significant dynamics are observed for the negative feature between 41-45 eV, whereas the electrons
are expected to recombine with the holes within the observed 3.1 ps recombination time. This
indicates that the weak signal at ≥41 eV may be caused by changes in core-hole lifetime, which
affects the spectral broadening of the edge, or a decrease in oscillator strength of the W O3 edge due
to carrier and phonon excitations [76, 103], rather than directly due to the photoexcited electrons
in the CB.

The absence of the XUV TA signal due to occupation of photoexcited electrons in the CB can
be explained by the significant spectral broadening above the W O3 edge, where the experimentally
measured static spectrum is much wider and smoother than the calculated dielectric function
according to the projected CB DOS (Fig. 4.1(a)). Here the fine structure in the projected CB
DOS due to critical points in the CB is completely lost in the measured absorption edge. This is
in contrast to the recently studied L2,3 edge in Si and Te N4,5 edge in 2H-MoTe2 where the critical
points in the CB can be directly mapped onto the core-level absorption spectrum [76, 115]. The
broadening in the W O3 edge increases the overlap between the expected negative XUV TA feature
due to electron occupation in the CB and the positive feature due to CB red shift. The overlapping
negative and positive features thus lead to the cancellation between the two and make extracting
the electron distribution in the CB from core-level TA spectra here unreliable.

4.3.2 Dynamics and lifetimes of core-excitons at the W N6,7 edge
While the core-level TA spectra at the W O3 edge can be explained by the red shift of CB and
electronic occupation in the VB and CB, XUV TA signals of core-exciton transitions within the
W N6,7 edge cannot be interpreted with the same approach. Note that unlike the insulators where
core-exciton dynamics have only been observed when XUV light arrives first [31–33], here XUV
TA signal at the core-exciton transitions extends throughout the entire range of positive time delays
(Fig. 4.1(b) and Fig. 4.2(a)). This difference arises because in insulators, the band gap exceeds the
photon energy range of the optical pulse, so electron-hole pairs in the VB and CB are not excited.
Thus, the core-excitons can only be perturbed by optical field induced coupling of core-exciton
states. Here, photoexcited carriers with picosecond lifetimes can instantaneously “dress” the XUV-
excited core-excitons by the carrier-induced change of band filling and electronic screening [178,
179]. Therefore, carrier-induced modification of the core-exciton lineshape occurs at both negative
and positive time delays.

In Fig. 4.2(a), the core-level TA signal at short (< 25 fs) positive delays is solely due to
photoexcited carriers since dynamics caused by electron-phonon scattering occur on a timescale
of 102 fs and can be ignored [110, 180, 181]. While photoexcited carriers are the sole contributor
to the modification of core-excitons at short positive time delays, at negative delays direct field-
induced changes can also modify the core-exciton lineshape. It has been shown that similar to
atomic autoionizing states [10, 25, 182–184], the optical pulse can cause energy shifts of the core-
exciton transitions through the AC Stark effect and resonant coupling between the core-exciton
states or with the ionization continuum [31–33]. Formal treatment of the XUV TA spectra at
negative time delays requires computation of the free induction decay of the core-exciton transition
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dipoles by solving a time-dependent Schrödinger equation, including couplings of the core-level
transitions with both the photoexcited carriers and the optical field [25, 31–33]. However, due to
the complexity in including the many-body interactions between the core-level transitions and the
photoexcited carriers, which is detailed in the next section, we propose an alternative method to
separate the contribution from photoexcited carriers and the optical field by their different time
behaviors.

Here we analyze the different contributions by applying global fitting to the XUV TA spectra
Δ𝐴 through singular value decomposition (SVD) (Appendix 4.E): Δ𝐴(𝑡, 𝐸) =

∑
𝑛 𝑠𝑛𝑢𝑛 (𝑡)𝑣𝑛 (𝐸).

Functions {𝑢𝑛 (𝑡)} and {𝑣𝑛 (𝐸)} are singular vectors, or components, ranked by singular values {𝑠𝑛}
in descending order. Transition D is excluded from the analysis due to poor signal in that spectral
region. The XUV TA signal from the largest component at transitions A and B is shown in Fig.
4.5(a), showing good agreement with experimental data (Fig. 4.2(a)) and indicating the dynamics
at transitions A and B can be described by a single component. The corresponding singular vector
(Fig. 4.5(b)) directly reflects the TA signal measured at +10 fs time delay (Fig. 4.2(b)) and the
dynamics of the component (Fig. 4.5(c)) exhibits an exponential decay at negative delay and
becomes constant when 𝑡 > 0. This indicates that transitions A and B have similar decay dynamics
and lifetimes, and although the optical pulse can potentially affect the core-excitons directly through
coupling the core-exciton transition dipoles with the optical field, the carriers excited in the valence
shell remain the dominant influence on the core-excitons A and B.

Within their decay time, the core-excitons A and B are modulated by the valence electron-
hole pairs. By fitting the decay dynamics with a single exponential (Fig. 4.5(c)), a core-exciton
coherence lifetime (𝑇2) of 10.9±0.4 fs is extracted. The decoherence in core-exciton transitions can
be caused by population decay through Auger processes or by exciton-phonon coupling [31–33].
Previous studies on the decay of core-excitons in insulators show that when exciton-phonon coupling
prevails over other decoherence channels, the free induction decay of core-exciton transition dipole
moment exhibits a Gaussian decay [31–33] that leads to a Gaussian spectral profile [185, 186].
Here the decay of XUV TA signal at negative time delays is exponential rather than Gaussian (Fig.
4.5(c) and (f); comparison between Gaussian and exponential fitting is detailed in Appendix 4.E),
suggesting that phonon-induced dephasing is insignificant and Auger processes are the dominant
contributor to core-exciton decay. Thus, a population decay time (𝑇1 ≈ 𝑇2/2) at 5.5 ± 0.2 fs can be
inferred.

To quantitatively reproduce the XUV TA spectra at transition C (Fig. 4.2(a)), the two largest
components in the SVD are required (Fig. 4.5(d)). The dynamics of the two components (Fig.
4.5(f)) show that at >10 fs delays, the largest (1𝑠𝑡) component is constant whereas the second
component is zero. In addition, the second component only becomes nonzero either at negative
time delays or during pulse overlap. This indicates that the largest component represents the
influence of carriers on the core-exciton and the second component originates from the direct
coupling of the core-exciton to the optical field, because in contrast to the direct coupling to the
optical field that can only occur when the field overlaps with the transition dipole before its decay,
the carriers are much longer lived than the transient optical pulse and can cause spectral changes
at >10 fs time delays. The field-induced TA component (Fig. 4.5(e), blue line) exhibits a negative
amplitude below the edge and a positive amplitude above (cf. Fig. 4.6(b)). The asymmetry of
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Figure 4.5: (a) XUV TA signal from the largest component in SVD for transitions A and B and the
corresponding singular vector with respect to energy and time are shown in (b) and (c), respectively.
(d) exhibits the XUV TA signal from the two highest ranked component in SVD for transition C
and the corresponding singular vectors for the first and second largest singular values as a function
of energy and time are shown in (e) and (f), respectively. The XUV TA signal from only the largest
component in SVD for transition C is shown in Fig. 4.9 (Appendix 4.E). Note that the magnitude
of the singular value of each component is included in the amplitude shown in (c) and (f).



CHAPTER 4. DYNAMICS OF CORE-EXCITONS AND FREE CARRIERS IN BULK WS2 63

XUV TA amplitude centered around the edge suggests that it may relate to the change in the Fano
𝑞-factor of the transition, which can be induced by the optical pulse through a ponderomotive phase
shift [25], or direct coupling to neighboring core-excited states [182]. Fitting the dynamics of the
largest component with a single exponential yields a core-exciton coherence lifetime of 9.6 ± 0.1
fs.

4.3.3 Carrier-induced modification of core-exciton transitions within W
N6,7 edge

In this section, we focus on the modification of core-exciton absorption lineshape by photoexcited
carriers. First, we compare the effect of photoexcited carriers on core-exciton and core-to-band
absorption at +10 fs time delay (Fig. 4.2(b)). In contrast to the broad, positive TA signal observed
below the W O3 edge, no positive signal is observed between 30-33 eV (Fig. 4.1(b)) and the
majority of the TA signal occurs near the core-exciton transitions A-C. The lack of XUV TA signal
directly from the electronic state blocking of carriers as at the W O3 edge can be attributed to
the renormalization of core-level absorption spectra due to core-exciton formation. The formation
of core-excitons concentrates the oscillator strength of core-to-CB transitions to the bound core-
excitonic states and the core-level absorption spectra no longer maps to the CB DOS. In addition,
the oscillator strength at the W N6,7 edge is lower than the W O3 edge. Compared to the edge
change (jump) of 1 OD (optical density) below and above the W O3 edge, the W N6,7 edge has an
edge jump of ≤0.5 OD (Fig. 4.1(a)). This indicates that the signal of electronic state blocking, if
present at the W N6,7 edge, would be much lower than the signal below the W O3 edge (37.4-38.4
eV), which is already close to the noise level.

To understand the effect of carriers on core-exciton transitions, the core-level absorption spectra
at +10 fs time delay with 3 different optical pump fluences are displayed in Fig. 4.6. While transition
D is broadened with increasing pump fluence, the carrier-induced changes at A, B, and C are much
more complex. At transitions A, B, and C, the absorption edge shifts to higher energy with
increasing pump fluence. However, the changes in absorbance below and above the edge are non-
monotonic with increasing optical excitation. At fluences between 0-21 mJ/cm2, the absorbance
below the edges (Fig. 4.6, black arrows) increases while the absorbance above the edge (Fig. 4.6,
magenta arrows) decreases with increasing fluence. At a fluence of 29 mJ/cm2, the absorption
above the edge increases rather than decreases compared to the absorbance at 21 mJ/cm2 pump
fluence. In addition, shoulders and ripples start appearing around transitions A, B, and C at a
fluence of 29 mJ/cm2. New small features appear below the edge of A and C and a dip appears
below the absorption edge B. Clearly, the carrier-induced changes to the core-exciton transitions
cannot be simply described by an energy shift or a broadening of the lineshape.

The behavior of the core-exciton spectral change at +10 fs delay with respect to increasing
pump fluence is reminiscent of the changes in optical absorption of valence excitons in highly
excited semiconductors [179]. For example, it has been observed that in highly excited GaAs,
the absorption peak of bound excitons decreases in magnitude and new features below the onset
of excitons appear in the optical absorption spectra [178]. Using a generalized Elliot formula
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Figure 4.6: Fluence dependence measurement of core-level absorption spectra at transitions (a)
A, B, and (b) C, D, at +10 fs time delay. The static spectrum is shown in black dashed line as a
reference. The estimated excited carrier density (Appendix 4.D) at pump fluences 9, 21, 29 mJ/cm2

are 1.4 × 1020, 1.8 × 1020, and 1.9 × 1020 cm−3, respectively.

[187–189], Lee et al. showed that the contributions to the optical absorption spectra of highly
excited semiconductors can be divided into three categories [178]. First, the ionization of bound
excitons due to the screening of the photoexcited electron-hole plasma causes suppression of the
bound exciton transitions and an overall blue shift of the absorption edge. Secondly, the increasing
band filling causes ripples to appear around the exciton transitions, especially below the absorption
onset. Thirdly, the carrier-induced band gap renormalization introduces a red shift of the CB edge
that partially compensates the blue shift of absorption onset due to suppression of bound exciton
transitions.

The phenomena observed for optical excitons can analogously explain the spectral changes of
core-exciton transitions here. The increase of electronic screening due to electron-hole excitations
in the VB and CB suppresses bound core-exciton transitions and contributes to the overall blue shift
of the absorption onset. The changes of band filling in the valence shell modulates the core-excited
states’ energies, oscillator strengths, and the coupling to the continuum so that new absorption
features appear.

The similar behavior between the carrier-dressed core-exciton lineshape and optical absorption
in highly excited semiconductors, which can be simulated analytically, leads us to explore the
possibility of extending the formalism [188] to quantitatively extract parameters such as core-
exciton radii and binding energies. The generalized Elliot formula [187–189] is based on a parabolic
two-band model that only incorporates a single CB minimum. As core-exciton feature B and D are
clearly embedded in the core-to-CB continuum transitions, the parabolic two-band approximation
is no longer applicable. In addition, due to the dispersionless core bands, core-excitons can form
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Figure 4.7: XUV TA spectra at 5 different positive time delays between 0-2 ps.

at multiple CB minima, e.g. at the K, Λ, and Σ valleys (Fig. 4.4), and the wavefunctions at those
CB minima can further hybridize. Therefore, quantitative treatment of core-exciton transitions
here, and by extension, their modification due to carriers, will require Bethe-Salpeter equation
calculations including the full bandstructure of WS2 [190–192], which is beyond the scope of this
work.

4.3.4 Picosecond XUV transient absorption signal at the W N6,7 edge
As photoexcited carriers are the major contributor to the modulations of the core-exciton spectra
at negative and short positive time delays, we consider here the possibility of using the TA spectra
of core-excitons to extract carrier dynamics. Although picosecond carrier relaxation and recombi-
nation would suggest a decay of TA signal at the core-exciton transitions, a growth of TA signal
(Fig. 4.7, black arrows) is observed below the transitions A and C with increasing time delay
and no significant TA change is measured above the edge at transitions A, B, and C throughout
0-2.6 ps. This indicates that in addition to photoexcited carriers, the excitation of phonons through
electron-phonon interactions also contribute to the spectral changes of core-excitons at long time
delays, as phonon induced band gap renormalization can induce a red shift of CB that is consistent
with the positive TA signal observed below the transitions. Therefore, the core-exciton transitions
at W N6,7 edge here are poorly configured for extraction of carrier dynamics, because the spectral
changes due to carriers and phonons at hundreds-of-femtoseconds to picosecond timescales cannot
be easily separated.
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4.3.5 Comparison between the core-exciton and core-to-conduction band
transitions

The contrasting behavior of core-exciton transitions at the W N6,7 edge and the core-to-band
transitions at the W O3 edge in the same energy range is highly unique and indicates that factors
other than the macroscopic screening, which are experienced by transitions from both W 4 𝑓 and 5𝑝
core-levels, are contributing to the core-exciton formation. As the CB minima are dominated by W
5𝑑 orbitals that are accessible from both W 4 𝑓 and 5𝑝 through XUV photons, it is thus suggested
that the contributor to the difference between the W N6,7 edge and the W O3 edge absorption lies
in the properties of the core orbitals. The W 4 𝑓 orbitals involved at the W N6,7 edge are far more
localized than the W 5𝑝 orbitals for the O3 edge transitions. The localized core hole may then act as
a point positive charge and modulate the electronic wavefunctions in the CB to form a core-exciton
[147].

4.4 Conclusion
In summary, photoinduced dynamics at W N6,7 and O3 edges in WS2 are simultaneously measured
by attosecond core-level transient absorption spectroscopy. Picosecond hole relaxation and recom-
bination dynamics in the valence band are extracted from the transient absorption spectra of the
core-to-conduction band transitions at the W O3 edge. Lifetimes of core-excited states at the W
O3 edge and the W N6,7 edge are obtained from XUV transient absorption spectra at negative time
delays. While the lifetimes of W O3 edge transitions are well below the duration of the optical pulse
(∼ 4 fs), core-exciton coherence lifetimes up to 11 fs are observed at the W N6,7 edge. Global fitting
of the XUV transient absorption spectra at short time delays reveals that in contrast to the direct
field-induced core-exciton dynamics observed in insulators [31–33], carrier-induced modulation of
core-exciton states dominates the dynamics at the few-tens-of-femtosecond timescale.

The drastically different behavior between the absorption from the W 5𝑝 and 4 𝑓 core orbitals
in the same energy region suggests that in addition to macroscopic screening, the degree of
localization of the core orbitals can contribute significantly to the core-level absorption lineshape
and the formation of core-excitons. The observation of carrier-modulated core-exciton transitions
can serve as an initial step in further understanding and manipulating the dynamics of core-excitons
in condensed matter, and the extraction of hole dynamics at W O3 edge further advances the use of
core-level TA spectroscopy in measuring carrier dynamics in transition metal dichalcogenides and
their heterostructures.

4.A Sample preparation
The WS2 sample was synthesized by atomic layer deposition of WO3 thin films on 30 nm thick
silicon nitride membranes (Norcada Inc.). The tungsten oxide film was subsequently converted
sulfide in a tube furnace with H2S. Before atomic layer deposition, 16 nm thick silicon nitride films
were deposited onto the Si frame of the silicon nitride windows using plasma-enhanced chemical
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vapor deposition (PECVD) to prevent silicon sulfide formation during the reaction with H2S [193].
The passivated windows were then coated with WO3 using atomic layer deposition in an oxygen
plasma [172]. The thickness of WO3 was calculated from the required thickness of WS2 using the
ratio of the density between the two assuming no W loss in the reaction with H2S. The thickness of
the oxide film was characterized by in situ spectroscopic ellipsometry. After the oxide deposition,
the windows were put in a quartz boat and transferred into a tube furnace which was heated up
to 600 °C. H2S (5 sccm) and Ar (100 sccm) as a buffer gas was flowed into the tube to react
with WO3. After 1 hr of reaction, the H2S flow was turned off while maintaining the Ar flow to
prevent contamination from outside air and the furnace is left to cool down. After the temperature
reached below 200 °C, the Ar flow was switched to N2 and the samples were taken out after the
instrument reached room temperature. To verify that the absorption peaks below 37 eV are not due
to defect-induced color centers, the XUV absorption spectrum of the synthesized film is compared
with total electron yield (TEY) spectrum of single crystal WS2 (2Dsemiconductors USA) measured
at Beamline 4.0.3 at the Advanced Light Source (Appendix 4.F).

4.B Experimental setup
Detailed description of the light source of the experimental setup is listed in Chapter 2. In brief,
compressed broadband laser pulses spanning 500-1000 nm operating at 100 Hz was separated into
the probe and pump arm by a 9:1 broadband beamsplitter. The probe beam was subsequently focused
into a Kr gas jet to produce broadband XUV pulses (30-50 eV) via high-harmonic generation (Fig.
2.12). The XUV beam then traveled through a 100 nm thick Al filter blocking the high-harmonic
driving field and is focused onto the sample with a Au coated toroidal mirror. The pump beam was
time-delayed with respect to the probe by a piezo-driven optical delay stage and was subsequently
recombined with the probe arm by an annular mirror. A 200 nm thick Al filter is placed after
the sample to prevent the pump beam reaching the XUV spectrometer. The XUV beam passing
through the sample and the Al filter was dispersed by a flat-field grating onto an XUV CCD camera.
The duration of the pump pulse was characterized by dispersion scan [47] to be 4.2± 0.1 fs and the
spectrum and temporal profile of the pump pulse are shown in Fig. 4.8(a) and (b), respectively. The
pulse energy of the pump beam was controlled by an iris and the beam profile of the pump pulses
was imaged directly at the sample position with a CMOS camera to calculate the pump fluence.
During the XUV transient absorption experiment, the sample was raster-scanned to prevent heat
damage.

To avoid the drift of time delay during the experiments, an optical-XUV transient absorption
measurement on Ar was conducted after each WS2 transient absorption scan [9, 76]. The Ar gas
cell was mounted alongside the WS2 sample. The suppression of Ar 3𝑠3𝑝6𝑛𝑝 autoionization lines
by the optical pulse at 26-37 eV photon energies was measured (Fig. 4.8(c)) [10, 72] and the
time reference of each scan was determined by fitting the integrated absolute value of transient
absorption signal of the Ar 3𝑠3𝑝64𝑝 state along the energy axis and fit it with a Gaussian error
function [9]. The time axis of each WS2 transient absorption scan was shifted according to its time
zero reference and the transient absorption signal Δ𝐴 interpolated onto a uniform time delay grid.



CHAPTER 4. DYNAMICS OF CORE-EXCITONS AND FREE CARRIERS IN BULK WS2 68

27.5 30.0 32.5 35.0
Energy [eV]

−30

−20

−10

0

10

D
el

ay
 [f

s]

−40

−20

0

20

40

Δ
A

×
1

0
−

3
 [a

rb
. u

.]

500 600 700 800 900 1000
Wavelength [nm]

0.0

0.2

0.4

0.6

0.8

1.0

N
or

m
al

iz
ed

 In
te

ns
ity

 [a
rb

. u
.]

−40 −20 0 20 40
Time [fs]

0.0

0.2

0.4

0.6

0.8

1.0

N
or

m
al

iz
ed

 In
te

ns
ity

 [a
rb

. u
.]

4.2±0.1 fs

(a) (b) (c)

3s3p64p

Figure 4.8: (a) Spectrum and (b) temporal profile of the pump pulse. (c) transient absorption
spectra of Ar 3𝑠3𝑝6𝑛𝑝 autoionization states for time zero calibration.

To provide a reference for future studies on carrier effects on core-excitons in solids that cannot
be prepared as thin films, we performed attosecond transient reflectivity experiments on 40 nm
thick WS2 thin films deposited on silicon wafers, which were synthesized alongside the samples
for attosecond transient absorption experiments (see Sample Preparation). The measurements were
taken on an almost identical beamline as the one for attosecond transient absorption, except for
the interaction geometry at the sample [194]. The optical pump and XUV probe pulses (p- and
s-polarized, respectively) impinged on the sample surface with a 66◦ angle from the sample normal.
The reflected XUV beam was directed into an identical spectrometer as the one used in absorption.
A gold mirror was used as a reference to extract absolute reflectivity of the WS2 sample [194]
and because of the relatively weak change in reflectivity, the data was processed using edge-pixel
referencing [195]. The results of the XUV reflectivity measurements are detailed in Appendix 4.G.

4.C Electronic structure calculations
The electronic structure of bulk WS2 is computed with all-electron full-potential linearized aug-
mented plane wave (FP-LAPW) method using the Elk code [174, 196]. The density functional
theory (DFT) computation is conducted within local spin density approximation (LSDA) [197].
Spin-orbit coupling effects are included and the calculations are converged with a 𝑘-grid of 10×10×3
𝑘-points. A 4 eV blue shift is added to the calculated dielectric function in Fig. 4.1(a) to compensate
the underestimated gap between the core-levels and the CB in DFT calculations.

4.D Optically excited carrier density
The photoexcited carrier density 𝜌𝑒𝑥𝑐 is estimated by calculating the number of absorbed photons in
the 40 nm thick WS2 film per unit area 𝜎𝑎𝑏𝑠 divided by the thickness of the film 𝑑: 𝜌𝑒𝑥𝑐 = 𝜎𝑎𝑏𝑠/𝑑.
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The number of photons absorbed per unit area can be calculated with the equation

𝜎𝑎𝑏𝑠 =

∫
𝑑𝜔 �̄�𝑖𝑛𝑐 (𝜔) 𝑓𝑎𝑏𝑠 (𝜔),

where �̄�𝑖𝑛𝑐 (𝜔) is the number of incident photons per unit area with photon energy 𝜔 and 𝑓𝑎𝑏𝑠 is the
fraction of photons absorbed in the film. �̄�𝑖𝑛𝑐 (𝜔) can be calculated from the spectrum of the pump
pulse and the measured fluence. The fraction of photons absorbed ( 𝑓𝑎𝑏𝑠) is calculated using the
transfer matrix method including the 40 nm thick WS2 film and the silicon nitride window [198].
The refractive indices of WS2 and silicon nitride are taken from Ref. [199] and [200]. A correction
due to saturable absorber effect is included with

𝜅 =
𝜅0

1 + 𝐼
𝐼𝑠

,

where 𝜅/𝜅0 is the ratio between the imaginary part of refractive indices with and without saturable
absorption. 𝐼 is the peak intensity of the pulse and 𝐼𝑠 = 0.471 TW/cm2 is the saturation intensity
taken from Ref. [201]. We conducted the experiments with fluences ranging 6-30 mJ/cm2, peak
intensities ranging 0.7-3.3 TW/cm2, and the resulting calculated excited carrier density ranges
1.3 × 1020-1.9 × 1020 cm−3. The much smaller range in carrier density compared to the excitation
fluence is strongly due to saturable absorption. The carrier density per layer is calculated multiplying
the carrier density by volume with the layer thickness of 6.2 Å [202].

4.E Singular value decomposition
The XUV TA spectra between -25 fs and 25 fs below 37.5 eV are analyzed with global fitting via
singular value decomposition (SVD), where the TA signal Δ𝐴(𝑡, 𝐸) is written as a matrix with
rows and columns indicating different time 𝑡 and energy 𝐸 , respectively. The TA matrix Δ𝐴(𝑡, 𝐸)
is then decomposed with SVD into Δ𝐴(𝑡, 𝐸) = 𝑈 (𝑡)𝑇𝑆𝑉 (𝐸), where 𝑈 and 𝑉 are unitary matrices
consisting of singular vectors {𝑢𝑛 (𝑡)} and {𝑣𝑛 (𝐸)}, respectively. 𝑆 is a rectangular diagonal
matrix and the diagonal matrix elements 𝑆𝑛𝑛 = 𝑠𝑛 are singular values ranked in descending order.
The reconstruction of TA signal Δ𝐴𝑟𝑒𝑐 (𝑡, 𝐸) by components up to the 𝑛𝑡ℎ rank is defined as
Δ𝐴𝑟𝑒𝑐 (𝑡, 𝐸) =

∑𝑛
𝑚=1 𝑠𝑚𝑢𝑚 (𝑡)𝑣𝑚 (𝐸).

To verify whether phonon-induced dephasing contributes significantly to the decay of core-
excitons, we focus on the decay dynamics of the largest component in the SVD 𝑢1(𝑡) (Fig. 4.5(c)
and (f), red dots) at negative delays. The largest SVD component is plotted in logarithmic scale
in Fig. 4.10 and the component log10 𝑢1(𝑡) is fitted with a quadratic function 𝑎𝑡2 + 𝑏𝑡 + 𝑐. The
fitted coefficients of the quadratic function are listed in Table 4.1, showing that the quadratic term
𝑎 is two orders of magnitude smaller than the linear term 𝑏. In addition, the fitted 𝑎 are positive
rather than negative as expected for a Gaussian function. This indicates that the decay of XUV TA
signal at negative time delays is exponential rather than Gaussian and the effect of phonon-induced
dephasing is insignificant.
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Figure 4.9: (a) Experimental short time XUV TA spectra at transition C. (b) shows the reconstruc-
tion of the XUV spectra with the first (largest) spectral component and (c) shows the reconstruction
with the first and second component.
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Figure 4.10: Quadratic fitting (dashed line) of the logarithm of the largest component in the SVD
of XUV TA signal at (a) core-exciton transiton A and B and (b) core-exciton transition C. The data
points from the SVD are shown as red dots. Results of linear fitting of the components are shown
in black solid lines.

Table 4.1: Results of quadratic fitting of log10 𝑢1(𝑡) for core-exciton A, B and core-exciton C (Fig.
4.10).

A,B C
a (6 ± 2) × 10−4 (5 ± 2) × 10−4

b 0.061 ± 0.008 0.084 ± 0.007
c −1.21 ± 0.06 −0.4 ± 0.07
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Figure 4.11: Normalized total electron yield spectrum of single crystal WS2 measured at Beamline
4.0.3 at the Advanced Light Source (blue) and the XUV absorption spectrum of 40 nm thick WS2
thin film used in the core-level transient absorption experiment (red).

4.F Comparison with XUV total electron yield of single crystal
WS2

To verify that the absorption peaks below 37 eV are not due to defect-induced color centers, the XUV
absorption spectrum of the synthesized film is compared with total electron yield (TEY) spectrum
of single crystal WS2 (2Dsemiconductors USA) measured at Beamline 4.0.3 at the Advanced Light
Source. The measured TEY of the single crystal sample is shown in Fig. 4.11. The spectrum is
cut off at 34.5 eV due to the lack of XUV photons below 34.5 eV at the undulator beamline. The
measured TEY of WS2 shown in Fig. 4.11 is normalized by the measured TEY of a gold film:
𝑇𝐸𝑌𝑛𝑜𝑟𝑚 = 𝑇𝐸𝑌𝑠𝑎𝑚𝑝𝑙𝑒/𝑇𝐸𝑌𝐴𝑢.

4.G Additional static and transient reflectivity measurements
Here we provide measurements of core-exciton dynamics in the presence of photoexcited carriers
in reflectivity geometry. Certain materials are challenging to synthesize as thin films for XUV
absorption measurements, yet the analysis of reflectivity data alone is challenging and often relying
on Kramers-Kronig transforms. Therefore, the data presented below can serve as a useful reference
point for future studies of materials other than WS2.

The absolute static reflectivity of WS2 deposited on a silicon wafer, taken at 66◦ from normal
(Fig. 4.12(a)), shows that while core-exciton C is very visible, core-excitons A and B are difficult
to resolve. Nevertheless, reflectivity changes are clearly observed (shown in Fig. 4.12(b) and (c)
at +10 fs delay) for each peak and share the same shape: a reduced reflectivity at the center of the
exciton lineshape, and a slight increase on each side of it. The comparison (Fig. 4.12(d)) with
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Figure 4.12: (a) Static XUV reflectivity (𝑠-polarized) of WS2. The core-exciton transitions A,
B, and C are labeled. (b) and (c) present the transient reflectivity 𝑑𝑅/𝑅 = (𝑅𝑜𝑛 − 𝑅𝑜 𝑓 𝑓 )/𝑅𝑜 𝑓 𝑓
of core-exciton A, B, and C at +10 fs delay. (d) displays the changes in reflectivity at +10 fs
(blue points), together with a 5-point moving average (blue full line), overlaid with the changes in
optical density at the same pump-probe delay (red dashed line). The pump fluence used to obtain
the transient reflectivity results is 25 mJ/cm2. The reflectivity with and without optical pump is
denoted as 𝑅𝑜𝑛 and 𝑅𝑜 𝑓 𝑓 , respectively.

the transient absorption reported in the main text shows that the two observables are consistent
with each other. These results display how the core-excitonic lineshapes in reflection geometry are
modified by the excitation of free carriers, which has not been reported thus far.
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Chapter 5

Electron Thermalization and Relaxation in
Nickel1

5.1 Introduction
Probing and harnessing the relaxation of hot carriers in metals and semiconductors are vital to the
development and design of photovoltaics and photocatalysts [204–210], and to the understanding of
mechanisms in various photoinduced phase transitions [211–214]. After photoexcitation, carriers
driven out of equilibrium quickly form a thermalized hot carrier distribution within a few to
tens of femtoseconds through carrier-carrier scattering, before further cooling takes place through
carrier-phonon interactions at timescales ranging from hundreds of femtoseconds to picoseconds
[108]. Although the carrier cooling process typically involves complex interactions between the
electronic, phonon, and spin degrees of freedom, the dynamics can be successfully described
phenomenologically by a “multi-temperature model” in a wide variety of systems [108, 204,
206, 208, 214–217]. In such a model, the electronic, vibrational, and spin degrees of freedom are
regarded as individual heat reservoirs and the energy transfer between the reservoirs is governed by a
set of “interaction coefficients”. Each reservoir is presumed to be in quasi-thermal equilibrium with
a particular “temperature”, based on the assumption that the heat equilibration within each reservoir,
e.g. due to electron-electron scattering within electronic reservoir and anharmonic interactions for
phonon baths, is much faster than the inter-reservoir energy transfer [217]. The usefulness of multi-
temperature models is widely evidenced in studies of energy transfer in heterostructures [218], hot
electron cooling in two-dimensional materials and superconductors [219, 220], and photoinduced
spin dynamics and phase transitions [211, 214, 221–230].

Despite the success of the multi-temperature model in elucidating a wide variety of photo-
physical phenomena, its applications are often limited to systems with an already thermalized
carrier distribution. On the other hand, non-equilibrium hot carriers are known to facilitate charge

1The content and figures of this chapter are adapted or reprinted with permission from Ref. H.-T. Chang et al.,
“Electron thermalization and relaxation in laser-heated nickel by few-femtosecond core-level transient absorption
spectroscopy”, Phys. Rev. B 103, 064305 (2021).

https://doi.org/10.1103/PhysRevB.103.064305
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separation dynamics in organic heterojunctions [207] and play an important role in plasmon-
induced photocatalysis [209, 210]. Studies of ultrafast demagnetization and all-optical magnetic
state switching also demonstrate that the resulting spin dynamics can be coherently driven by
non-thermal photoexcited carriers [36, 213, 231–236]. The importance of measuring the electron
thermalization process is further outlined in a recent optical pump-probe study on copper, which
shows that the electron thermalization timescale is strongly dependent on the excitation fluence
and at the low fluence limit, the thermalization timescale can become comparable to the electron-
phonon scattering time [237]. To measure the photoexcited carrier distributions, time-resolved
photoemission methods for valence electrons probe energy and momentum resolved carrier dis-
tributions in real time. However, the photoemission methods are restricted to timescales greater
than tens of femtoseconds, due to the relation between the energy bandwidth and the duration of
the pulses that eject the photoelectrons, and thus have limited capacity in directly capturing carrier
dynamics below 20 fs while maintaining <0.2 eV energy resolution that is typically required to
resolve carrier distributions in condensed matter. In addition, as alloy and multilayer structures are
intrinsic to the construction of photovoltaics and many magnetic materials exhibiting photoinduced
changes in magnetization [36, 232–234, 238, 239], insight into the properties and performance
of these materials can be obtained through understanding the carrier dynamics in each layer or
sub-domain in the system. Therefore, it is important to develop a unified experimental approach
that provides element specificity, and thus domain or layer selectivity, can interrogate the sub-10 fs
dynamics of non-equilibrium carrier distributions, and is also capable of presenting key parameters
such as carrier temperature after thermalization to facilitate the understanding of the interactions
between the different degrees of freedom in photoexcited materials.

Core-level transient absorption (TA) spectroscopy in the extreme ultraviolet (XUV) has recently
been developed and utilized to investigate carrier dynamics in semiconductors [9, 28–30, 98, 99,
101, 103, 115, 240, 241]. Exploiting the element specificity of this method, Cushing et al.
investigated layer-specific carrier dynamics in a Si-TiO2-Ni trilayer structure [101]. In studies on
germanium [9], lead iodide [98], and lead halide perovskites [99], the energy distribution of the
carriers and their relaxation can be directly extracted from XUV TA spectra. In addition, Volkov
et al. utilized XUV TA spectroscopy to explore effects due to the change of electronic screening
during photoexcitation of titanium [34]. However, despite numerous studies on electron dynamics
in solids using core-level TA spectroscopy, the methodology to extract the energy distribution of
photoexcited carriers or carrier temperature in metals from core-level TA spectra is still lacking. For
many semiconductors with well-screened core holes, features of the core-level absorption spectra
can be mapped onto the conduction band (CB) density of states (DOS) [9, 76, 98, 99, 103, 142],
and carrier dynamics can therefore be directly extracted from core-level TA measurements. In
metals, by contrast, many-body interactions of electrons at the Fermi surface with the core hole
potential strongly renormalize the spectral lineshape of core-to-CB transitions [37], resulting in
strong resonances at the absorption edge, termed “edge singularities” [242–246]. As many-body
interactions drastically reshape the core-level absorption spectra beyond the CB DOS, it is thus
highly challenging in metals to unravel the carrier distributions and extract important parameters
such as carrier temperatures using core-level absorption spectroscopy.

Here we employ nickel as a prototypical system and study the core-level TA spectra at the nickel
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M2,3 edge around 67 eV to develop a framework to understand the core-level TA spectra of metals,
extract the electron temperatures, investigate the carrier cooling dynamics, and explore electron
thermalization. Nickel is a ferromagnetic material exhibiting sub-picosecond demagnetization
when irradiated with a femtosecond laser pulse and has been extensively studied [36, 211, 221, 223,
232, 239, 247–253]. Time-resolved photoemission measurements indicate that the photoexcited
electrons in nickel thermalize on a sub-30 fs timescale [253] and electron-phonon relaxation
times ranging from 200 fs to 1 ps have been derived from optical transient reflectivity and time-
resolved second harmonic generation measurements [221, 247–251]. On the other hand, ultrafast
electron diffraction experiments show that a non-thermal phonon distribution persists over several
picoseconds after optical excitation [254]. The many studies on photoexcited carrier dynamics in
nickel thus provide suitable benchmarks for the methodology development here to reveal electron
dynamics in metals using XUV core-level spectroscopy.

In this work, it is observed that the core-level absorption of laser-heated nickel can be described
by a red-shifted and Gaussian broadened static absorption spectrum. In Sec. 5.2.1, the results
of a set of power dependence measurements are shown and the resulting Gaussian broadening
exhibits a linear dependence with respect to the electron temperature change. In addition, the fitted
spectral shift exhibits a power-law relationship with the electron temperature change. A theory for
the linear relation between the Gaussian broadening and electron temperature change is derived
in Sec. 5.2.2 to complement the analyses, and Sec. 5.3 presents a conjecture based on analogy
to the works on many-body interactions in the core-excited state after optical excitation [34] to
explain the nonlinear relationship between the spectral shift and electron temperature. Section
5.2.3 displays the extraction of electron temperature from core-level TA spectra of photoexcited
nickel according to the linear relationship between the spectral broadening and electron temperature
rise, enabling real-time tracking of the carrier cooling process, and an electron cooling time of
640±80 fs is obtained. The measurement results indicate that the contribution to spectral changes
from phonon heating is negligible and the cause of the spectral red shift in all measurements
within this work is purely electronic. In Sec. 5.2.4, fluence dependence measurements reveal a
decrease of XUV TA signal rise time from 35 fs to 15 fs as the final electron temperature, viz.
the maximum electron temperature after thermalization, increases from 2100 K to 3100 K. The
measured fluence-dependent electron thermalization times are in good agreement with theoretical
predictions [255]. By comparing the <6 fs long instrument response function with the <40 fs growth
dynamics of the spectral features that become the profile of thermalized carrier distributions in the
fluence dependence measurements, a range of electron thermalization times between 34 fs and 13
fs is obtained.

5.2 Results
The core-level TA experiment on nickel was carried out with a table-top XUV source based on
high-harmonic generation. The experiment is depicted in Fig. 2.1 and details of the experimental
setup are described in Sec. 5.A. Briefly, 50 nm thick polycrystalline nickel thin films deposited on
30 nm thick silicon nitride windows (Sec. 5.B) were excited at normal incidence by a 4.3 ± 0.2
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fs long (Gaussian FWHM), broadband optical pulse with a spectrum extending from 500 nm to
1000 nm and linear polarization. After optical excitation, the sample was probed by a time-delayed
broadband linearly polarized XUV pulse, which is produced by high-harmonic generation in argon
with a 3.6±0.1 fs long laser pulse centered at 730 nm. The polarization of the XUV pulse is parallel
to the optical pump and the XUV spectrum spans 40-73 eV (Fig. 2.13). The XUV spectrum covers
the nickel M2,3 edges located at 66.2 and 68.0 eV, consisting of excitations from nickel 3𝑝 levels
to the conduction band [256]. The static absorption spectrum of nickel M2,3 edges, shown in Fig.
5.1(a), exhibits a steep rising edge at approximately 66 eV due to absorption from the Ni 3𝑝3/2 core
level (M3) and another small absorption feature at approximately 68.5 eV from the Ni 3𝑝1/2 level
excitation (M2). Above 69 eV, the absorbance slowly decreases with increasing energy.

Dynamics following photoexcitation of nickel were probed by the change of core-level ab-
sorbance Δ𝐴 at variable time delays between the pump and probe pulses. A set of typical XUV
TA spectra between -50 fs and 1.9 ps time delay is displayed in Fig. 5.1(b) alongside the static
absorption spectrum in Fig. 5.1(a). Two positive features (increased absorption) are observed at
65.7 and 67.4 eV, below the nickel M3 and M2 edge, respectively. The two features decay within 1
ps, a duration conforming to the electron cooling time in nickel due to electron-phonon interactions
[251]. To probe the electron thermalization dynamics, the XUV TA results ranging from -20 fs to
+35 fs time delay with 0.33 fs time steps are plotted in Fig. 5.1(c). The XUV TA spectra show
no significant changes between 15 fs and 35 fs time delay and no energetically shifting spectral
features are observed. In the following, we analyze the results by first considering the interpretation
of the core-level TA spectra and extraction of electron temperature. Details of the electron cooling
and thermalization dynamics are discussed in Sec. 5.2.3 and 5.2.4, respectively.

To understand the core-level absorption spectra of optically excited nickel, we focus on the
XUV TA profile right after photoexcitation. A core-level TA spectrum at 40 fs pump-probe delay
is plotted in Fig. 5.2(a). Here, apart from the increase in absorption (positive Δ𝐴) below the
nickel M3 and M2 edge (<67.4 eV), a shallow negative feature occurs above the nickel M2 edge (68
eV). Unlike the core-level TA spectra at the nickel L2,3 edge, where the magnitude of absorption
changes below and above the edge is highly symmetric [223, 224], in the M edge TA spectrum the
positive features are much stronger than the the negative feature and the integrated area of the TA
profile (

∫
Δ𝐴(𝜔)𝑑𝜔) is clearly nonzero. The asymmetry of the TA profile indicates that it cannot

be directly interpreted by electronic occupation below and above the Fermi level in contrast to the
TA spectra at the nickel L edge [257]. While the cause of the asymmetric TA profile is beyond the
scope of this work, it may stem from the asymmetric Fano broadening of the nickel M2,3 edge due to
Coster-Kronig decay of the core hole [dietzLineShapeExcitation1974, 256, 258], the many-body
interactions between the electrons at the Fermi surface and the core hole [34], and the splitting of
core-levels with different angular and magnetic quantum numbers [259].

As Tengdin et al. showed that the electron thermalization time in nickel is <30 fs,2 a hot, ther-
malized electron distribution is expected to be established in the CB by 40 fs after photoexcitation,

2Tengdin et al. detected thermalized hot electron distribution with time-resolved angle-resolved photoemission 24
fs after photoexcitation by pulses centered at 780 nm with fluence of <6 mJ/cm2 [253]. The reported pulse duration
in Ref. [253] is 28 fs. As the rate of electron scattering increases with carrier temperature, the carrier thermalization
time is expected to be <30 fs long at fluences used in this study (8 – 62 mJ/cm2).
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Figure 5.1: (a) Static absorption spectrum of nickel M2,3 edge and (b), the measured XUV TA
spectra of nickel between -50 fs and 1.9 ps time delay. (c) displays the experimental XUV TA
spectra between -20 and 35 fs time delay. The experimental pump fluence of the results in (b) and
(c) are 41 mJ/cm2 and 33 mJ/cm2, respectively.

and as the electron-phonon scattering time in nickel is on the order of a few hundred femtoseconds,
energy loss to the phonon bath can be ignored. Almbladh and Minnhagen [260], Ohtaka and Tan-
abe [261–263], and Ortner and coworkers [264–266] have independently shown that the increase
of electron temperature in metals can impose a broadening to the core-level absorption edge. In
addition, the change of electronic screening in CB due to photoexcitation can cause an energy shift
of the core-to-CB transitions [34, 223, 267]. Thus motivated, we consider a model where the
core-level absorption of photoexcited nickel (𝐼 (𝜔)) is simulated by a Gaussian broadening 𝜎 of the
static absorption spectrum (𝐼0(𝜔)) with an overall energy shift 𝜔𝑠:

𝐼 (𝜔, 𝜔𝑠, 𝜎) =
∫

𝑑𝜔′ 𝐼0(𝜔 − 𝜔𝑠 − 𝜔′) 𝑓 (𝜔′, 𝜎), (5.1)

𝑓 (𝜔, 𝜎) = 1
𝜎
√

2𝜋
exp(− 𝜔2

2𝜎2 ).

The fitting of the experimental TA spectrum (Fig. 5.2(a), blue line) with Eq. (5.1) (Fig. 5.2(a), red
line) exhibits good agreement between the fitted and the experimental result.

5.2.1 Power Dependence Measurements
To quantify the effects of electron temperature on the core-level absorption spectra and extract
the physical properties related to the broadening and shift, we performed power dependence mea-
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surements at five different laser fluences (8 – 62 mJ/cm2). The core-level TA spectra at 40 fs
time delay and their fitting with Eq. (5.1) are displayed in Fig. 5.2(b). The magnitude of all TA
features increases with increasing fluence and the fitting results show that Eq. (5.1) can accurately
describe the measured spectral changes (Fig. 5.2(b), black lines). The spectral broadening and
shift obtained from the fitting with the corresponding electron temperature change, calculated from
the pump fluence and electron heat capacity of nickel (Sec. 5.C), are plotted in Figs. 5.2(c) and (d),
respectively. Here it is observed that the spectral broadening 𝜎 and the corresponding calculated
electron temperature change Δ𝑇𝑒𝑠𝑡 can be fitted by a formula 𝜎 = 𝑎Δ𝑇𝑒𝑠𝑡 (Fig. 5.2(c), black line),
with 𝑎 = (5.7 ± 0.8) × 10−5 eV/K. The negative spectral shift 𝜔𝑠 indicates the absorption edge
red-shifts with increasing electron temperature (Fig. 5.2(d)) and it exhibits a power-law relationship
with electron temperature change (𝜔𝑠 ∝ Δ𝑇𝛼𝑒𝑠𝑡), with exponent 𝛼 = 1.5 ± 0.2 (Fig. 5.2(d), inset).
We defer discussion on the cause of the spectral shift to Sec. 5.3.1 and first consider a theoret-
ical explanation of the observed relation between the electron temperature change and Gaussian
broadening.

5.2.2 Relation between Gaussian Broadening and Electron Temperature
Changes

The many-body theory of core-level absorption in metals at nonzero temperatures, pioneered by
Almbladh and Minnhagen [260], Ohtaka and Tanabe [261–263], and Ortner and coworkers [264–
266], shows that the core-level absorption spectra 𝐼′(𝜔) can be approximated by a simple formula
(in atomic units):

𝐼′(𝜔) ∝ 1
2

Re
∫ ∞

−∞
𝑒𝑖(𝜔−𝜔0)𝑡 𝐼′(𝑡)𝑑𝑡

𝐼′(𝑡) =
(

𝜋𝑇

𝑖 sinh(𝜋𝑇𝑡)

)1−𝜁
. (5.2)

Here, 𝜔0 represents the difference between the Fermi energy and the excited core-level, 𝑇 is
the electron temperature, and 𝜁 < 1 is a coefficient related to the phase shift of the scattered
electrons from the core hole potential. Although the expression only includes the effect of electron
temperature, assumes a slowly varying density of states near the Fermi level, and ignores several
factors that can lead to spectral distortion and broadening such as Auger decay of core holes, phonon
heating [268, 269], and sample crystallinity and inhomogeneity, it provides a clear mathematical
representation of temperature effects on core-level absorption. Note that while the formula is
derived from many-body theory, it is still valid for core-level absorption in metals when core-hole
mediated electron scattering at the Fermi surface is negligible.

To derive an expression relating spectral changes and electron temperature rise Δ𝑇 , we consider
an ansatz relating the absorption lineshape 𝐼 (𝜔,𝑇0+Δ𝑇) with electron temperature change Δ𝑇 with
respect to the absorption spectrum of the sample at temperature 𝑇0 before excitation:

𝐼 (𝜔,𝑇0 + Δ𝑇) =
∫

𝑑𝜔′ 𝐼 (𝜔 − 𝜔′, 𝑇0) 𝑓 (𝜔′,Δ𝑇), (5.3)
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Figure 5.2: (a) A typical XUV TA spectrum of nickel at 40 fs time delay (blue line). Δ𝐴 denotes
the change of XUV absorbance and the blue shade in (a) shows the uncertainty of the TA spectrum.
The red line is the fitting result of Eq. (5.1) on the experimental data. The Gaussian broadening and
shift obtained from the fitting are 0.25±0.02 eV and −0.16±0.01 eV, respectively. (b) Absorbance
change Δ𝐴 (circles) after optical excitation at 40 fs time delay with 5 different laser fluences. The
static absorption spectrum of nickel M2,3 edge is displayed in gray as a reference. Results of the
fitting of measured data with Eq. (5.1) are shown in black lines and the obtained 𝜎 and 𝜔𝑠 as a
function of the simulated electron temperature rise Δ𝑇𝑒𝑠𝑡 are shown in (c) and (d), respectively.
The results of linear fitting of 𝜎 versus Δ𝑇𝑒𝑠𝑡 is displayed as a black line in (c) and the inset in (d)
exhibits the fitting of |𝜔𝑠 | versus Δ𝑇𝑒𝑠𝑡 with a power function (black line) in a log-log plot. The
uncertainties in the fitting are shown as gray areas in (c) and (d), respectively.
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where the absorption lineshape at electron temperature 𝑇0 is convoluted by a function 𝑓 (𝜔,Δ𝑇).
The choice of convolution in the expression is motivated from experimental observation (Fig. 5.2
and Eq. (5.1)) and theoretical results [263]. The combination of Eqs. (5.2) and (5.3) indicate that
𝑓 (𝜔,Δ𝑇) can be found by approximating the component of free-induction decay 𝐼′(𝑡) in Eq. (5.2)
by

𝜋(𝑇0 + Δ𝑇)
sinh(𝜋(𝑇0 + Δ𝑇)𝑡) ≈ 𝜋𝑇0

sinh(𝜋𝑇0𝑡)
× 𝑒𝑔(𝑡,Δ𝑇) , (5.4)

with 𝑓 (𝜔,Δ𝑇) = 1
2𝜋

∫ ∞
−∞ 𝑒

𝑖𝜔𝑡𝑒(1−𝜁)𝑔(𝑡,Δ𝑇)𝑑𝑡. Using second order expansion of Δ𝑇 on both sides of
Eq. (5.4), it is shown that the first order term in the expansion of 𝑔(𝑡,Δ𝑇) with respect to time 𝑡 is
zero and the coefficient of the second order term is proportional to (Δ𝑇)2 when𝑇 is small compared
to Δ𝑇 (Sec. 5.D). In other words, the term 𝑒(1−𝜁)𝑔(𝑡,Δ𝑇) can be approximated by the expression

𝑒(1−𝜁)𝑔(𝑡,Δ𝑇) ∝ exp
(
− (𝜎𝑡)2

2

)
,

with 𝜎 = 𝑎Δ𝑇 , where 𝑎 is a proportionality constant. This suggests that the core-level absorption
spectrum after laser heating 𝐼 (𝜔,𝑇0 + Δ𝑇) can be described by the convolution of the spectrum
before heating 𝐼 (𝜔,𝑇0) with a Gaussian function 𝑓 (𝜔, 𝜎) = 1

𝜎
√

2𝜋
exp

(
− 𝜔2

2𝜎2

)
and the broadening

factor 𝜎 is directly proportional to the temperature rise Δ𝑇 .
Comparing Eq. (5.4) with Eq. (5.1), it is observed that the reference spectrum at temperature

𝑇0 in Eq. (5.4) is represented by the static spectrum in Eq. (5.1). The two expressions merely differ
by the spectral shift 𝜔𝑠, which is not present in the derivation above because the overall energy shift
of the core-excited state is not included in either the many-body theory of core-level absorption
[263, 266] or our proposed ansatz (Eq. (5.3)). The mathematical derivation thus justifies the
fitting of TA profiles with a Gaussian broadened static spectrum and suggests that this approach
can be extended to other metallic systems. In addition, the robustness of the method (Eq. (5.1))
is ensured by limiting the fitting parameters to only the shift and broadening. This is because the
major factors that contribute to spectral distortions and broadenings are implicitly included in the
formalism. The reference spectrum 𝐼 (𝜔,𝑇0) in Eq. (5.3) and the static absorption spectrum in Eq.
(5.1) automatically incorporate the spectral contribution from the intrinsic core hole lifetime as
well as sample geometry and crystallinity, which remain unchanged throughout the measurement.
The effects of interaction between the core hole and laser-heated CB electrons are included in
Eq. (5.2), the starting point of the derivation of 𝑓 (𝜔,Δ𝑇). Note, however, the mathematical
derivation only considers the spectral changes due to variation in electron temperature; other
contributions from processes that would follow photoexcitation, such as phonon dynamics, are not
included. In addition, the derivation of 𝑓 (𝜔,Δ𝑇) involves truncation in a series expansion and is
not analytically exact. Therefore, the application of this method (Eq. (5.1)) and the extraction of
electron temperature from the broadening always require verification that the relation between the
electron temperature and the broadening is linear and dynamics in the electronic domain are the
dominant contributor to the TA lineshape. The relationship between projected electron temperature
and the fitted spectral broadening in power dependence measurements, and the correspondence
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between the fitted spectral shift and broadening, can both serve as checkpoints to examine the
adequacy of this analysis approach.

5.2.3 Electron Cooling Dynamics
Equipped with the formalism to understand the spectral change in core-level excitations in nickel
with hot thermalized electrons at a short 40 fs pump-probe delay (Eq. (5.1)), we consider here the
electron cooling dynamics at >40 fs timescales (Fig. 5.1(b)). To analyze the measured dynamics,
we first apply Eq. (5.1) to fit the TA spectrum at each time delay. The fitted spectra are shown in Fig.
5.3(a), displaying good agreement with the experimental results (Fig. 5.1(b)). Note that phonon
heating is expected to occur from electron-phonon scattering processes during the cooling of the
electron bath [251] and the adequacy of relating electron temperature with spectral broadening
requires verification. It has been shown that the rise of non-thermal phonon occupation persists
over timescales above 2 ps [254] and the electronic reservoir cools down below 1 ps [251]. If phonon
dynamics contribute significantly to the XUV TA spectra, it is expected that at >1 ps timescales
the contribution from phonons would dominate and the magnitude of the XUV TA signal would
rise with increasing time delay. Contrary to the expectations, however, the experimental TA signal
diminishes to zero with increasing time delay and its magnitude at 1.9 ps delay is barely above
noise level (Fig. 5.1(b)). This suggests that the contribution from heated phonons to the observed
core-level TA signal is negligible compared to the dynamics in the electronic domain.3 As such, the
obtained spectral broadening 𝜎 can still be connected with Δ𝑇 in the analysis of XUV TA spectra
at hundreds of femtoseconds to picoseconds.

Figure 5.3(b) shows the fitted spectral shift (blue dots) and electron temperature (Δ𝑇 = 𝜎/𝑎,
red dots) derived from the fitted spectral broadening at different time delays. Both the spectral
shift and electron temperature as a function of time delay can be fitted by a single exponential
decay convoluted with the instrument response function (Fig. 5.3(b), lines) and the time constants
for electron temperature decay 𝜏𝜎 = 640 ± 80 fs and spectral shift 𝜏𝑠 = 380 ± 30 fs are obtained,
respectively. Note that the shift 𝜔𝑠 and broadening 𝜎 are the only variables in the fitting procedure
(Eq. (5.1)), and no additional parameters are introduced. The 640±80 fs cooling time is consistent
with the reported values from optical pump-probe measurements [247, 248, 250]. The discrepancy
between 𝜏𝜎 and 𝜏𝑠 also agrees with the observed relationship between the electron temperature
and the spectral shift in the power dependence measurements (Fig. 5.2(d)). As the spectral shift
is related to the electron temperature change by a power law (𝜔𝑠 ∝ Δ𝑇𝛼), it is expected that the
decay dynamics of spectral shift to follow the relation 𝜔𝑠 (𝑡) ∝ Δ𝑇 (𝑡)𝛼 ∝ 𝑒−𝛼𝑡/𝜏𝜎 ,with 𝛼 = 𝜏𝜎/𝜏𝑠.
Here, the obtained 𝜏𝜎/𝜏𝑠 is approximately 1.7, agreeing with the 𝛼 = 1.5 ± 0.2 obtained from the
power dependence measurements (Fig. 5.2(d), inset). It is thus observed that the relation between
the spectral shift and broadening is maintained between 40 fs and 1.9 ps time delay. At 40 fs
delay, the effect of electron-phonon interaction is negligible because the timescale is well below the
electron-phonon scattering time [251], whereas at picosecond timescales, non-equilibrium phonon

3Note that the results only indicate that the TA signal is not sensitive to the particular phonon heating dynamics
in the experiment. It does not imply that core-level absorption spectroscopy is insensitive to phonon dynamics overall
and depending on the system measured, lattice dynamics can contribute to core-level TA signals (e.g. Ref. [270]).
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Figure 5.3: (a) Results of fitting the TA spectra in Fig. 5.1(b) with Eq. (5.1) and the fitting
parameters 𝜔𝑠 and Δ𝑇 at different time delays are shown as dots in (b). The fitting of the changes
of 𝜔𝑠 and Δ𝑇 as a function of time delay with single exponential decay convoluted with a Gaussian
instrument response function are shown as the blue and red line, respectively.

dynamics are paramount [251, 254, 271]. The consistency of the behavior between the spectral
shift and broadening from 40 fs to picosecond time delays further corroborate that the fitted spectral
broadening and shift are related to physical properties in the electronic domain because the relation
between the two persists regardless of the generation of phonons out of thermal equilibrium.

5.2.4 Electron Thermalization Dynamics
In this section, we focus on the few-femtosecond dynamics of carrier photoexcitation and thermal-
ization. The XUV TA spectra between -20 and 35 fs pump-probe delay with optical pump fluence
at 33 mJ/cm2 are plotted in Fig. 5.1(c), which exhibits two positive features at 65.75 eV and 67.4 eV
that increase in magnitude within -10 fs to +15 fs time delay and reach a plateau at >15 fs. The lack
of changes in the TA signal between 15 fs and 35 fs suggests that the electrons thermalize within 15
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fs.4 The absence of energetically shifting spectral features within -10 fs to +15 fs time delay, which
could be used to directly signify the scattering and decay of the initial non-equilibrium photoex-
cited electrons to form a hot thermalized distribution, initially implies that the electrons thermalize
within the pulse duration of the pump. However, the analysis of the lineouts of TA features at 65.75
eV and 67.4 eV (Fig. 5.4(c) (dots)) shows that the duration of the growth of the TA features is
significantly longer than the optical pump pulse. By fitting the lineouts with a modified Gaussian
error function (Eq. (5.8)), TA signal rise times 𝜏𝑟𝑖𝑠𝑒 = 15.1± 0.4 fs and 14± 2 fs for energies 65.75
eV and 67.4 eV are obtained, respectively (Fig. 5.4(c) (dashed lines)). The cross-correlation time
between the optical and XUV pulses, whose upper limit is set by the cross-correlation between
the pump pulse and the driving field for high-harmonic generation, is less than

√
4.32 + 3.62 ≈ 5.6

fs. The 15 fs rise time of the features at 65.75 eV and 67.4 eV (Fig. 5.4(c)), which is much
longer than the <5.6 fs cross-correlation time between the pump and the probe, suggests that the
electron thermalization time is longer than the pump pulse duration and the lengthened rise time
is connected to non-thermal electron relaxation. We present experimental evidence to support this
hypothesis, and a conjecture on the cause of the absence of spectral signatures of non-equilibrium
electron distribution is discussed in Sec. 5.3.2.

To verify whether the electrons directly thermalize during photoexcitation, the XUV TA spectra
(Fig. 5.1(c)) are fitted with Eq. (5.1), and the quality of the fitting and the relation between the
fitted broadening 𝜎(𝑡) and energy shift 𝜔𝑠 (𝑡) are examined. Figure 5.4(a) shows the fitting results
and the fitted broadening and energy shift as a function of time delay are plotted in Fig. 5.4(b).
The good agreement between the fitting results (Fig. 5.4(a)) and experimental data (Fig. 5.1(c))
initially suggests that the electrons thermalize within the duration of the optical pulse. However,
if the electrons already thermalize within the timescale of photoexcitation, the resulting spectral
broadening 𝜎 and shift 𝜔𝑠 should follow the relation 𝜔𝑠 (𝑡) ∝ 𝜎(𝑡)1.5 as shown in Sec. 5.2.3.
In Fig. 5.4(b), the changes in the broadening and the shift as a function of time delay are fitted
to a modified Gaussian error function (Eq. (5.8)) and the obtained error function rise times for
the broadening and the shift are 𝜏𝜎 = 11.0 ± 0.4 fs and 𝜏𝑠 = 15.0 ± 0.3 fs, respectively. Given
𝜔𝑠 ∝ 𝜎1.5 for a thermalized electron distribution, the increase of magnitude in the spectral shift
𝜔𝑠 (𝑡) should be steeper than the broadening 𝜎(𝑡) (𝜏𝜎 > 𝜏𝑠), which is opposite to the fitting results.
This indicates that the electron thermalization time in nickel is either comparable or longer than
the optical pulse (4.3 fs), and during the increase of magnitudes in the broadening and spectral red
shift, the broadening 𝜎 cannot be directly related to an electron temperature.

In addition to the inconsistent behavior of the spectral shift and broadening compared to the
results obtained at ≥ 40 fs time delay, we consider the fluence dependence of the TA signal rise time
(Fig. 5.4(c)). Fermi liquid theory indicates that the electron collision rate is proportional to the
square of electron temperature [272]. Using Boltzmann collision integrals, Mueller and Rethfeld
predict that the electron thermalization time in nickel decreases by an order of magnitude as the
“final” electron temperature, viz. the electron temperature after thermalization, increases from 2000

4Note that, however, because the core-level absorption spectrum at the Ni M2,3 edge cannot be directly mapped
on to the CB DOS, it is impossible to directly quantify the deviation of the carrier distribution from a hot Fermi-Dirac
function with the core-level TA spectra.
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Figure 5.4: (a) Fitting results of Fig. 5.1(c) with Eq. (5.1). The fitted edge shift (𝜔𝑠) and
broadening (𝜎) as a function of time delay are plotted in (b) as dots and the fitting of 𝜔𝑠 (𝑡) and
𝜎(𝑡) with Eq. (5.8) are depicted as blue and red lines, respectively. (c) shows the lineouts of Δ𝐴,
shown in circled dots, at 65.75 and 67.4 eV (Fig. 5.1(c), white dashed lines) and their fitting results
(dashed black lines) with Eq. (5.8).
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Table 5.1: Experimentally obtained TA signal rise time 𝜏𝑟𝑖𝑠𝑒 and extracted electron thermalization
time 𝜏𝑡ℎ versus electron temperature 𝑇𝑒 from fluence dependence measurements. The asymmetry
in the uncertainty of 𝜏𝑟𝑖𝑠𝑒 for entries with 𝑇𝑒 =2129 K and 2552 K is due to the drift of time delay
within the experiment which cannot be compensated, leading to a stretch in the rise time. Further
explanation on the time delay drift is described in Sec. 5.A.

𝑇𝑒 [K] 𝜏𝑟𝑖𝑠𝑒 [fs] 𝜏𝑡ℎ [fs]

2129 35+10
−15 34

2552 22 +5
−10 21

3060 15 ± 3 13

K to 8000 K [255]. The fluence dependence of electron thermalization has been experimentally
observed by Obergfell and Demsar in Cu by optical pump-probe measurements [237]. Here we
examine the connection between electron thermalization time and the rise time of the core-level TA
signal (Fig. 5.4(c)) by a set of power dependence measurements at three different pump fluences. In
Table 5.1, we list the final electron temperatures 𝑇𝑒 and the rise times 𝜏𝑟𝑖𝑠𝑒 of TA signal at 65.75 eV
and a clear decrease in the rise time with respect to increasing electron temperature is observed. As
the final electron temperature rises from approximately 2100 K to 3100 K, the measured rise time
decreases from 35 fs to 15 fs. The observed behavior of the rise time as a function of final electron
temperature is consistent with theoretical predictions of the electron thermalization time and we
estimate this time 𝜏𝑡ℎ by deconvolving the growth dynamics with the pump-probe cross-correlation
(𝜏𝑡ℎ ≈

√︃
𝜏2
𝑟𝑖𝑠𝑒

− 5.62). The electron thermalization times obtained by deconvolution are listed in
Table 5.1, showing that the electron thermalization time decreases from 34 fs to 13 fs as the electron
temperature rises from 2100 K to 3100 K. The obtained thermalization times are on the same order
of the theoretically predicted thermalization time in nickel [255].

5.3 Discussion
Despite the success of fitting the TA profile with spectral shift and broadening (Eq. (5.1)), the phys-
ical origin of the spectral shift has yet to be clarified. In addition, while the electron thermalization
time is extracted from the rise of TA signal (Fig. 5.4(c)), the absence of spectral signatures of the
non-equilibrium electron distribution during photoexcitation has not been explained. Here we dis-
cuss the potential origin of the spectral shift and the absence of spectral features of non-thermalized
electrons.
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5.3.1 Origin of Spectral Shift
The spectral shift in the core-level absorption spectra can be interpreted as an overall change in
the energy of the core-excited state in laser-heated nickel. This can be caused by electron-phonon
interactions [9], and in particular, lattice displacement and heating due to optical excitations [76,
270]. However, as the experimental results suggest that the direct influence of phonon excitations on
the TA profile is negligible, we restrict the discussion within the electronic domain. Electronically,
the spectral red shift of core-level absorption after optical pump illumination can originate from the
lowering of the chemical potential in the CB or stabilization of core-excited state due to many-body
interactions [34]. The lowering of the chemical potential as a possible cause can be eliminated as
Lin et al. showed that the chemical potential of the CB of nickel increases rather than decreases with
rising electron temperature [273–275], in contrast to the experimental observations here. Due to
the complexity in simulating the effect of many-body interactions in the core-excited state of nickel
with hot, thermalized CB electrons, here we provide a subjective explanation for the nonlinear
relationship between 𝜔𝑠 and Δ𝑇 based on related works by analogy and invite future theoretical
works to verify the validity of the conjecture.

In attosecond TA studies of titanium, Volkov et al. showed that the optical excitation of electrons
increases the occupation of the localized Ti 3𝑑 orbitals, which further causes a spectral blue shift
due to the increase of electronic repulsion in the core-excited state [34]. In nickel, the increase of
electron temperature causes the transfer of Ni 3𝑑 electrons to the higher-lying 4𝑠 and 4𝑝 bands [275],
which would reduce the electronic repulsion in the localized 3𝑑 orbitals in contrast to the repulsion
increase observed when heating an early transition metal such as Ti. The cause of the opposing
behavior between Ni and Ti is theorized from the inversion in the orbital character with respect to
band energies. In titanium, the occupied 4𝑠 bands are below the largely unoccupied 3𝑑 bands [34],
whereas in nickel, the occupied bands are composed primarily of 3𝑑 orbitals and the unoccupied
bands comprise an increased 4𝑠 and 4𝑝 character [276]. The reduction in electronic repulsion
stabilizing the core-excited state of laser-heated nickel thus presents a plausible explanation to
the spectral red shift observed in the XUV TA spectra. As the electron repulsion and reduction
of population in the nickel 3𝑑 bands are not linearly proportional to electron temperature, the
nonlinearity in the relation between 𝜔𝑠 and Δ𝑇 is also potentially clarified.

5.3.2 Non-Equilibrium Electron Relaxation
While the fluence dependent rise time of the TA signal (Fig. 5.4(c) and Table 5.1) indicate that
the electron thermalization time is longer than the pump pulse duration, no energetically shifting
spectral features are observed within the electron thermalization timescale in the TA spectra (Fig.
5.1(c)) to represent the thermalization of non-equilibrium carrier distribution. To understand this
phenomenon, we simulated the dynamics of photoexcitation in nickel through a density matrix
formalism based on the band structure of nickel calculated by density functional theory (DFT)
(Sec. 5.F). Snapshots of electronic occupation near the Fermi-level (𝐸𝐹) at different time delays
with respect to the optical pulse are shown in Fig. 5.5. In the simulated electron distributions,
occupation around 1.5 eV below the Fermi level decreases following photoexcitation. However, the
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Figure 5.5: Electronic occupation as a function of energy during photoexcitation. The results of
fitting each time slice to a Fermi-Dirac function are shown in black dashed lines.

photoexcited electron distribution at and above the Fermi energy still closely resembles a Fermi-
Dirac function (Fig. 5.5, black dashed lines). This implies that because the initial photoexcited
electronic occupation does not significantly deviate from a hot thermalized distribution, possible
spectral signatures of a non-equilibrium CB electron distribution will not be easily distinguished.
Note that in the density matrix formalism, the effects of scattering between the photoexcited
electrons are not included. Therefore, it is expected that the true photoexcited carrier distribution
will feature an even smaller deviation from the thermalized electron distribution than the simulated
results (Fig. 5.5). This provides a potential explanation to the absence of spectral features of
non-thermalized carriers.

5.4 Conclusion
In summary, it is observed that the transient absorption spectra of optically excited nickel at the nickel
M2,3 edge can be simulated with a spectral red shift and Gaussian broadening of the static spectrum.
For a hot thermalized electron distribution, the Gaussian broadening is experimentally revealed and
theoretically derived to be linearly related to the change of electron temperature and can be used to
track the electron temperature. The increase of spectral red shift with rising electron temperature can
be plausibly explained by the reduction of electron repulsion due to the repartitioning of localized
3𝑑 electrons to 4𝑠 and 4𝑝 bands through laser heating. For thermalized electrons, the red shift
displays a power-law relationship with the electron temperature change by a power 𝛼 ≈ 1.5. While
probing the sub-40 fs dynamics of optically excited nickel, the relation between the spectral shift and
electron temperature, and thus the broadening for thermalized carriers, is utilized to determine that
the electrons do not thermalize instantaneously during the optical excitation, even though the core-
level absorption lineshape at sub-15 fs timescale closely resembles the spectra with thermalized
electrons. In the core-level transient absorption spectroscopy of nickel at Ni M2,3 edge, the electron
thermalization process is represented by a lengthened growth of spectral features for a thermalized
electron distribution, indicating that electron scattering and thermalization accompany and follow
the photoexcitation and finally create a hot thermalized carrier distribution. A fluence-dependent
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electron thermalization timescale ranging between 34 fs and 13 fs is extracted by deconvolving the
rise of the transient absorption signal from the instrument response.

The results in this work indicate that core-level absorption spectroscopy can be utilized to
extract the electron temperature of metallic samples and to assess both the timescale of electron
thermalization and the validity of using a multi-temperature model. As such, this work brings a
unification of the observation of >30 fs dynamics of thermalized electrons, and the few-femtosecond
dynamics of non-equilibrium electron relaxation. The former can be readily probed with time-
resolved photoemission methods but has been difficult to extract and interpret from core-level
absorption spectroscopy, while the latter can be interrogated with few-femtosecond core-level
spectroscopy but is inaccessible through photoemission techniques. The methodology developed
within this study facilitates the understanding of core-level absorption spectra of laser-heated metals
with a simple and intuitive picture, and the approach can be readily extended to treat other metallic
systems or to investigate photoinduced phase transitions in metallic films and multilayers.

5.A Experimental Apparatus
Details of the table-top XUV TA setup is described in Chapter 2. In brief, compressed broadband
optical pulses spanning 500-1000 nm was split by a 1:9 broadband beam splitter into the pump and
probe arm. The repetition rate of the laser was reduced to 100 Hz by a mechanical chopper so as to
prevent sample damage from optical heating due to the poor heat conductivity in nanometer thick
thin films. In addition, the sample is raster scanned during the measurement to prevent laser damage
due to long time exposure and systematic error due to sample inhomogeneity. Static absorption
measurements are taken before and after each transient absorption experiment to assess whether
sample damage occurs during the experiment.

The fine tuning of dispersion in the pump and probe arm is achieved by a pair of glass wedges
installed in each arm, and the pulse duration of the pump and probe pulses measured by dispersion
scan [47] are 4.3±0.2 fs and 3.6±0.1 fs long, respectively. The duration of the pump pulse is slightly
longer than the probe because of the limited bandwidth of the broadband beamsplitter. The typical
spectrum and temporal profile of the pump pulse are shown in Fig. 5.6(a) and 5.6(b), respectively.
The intensity of the pump beam is controlled by an iris and the beam is time-delayed, focused, and
recombined collinearly into the probe arm with an annular mirror. For each individual experiment,
the beam profile of the pump is measured by a CMOS camera directly at the sample position for
the determination of the intensity and fluence of the pump pulse. The beam in the probe arm is
focused into an Ar gas jet to generate broadband XUV pulses spectrally spanning 40-73 eV. After
filtering the driving near-IR field with a 100 nm thick Al filter, the XUV beam is refocused by a
gold coated toroidal mirror onto the measurement target. After passing through the measurement
target, the XUV beam transmits through another 100 nm thick Al filter that blocks the pump light
and the transmitted XUV is then dispersed by a flat-field grating onto an XUV CCD camera with
16-bit bit depth that provides a dynamic range of approximately 5 orders of magnitude. With the
approximately 1 OD (optical density) edge jump at the nickel edge, the noise floor of the transient
measurement is approximately 5 mOD, which is mainly contributed by the fluctuations of the XUV
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Figure 5.6: (a) The typical spectrum and (b) temporal profile of the pump pulses measured
by dispersion scan [47]. (c) displays the typical transient absorption spectra of helium 2snp
autoionization states taken subsequently after each scan through all time delay points on the nickel
sample for time delay calibration.

light source. The spectral resolution of the apparatus at the photon energies of the experiment is
approximately 60 meV. The measurement delay step sizes used in the results shown in Fig. 5.1(c)
are 1.3 fs (0.2 𝜇m) between -66.7 fs (-10 𝜇m) to +133.3 fs (+20 𝜇m) delay, 3.3 fs (0.5 𝜇m) between
+133.3 fs (+20 𝜇m) and +560 fs (+84 𝜇m) delay, and 20 fs (3 𝜇m) between +560 fs (+84 𝜇m)
and +1.98 ps (+297 𝜇m) delay. The measurement delay step size used in the results shown in Fig.
5.1(d) is 0.33 fs (0.05 𝜇m) between -50 fs (-7.5 𝜇m) and +50 fs (+7.5 𝜇m) delay. Here the positions
of the optical delay stage in micron are listed in parentheses. As the retroreflector folds the optical
beam once, 1 𝜇m change of the optical delay stage translates to approximately 6.6 fs delay.

To avoid the slow drift of time delays during the experiment, we ran one transient absorption
measurement on the 2𝑠𝑛𝑝 autoionizing states of helium after each scan through all time delay
points on the nickel sample [24]. A typical transient absorption trace on the He 2𝑠𝑛𝑝 autoionizing
states is shown in Fig. 5.6(c). The transient absorption signal of the He 2𝑠2𝑝 state near time zero
was then fitted to an error function to determine the exact zero time overlap between the XUV
and optical pulses. With the calibrated time zero of each scan, the changes of absorbance for each
scan were then interpolated onto a gridline and averaged together [9]. A sample time zero drift
trace over the course of an XUV TA measurement on nickel is shown in Fig. 5.7. Note that as
the fluence dependence on the TA signal for the He autoionization lines is highly nonlinear [24],
reliable TA measurements for time zero correction at fluences lower than 30 mJ/cm2 have not been
obtained. This leads to smearing and stretching of dynamics with respect to time delay for low
fluence measurements. To estimate the amount of time-axis smearing in the observed dynamics
(e.g. the rise of TA signal shown in Sec. 5.2.4) by the time zero drift, XUV TA measurements
of He autoionization lines were conducted over the same amount of time as the acquisition time
for the XUV TA experiments on nickel and we focus on the overall time delay drift over the entire
measurement time. Specifically for the measurements displayed in Table 5.1, an overall time zero
drift of 5 fs is obtained. This leads to an increase of negative uncertainty in the first two entries of
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Figure 5.7: A sample time zero drift trace taken in an XUV TA experiment on nickel. The time
zero is extracted from XUV TA measurements on He autoionization lines. The red arrows indicate
the scans to be discarded from data analysis due to >3 fs drifts over a single scan.

𝜏𝑟𝑖𝑠𝑒 in Table 5.1.

5.B Sample Preparation
The nickel thin films used in this experiment were prepared by dual ion-beam deposition of 50
nm thick nickel onto 30 nm thick silicon nitride membranes with a free-standing window size
of 3 mm × 3 mm [277], utilizing (neutralized) 600 eV krypton ions at a background pressure of
10−7 Pa. The layer thickness was controlled via the deposition time where typical sputter rates are
below 0.1 nm per second and were calibrated using surface profilometry as well as in situ spectral
ellipsometry. The sputter time calculations are based on a numerical model [277], to compensate
both inter-diffusion losses and systematic deposition variations due to, for example, shutter response
times. The substrate holder spun during deposition with a spinning frequency of 40 rpm and an 𝑅/𝜃
shaper was used for shaping the particle flux laterally for a high lateral homogeneity film thickness
growth. A film of 4 nm thick boron carbide was then deposited above the nickel thin film to prevent
oxidation through exposure to ambient air.

5.C Estimating Electron Temperature Rise Due to Optical
Absorption

The electron temperature rise after optical excitation of nickel at 40 fs time delay is calculated from
the spectrum of the optical pulse (Fig. ??(d)), the wavelength-dependent thin film absorbance, and
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the electronic heat capacity of nickel. As the electron-phonon scattering time in nickel is a few
hundred femtoseconds [251], the electronic cooling due to phonons is neglected in the following
calculation. The energy absorbed by the nickel film at a specific wavelength 𝜆 can be described
as E𝑎𝑏𝑠 (𝜆) = ℎ𝑐

𝜆
𝑁𝑝ℎ (𝜆) 𝑓𝑎𝑏𝑠 (𝜆). Here 𝑁𝑝ℎ (𝜆) is the number of incident photons as a function of

wavelength, which can be directly derived from the pump pulse spectrum. 𝑓𝑎𝑏𝑠 (𝜆) is the fraction of
light absorbed in the nickel film and is calculated using the transfer matrix method [198]. The value
of wavelength-dependent complex refractive indices of nickel and silicon nitride are taken from
Refs. [278] and [200], respectively. Denoting the electron heat capacity by 𝐶𝑒 (𝑇), the estimated
maximum electron temperature 𝑇𝑒𝑠𝑡 is related to the total energy absorbed by the nickel film E as

E =

∫ 𝑇𝑒𝑠𝑡

𝑇0=300𝐾
𝐶𝑒 (𝑇 ′)𝑑𝑇 ′,

where the temperature-dependent electron heat capacity of nickel is taken from Ref. [274]. The
electron temperature rise Δ𝑇𝑒𝑠𝑡 is 𝑇𝑒𝑠𝑡 − 𝑇0.

5.D Expansion of 𝐼′(𝑡)
The expression of the core-level absorption lineshape 𝐼′(𝜔) in Eq. (5.2) is the Fourier transform of
its free-induction decay

𝐼′(𝑡) =
(

𝜋𝑇

𝑖 sinh(𝜋𝑇𝑡)

)1−𝜁
= (−𝑖𝜋𝑆(𝑡, 𝑇))1−𝜁 . (5.5)

To find 𝑒𝑔(𝑡,Δ𝑇) (cf. Eq. (5.4)), we first expand 𝑆(𝑡, 𝑇) with respect to temperature:

𝑆(𝑡, 𝑇 + Δ𝑇) = 𝑆(𝑡, 𝑇) + 𝜕𝑇𝑆(𝑡, 𝑇) · Δ𝑇 + 1
2
𝜕2
𝑇𝑆(𝑡, 𝑇) · (Δ𝑇)2 + . . . .

Letting 𝑧 = 𝜋𝑡, the derivatives of 𝑆(𝑡, 𝑇) are expressed

𝜕𝑇𝑆(𝑡, 𝑇) =
1

sinh(𝑧𝑇) (1 − 𝑧𝑇 coth(𝑧𝑇))

𝜕2
𝑇𝑆(𝑡, 𝑇) =

𝑇

sinh(𝑧𝑇)

(
2
(
𝑧2 coth2(𝑧𝑇) − 𝑧 coth(𝑧𝑇)

𝑇

)
− 𝑧2

)
.

Expressing the 𝑚𝑡ℎ Taylor expansion term of 𝑆(𝑡, 𝑇 + Δ𝑇) as 𝜕𝑚
𝑇
𝑆(𝑡, 𝑇) (Δ𝑇)𝑚/𝑚! = 𝑠𝑚𝑆(𝑡, 𝑇), we

can rewrite 𝑆(𝑡, 𝑇 + Δ𝑇) as

𝑆(𝑡, 𝑇 + Δ𝑇) = 𝑆(𝑡, 𝑇) exp

(
ln

(
1 +

∞∑︁
𝑚=1

𝑠𝑚

))
,
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and by comparing the terms between the Taylor expansion of 𝑆(𝑡, 𝑇 + Δ𝑇) and {𝑠𝑚}, the second
order expansion of 𝑆(𝑡, 𝑇 + Δ𝑇) can be expressed as [279, 280]

𝑆(𝑡, 𝑇 + Δ𝑇) ≈ 𝑆(𝑡, 𝑇) exp

(
𝑠1 + 𝑠2 −

𝑠21
2

)
. (5.6)

Here we concentrate on the behavior of 𝑆(𝑡, 𝑇) when 𝑡 is near zero because the denominator
sinh(𝑧𝑡) in the integrand 𝐼′(𝑡) grows exponentially with 𝑡. This “short time” approximation can
be further justified by comparing the temperature induced broadening and the natural linewidth
of the core hole. While the temperature induced broadening is typically on the scale of tens to
hundreds of meV (cf. Fig. 5.2(c)), the core hole lifetime broadening is typically larger by one
order of magnitude [154, 256]. This indicates that the “true” free induction decay of the core-level
transitions is far faster than the decay of 𝐼′(𝑡). Under such condition, we can approximate the term
coth(𝑧𝑇) using the asymptotic relation coth 𝑥 ≈ 1/𝑥 + 𝑥/3 − 𝑥3/45 + . . . [281]. To first order with
coth(𝑧𝑇) ≈ 1/(𝑧𝑇), we obtain

𝑠1 =

(
1
𝑇
− 𝑧 coth(𝑧𝑇)

)
Δ𝑇 ≈ 0

𝑠2 =

(
𝑧2 coth2(𝑧𝑇) − 𝑧 coth(𝑧𝑇)

𝑇
− 𝑧2

2

)
(Δ𝑇)2

≈ − 𝑧
2

2
(Δ𝑇)2.

Inserting the expansion terms back into Eq. (5.6), a preliminary expression for 𝑆(𝑡, 𝑇 + Δ𝑇) is
derived:

𝑆(𝑡, 𝑇 + Δ𝑇) ≈ 𝑆(𝑡, 𝑇) · exp
(
− (𝜋Δ𝑇𝑡)2

2

)
,

and therefore
𝑒𝑔(𝑡,Δ𝑇) = exp

(
− (𝜋Δ𝑇𝑡)2

2

)
.

To estimate the error of the approximated expression, we include the second and the third term
of the asymptotic expansion (coth(𝑧𝑇) ≈ 1/(𝑧𝑇) + 𝑧𝑇/3 − (𝑧𝑇)3/45) and obtain

𝑠1 =

(
1
𝑇
− 𝑧 coth(𝑧𝑇)

)
Δ𝑇 ≈

(
− 𝑧

2𝑇

3
+ 𝑧

4𝑇3

45

)
Δ𝑇

𝑠2 =

(
𝑧2 coth2(𝑧𝑇) − 𝑧 coth(𝑧𝑇)

𝑇
− 𝑧2

2

)
(Δ𝑇)2

≈
(
− 𝑧

2

2
+ 𝑧

2

3
+ 4𝑧4𝑇2

45

)
(Δ𝑇)2.
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The expression 𝑆(𝑡, 𝑇 + Δ𝑇) becomes

𝑆(𝑡, 𝑇 + Δ𝑇) ≈ 𝑆(𝑡, 𝑇) · exp
(
−𝑧2

(
Δ𝑇2 + 2𝑇Δ𝑇

6

))
×

exp
(
𝑧4

(
𝑇3Δ𝑇

45
+ 𝑇

2(Δ𝑇)2

30

))
.

Note that in the equations above, we only include the terms up to 𝑧4 because in the region where
𝑧 = 𝜋𝑡 is near zero, the higher order terms can be neglected. The same reasoning also applies to
leaving out the higher order terms in the asymptotic expansion of coth(𝑧𝑇) as higher order terms
will lead to expressions of 𝑧6 and above in 𝑆(𝑡, 𝑇 + Δ𝑇). To explore the adequacy of the “short
time” approximation, we compare the magnitude of the 𝑧2 term to the 𝑧4 term. Given the typical
core hole lifetime broadening of ∼1 eV [154], room temperature 𝑇 ≈ 0.03 eV, and an overestimated
Δ𝑇 = 10000 K ≈ 0.9 eV, the magnitude of the second order term is(

𝜋ℏ

1 eV

)2 0.92 + 2 · 0.9 · 0.03
6ℏ2 (eV)2 ≈ 1.42,

and the magnitude of the 𝑧4 term is(
𝜋ℏ

1 eV

)4 (
0.9 · 0.033

45
+ 0.032 · 0.92

30

)
( eV
ℏ
)4 ≈ 0.002.

The magnitude of the fourth order term is three orders of magnitude smaller than the second order
term, indicating that the 𝑧4 term can also be neglected, yielding

𝑆(𝑡, 𝑇 + Δ𝑇) ≈ 𝑆(𝑡, 𝑇) · exp
(
− (Δ𝑇2 + 2𝑇Δ𝑇) (𝜋𝑡)2

6

)
. (5.7)

Here we observe that the expression remains a Gaussian function with respect to 𝑡 and there is no
first order term with respect to 𝑡 in the exponent. The Fourier transformed broadening factor in
the spectral domain is proportional to

√
Δ𝑇2 + 2𝑇Δ𝑇 . However, as the electron temperature change

Δ𝑇 is at least 6 times larger than the temperature for the reference spectrum 𝑇 = 𝑇0 = 300 K in
the measurements (Fig. 5.2(c)), the term 2𝑇Δ𝑇 is small compared to Δ𝑇2. This explains the linear
relationship between the obtained spectral broadening and electron temperature. As a corollary on
the comparison of terms with different orders of 𝑧, note that the terms in the expansion of {𝑠𝑚}
always have the form 𝑧𝑛𝑇 𝑘 (Δ𝑇)𝑙 , with 𝑛, 𝑘, 𝑙 ≥ 0 and 𝑘 + 𝑙 = 𝑛. This indicates that the “short
time” approximation, or the truncation at the second order holds as long as the electron temperature
change (𝑘𝐵Δ𝑇) and electron temperature (𝑘𝐵𝑇) are smaller than the core hole broadening.

Finally, we connect Eq. (5.7) with Eq. (5.4) and observe

𝜋(𝑇0 + Δ𝑇)
sinh(𝜋(𝑇0 + Δ𝑇)𝑡) ≈ 𝑆(𝑡, 𝑇0) × exp

(
−Δ𝑇

2

6
(𝜋𝑡)2

)
≈ 𝜋𝑇0

sinh(𝜋𝑇0𝑡)
× 𝑒𝑔(𝑡,Δ𝑇) ,



CHAPTER 5. ELECTRON THERMALIZATION AND RELAXATION IN NICKEL 94

indicating 𝑔(𝑡,Δ𝑇) ≈ (𝜋Δ𝑇𝑡)2
6 . In the equation above, the term 2𝑇Δ𝑇 from Eq. (5.7) is ignored as

(Δ𝑇)2 � 2𝑇Δ𝑇 . The broadening function 𝑓 (𝜔,Δ𝑇) = 1
2𝜋

∫ ∞
−∞ 𝑒

𝑖𝜔𝑡𝑒(1−𝜁)𝑔(𝑡,Δ𝑇)𝑑𝑡 is thus

𝑓 (𝜔,Δ𝑇) ≈ 1
𝜎
√

2𝜋
𝑒
− 𝜔2

2𝜎2 ,

with

𝜎 = 𝜋Δ𝑇

√︂
1 − 𝜁

3
.

Rewriting the equation in SI units, the broadening function reads

𝑓 (ℏ𝜔,Δ𝑇) ≈ 1
𝜎
√

2𝜋
𝑒
− (ℏ𝜔)2

2𝜎2 ,

and

𝜎 = 𝜋𝑘𝐵Δ𝑇

√︂
1 − 𝜁

3
= 𝑎Δ𝑇.

Here 𝑎 = 𝜋𝑘𝐵
√︁
(1 − 𝜁)/3 and 𝜁 < 1 is a constant phase factor related to the electron scattering

from the core hole potential (Eq. (5.2)).

5.E Fitting with Modified Gaussian Error Function
To fit the sub-20 femtosecond dynamics of 𝜎(𝑡), 𝜔𝑠 (𝑡), and the TA lineouts at 65.75 and 67.4 eV,
a modified Gaussian error function

F (𝑡, 𝜏) = 𝑐1
2

©«1 + 2
√
𝜋

∫ 𝑡

𝑡0

𝑒
−
(

2
√

ln 2(𝑡 ′−𝑡0)
�̃�

)2

𝑑𝑡′
ª®¬ + 𝑐0 (5.8)

is utilized, where 𝑡0 marks the timing of the dynamics relative to zero time delay and 𝜏 the duration
of the growth; 𝑐0 and 𝑐1 are fitting coefficients for offset and amplitude of the TA signal. The
coefficient 2

√
ln 2 enables direct comparison between 𝜏 and the cross-correlation time between the

pump and probe pulses. If the electronic response is instantaneous with respect to the excitation
pulse, 𝜏 will be equal to the cross-correlation time.

5.F Simulation of Photoexcitation Dynamics
The dynamics of photoexcitation are simulated by the density matrix formalism based on the nickel
band structure calculated by DFT, where the density matrix 𝜌xx′ (𝑡) = 〈𝑐†x(𝑡)𝑐x′ (𝑡)〉. 𝑐 is the
annihilation operator and x = {k, 𝑚, 𝑠} denotes the combination of momentum k, band index 𝑚,
and spin index 𝑠. The Hamiltonian for the Liouville equation ¤𝜌 = −𝑖[𝐻, 𝜌]/ℏ is

𝐻 =
∑︁

x
Ex𝑐

†
x𝑐x +

∑︁
x,x′

𝑉x,x′ (𝑡)𝑐†x𝑐x′,
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where E denotes the band energy and

𝑉x,x′ (𝑡) = −dx,x′ · E(𝑡).

In the equation above, d is the dipole operator and the magnitude of the electric field E(𝑡) is
𝐸0 exp

(
−(2

√
ln 2𝑡/𝜏𝑝𝑢𝑙𝑠𝑒)2

)
. 𝐸0 = 2.5 V/nm is derived from the peak intensity of the pulse and

𝜏𝑝𝑢𝑙𝑠𝑒 = 4.3 fs. To obtain band energies Ex and dipole operator dx,x′, DFT calculations were
performed using the Quantum ESPRESSO package with Perdew-Burke-Ernzerhof (PBE) exchange
correlation functional and ultrasoft, scalar relativistic pseudopotential [130–132]. The simulation
was conducted on a 15 × 15 × 15 𝑘-point meshgrid using the Monkhorst-Pack scheme [282], and
converged with cutoff energy at 60 Ryd. The occupation number as a function of energy and time
delay 𝑂 (E, 𝑡) is calculated by summing the mapping of the diagonal terms of the density matrix
onto an energy grid and subsequently dividing by the density of states:

𝑂 (E, 𝑡) =
∑︁

x
𝑤x𝜌xx(𝑡)𝑀 (E, Ex)/

∑︁
x
𝑤x𝑀 (E, Ex).

We use a Gaussian mapping function 𝑀 (E, Ex) = exp(−((E − Ex)/𝛿E)2) with width 𝛿E = 0.1 eV.
𝑤x is the weighting coefficient within the Monkhorst-Pack scheme at point k.
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Chapter 6

Perturbation of Core-Exciton States in NaCl
by Optical Pulses

6.1 Introduction
Many-body interactions play an important role in the optical excitations of solids that have poor
electronic screening. For example, in insulators and mono- or few-layer two-dimensional semicon-
ductors [283, 284], the optical spectra can no longer be described by direct band-to-band transitions
in the mean-field picture. Instead, the absorption onset is dominated by discrete transitions termed
“excitons”, which are formed due to the attraction of the excited electron in the conduction band
(CB) and the valence band (VB). In core-level spectroscopy, electronic many-body interactions
also contribute to the fine structure and the formation of core-excitons in the X-ray absorption
spectra observed in various insulators [143–153]. It has been predicted that the electron-core-hole
attraction of core-excitons can stabilize those transitions and grant them longer lifetimes compared
to direct core-to-conduction band transitions [148], which has been experimentally observed in
WS2 as shown in Chapter 4. The population decay of core-level transitions in the <200 eV en-
ergy range is dominated by Auger processes [12]. Recently, Moulet et al. utilized attosecond
transient absorption spectroscopy (ATAS) to observe the polarization decay of core-excitons in
SiO2 [31]. Géneaux et al. and Lucchini et al. measured the sub-5 fs decay of core-excitons in
MgO and MgF2, respectively [32, 33]. Despite their different composition, the decoherence of
core-exciton transitions in the three materials is unanimously dominated by phonon-induced de-
phasing. The strong exciton-phonon coupling between the core-exciton and the longitudinal optical
(LO) phonons in SiO2, MgO, and MgF2 enables the excitation of a large number of vibronic states
in the core-level transition. Before the core-exciton transitions decay through Auger processes,
destructive interference of the collectively excited vibrational wavefunctions causes the transition
dipole of core-level excitations to diminish to zero [185] and imposes a Gaussian broadening on
the core-exciton absorption spectra.

Strong coupling to the LO phonons is ubiquitous among the core-level excitations in alkali
halides [285], leading to a 0.2-1 eV Gaussian broadening of their X-ray photoemission spectra,
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which is much larger than the <0.1 eV intrinsic Auger linewidth of alkali metals [286]. The strong
coupling to LO phonons originates from the highly polar chemical bonds between the alkali cation
and the halide anion. When a core-electron is ejected by X-rays from the ionic solid, the core hole
attracts the surrounding halide anions, leading to lattice deformation. By analogy, photoexcitation
of core electrons to the conduction band has a similar effect, which was observed in the studies on
SiO2, MgO, and MgF2. However, as the electron-phonon coupling originates from the change of
electron density and its interaction with the lattice, the electron phonon coupling should strongly
depend on the degree of localization of core-exciton wavefunctions. In addition, as the excitation
energy increases from core-exciton transitions below the conduction band threshold to those states
embedded within the CB, the intrinsic lifetime of the core-exciton states should vary with the
different degree of coupling to the continuum states. In SiO2, MgO, and MgF2, observation of the
variation of core-exciton lifetime with energy is difficult due to the relatively small energy window
of the core-exciton states (5-10 eV) and the subfemtosecond lifetime of the core-excitons. Here, we
report the observation of changes in core-exciton coherence lifetimes from >10 fs to <5 fs at the Na
L2,3edges (30-50 eV) in NaCl using attosecond transient absorption spectroscopy.

6.2 Experimental Scheme
The experimental apparatus is detailed in Chapter 2. In brief, 120 nm thick NaCl films on 50 nm
thick silicon nitride windows (Norcada Inc.) were prepared with electron beam deposition (Lebow
Company). Core electrons in the Na 2𝑝 shell were excited by a broadband XUV pulse produced
by high harmonic generation in a Kr gas jet. The transition dipole of the core-level excitations was
subsequently perturbed by a time-delayed broadband optical pulse (500-1000 nm) with nominal
duration of 4 fs. The mechanical beam chopper was not used in this experiment as the sample is
largely transparent to the optical beam. The change of absorbance Δ𝐴(𝑡) at time delay 𝑡 is defined
as Δ𝐴(𝑡) = 𝐴(𝑡) − 𝐴(𝑡 = −30 fs). Here the time delay 𝑡 is defined as the difference between the
arrival time of the optical pulse and the XUV pulse. In contrast to the previous chapters, here
positive 𝑡 indicates that the XUV pulse precedes the optical pulse.

6.3 Results and Discussion
The static absorption spectrum of the NaCl thin film at the Na L2,3 edge is shown in Fig. 6.1(a).
Instead of a smooth absorption edge as those observed in semiconductors such as 2H-MoTe2
(Chapter 3), the absorption spectrum exhibits a series of discrete absorption peaks spanning 30-
48 eV photon energies. Clearly, the core-level absorption profile cannot be described by direct
core-level-to-CB transitions in the single particle picture, and electron-core-hole attraction, or the
core-excitonic effect, must be taken into account. In addition to forming strong, discrete core-
exciton absorption peaks at the low-energy end of the spectrum (~33 eV), many-body electron-hole
interactions renormalize the whole absorption spectrum, which is observed at the W N6,7 edge
in WS2 (Chapter 4). Instead of exhibiting a smooth rise of absorbance above the discrete core-
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Figure 6.1: (a) Static absorption spectrum (b) XUV transient absorption spectra of the NaCl thin
film at the Na L2,3 edge.

exciton transitions at ~33 eV similar to the optical absorption spectrum of many semiconductors
[284], discrete transitions are observed up to >10 eV above the lowest-energy core-exciton peak,
indicating that many-body effects not only affect the transitions between the core-level and low-lying
conduction bands but are also important for transitions well above the band edge.

The core-exciton transitions spanning across a >10 eV range and including states below and
above the conduction band edge provide an excellent opportunity to investigate the relation between
core-exciton lifetimes and the properties of their wavefunctions. XUV transient absorption spectra
at the Na L2,3 edge are shown in Fig. 6.1(b). Intense transient absorption features are observed at
the low-energy core-exciton transitions at ~33 eV along with smaller absorption changes between
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Figure 6.2: Lineouts of XUV transient absorption feature at 33.15 eV, 33.44 eV, and 33.75 eV. The
fitting of the feature at 33.75 eV with an exponential decay convoluted by a Gaussian and the fitting
of the feature at 33.44 eV with a single exponential decay are shown in black dashed lines.

36-48 eV near zero delay time. While transient absorption features can still be observed up to >20
fs delay at 33 eV, transient absorption signals at > 36 eV are close to zero at >10 fs time delays.

To further illustrate the difference between the decay of the transition dipole of the core-excitons,
lineouts of transient absorption features at ~33 eV and ~37 eV are plotted in Figs. 6.2 and 6.3,
respectively. In Fig. 6.2, the lineout at 33.75 eV can be fitted with a single exponential decay
convoluted with a Gaussian instrument response function. The fitted exponential decay time is
8.9 ± 0.2 fs. The lineouts at 33.15 eV and 33.44 eV exhibit an oscillating profile between 0-15 fs
delay. After 15 fs, the lineouts present a monotonic decay and the decay of the lineout at 33.44
eV can be fitted with a single exponential with a decay constant of 13.0 ± 0.6 fs. This indicates
a coherence lifetime of core-exciton states at ~33 eV at approximately 10 fs and an estimated
linewidth of the core-exciton absorption of approximately 0.06 eV. In addition, as phonon-induced
dephasing typically leads to a Gaussian decay of the free induction decay (FID) profile [185, 287],
the clear exponential decay of the lineouts suggest that phonon-induced dephasing is not the main
contributor for the decoherence of core-exciton transitions at ~33 eV.

In contrast to the lineouts at ~33 eV, XUV transient absorption features at >36 eV decay within 10
fs time delay. In Fig. 6.3, the integrated region |Δ𝐴(𝐸, 𝑡) | between 37.1-37.6 eV (blue line) is fitted
with an exponential decay (black solid line) and a Gaussian decay (black dashed line). Both decay
functions are convoluted with a Gaussian instrument response function and the measured lineout
(blue line) is fitted equally well with the exponential and Gaussian decay. The fitted time constant
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Figure 6.3: Averaged absolute value of XUV transient absorption feature between 37.1-37.6 eV
(blue line). Fitting of the lineout with exponential and Gaussian decay convoluted with a Gaussian
function are shown in a black and a black dashed line, respectively.

(1/𝑒) for the exponential and Gaussian decays are 3 fs and 1 fs, repectively. This suggests that the
coherence lifetime of the core-exciton transition is well within the duration of the optical pulse and
phonon dephasing may contribute to the decoherence of the core-exciton transition dipoles in this
energy region. The XUV transient absorption profile at energies >37.6 eV exhibits similar behavior
as the lineout shown in Fig. 6.3. The drastic difference between coherence lifetimes of transitions
below and above 36 eV indicates a distinction between their electronic properties.

By comparing the Na L2,3 edge absorption spectra with the optical absorption spectra of
NaCl, Nakai and Sagawa assigned the onset of the core-to-conduction band edge transition at
approximately 34 eV [176]. Further theoretical investigation by Pantelides suggested the onset
of the core-to-conduction band edge transition at 36 eV [288–290], which is supported by Auger
electron spectroscopy measurements conducted by Kamada et al. [291]. Despite the difference in
their assignments, those studies unanimously indicate that the core-excitonic absorption features
above 36 eV, which give rise to the transient absorption signal in Fig. 6.3, are embedded in the
core-to-conduction band continuum transitions. The embedding within the core-to-conduction
band continuum transitions may lead to additional decay channels that shorten the Auger lifetime
of the core-excitonic transitions. In addition, the electronic wavefunctions of transitions above the
core-to-conduction band onset may be more diffuse, which exposes the core hole on the Na atom
and induces stronger electron-phonon coupling between the core-hole and the lattice.
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Core-excitons below the core-to-conduction band edge onset
In this section, we focus on the core-excitons at ~33 eV below the core-to-conduction band onset.
The oscillations shown in the lineouts of XUV transient absorption signal in this energy region
suggest that the optical pulse may coherently couple the bright core-exciton states through a high-
lying state or the continuum. To understand the observed transient absorption signal, we first
identify the bright core-exciton states by fitting the static absorption spectrum in this energy region.
The magnified static absorption spectrum and XUV transient absorption signal are shown in Fig.
6.4. To fit the static absorption spectrum, the absorption background from valence shell excitations
is first subtracted by fitting the pre-edge absorption feature between 30-32 eV with a Gaussian
function (Fig. 6.5). The transient absorption signal is concentrated within the 32.8-34 eV energy
region, where the static spectrum exhibits two peaks labeled as A and B (Fig. 6.4(a)).

In a temperature-dependent XUV absorption experiment, Nakai et al. discovered that the
spectral profile of transition A and B changes from Gaussian to Lorentzian when the temperature of
the sample is lowered from room temperature to liquid nitrogen temperature [292]. The temperature
dependent change in line profile indicates the presence of phonon broadening. When electron-
phonon coupling is strong, the absorption lineshape becomes Gaussian and the Franck-Condon
linewidth is proportional to the factor

√︁
coth(𝛽𝜔/2), where 𝛽 = 1/(𝑘𝐵𝑇) and 𝜔 is the phonon

frequency. With the presence of phonon-induced broadening at room temperature, we fit the peaks
A and B with two Voigt profiles expressed as

𝐼 (𝐸) =
∑︁
𝑖=𝐴,𝐵

∫
𝑑𝐸′ exp(− (𝐸 − 𝐸𝑖 − 𝐸′)2

2Γ2
𝐺,𝑖

) Γ𝐿,𝑖

(𝐸′ − 𝐸𝑖)2 + Γ2
𝐿,𝑖

. (6.1)

Here 𝐸𝑖 is the energy of the 𝑖𝑡ℎ transition; Γ𝐺 and Γ𝐿 denotes the Gaussian and Lorentzian linewidth,
respectively. The Gaussian linewidth is related to the phonon broadening and the Lorentzian
linewidth is the natural linewidth due to Auger decay of the core-exciton.

The background-subtracted experimental spectrum and the fitted result are shown in Fig. 6.6(b).
The necessity of including the Gaussian phonon broadening is illustrated by comparing against the
fitting of the experimental data with two Lorentzian functions (Γ𝐺 = 0, Fig. 6.6(a)). The fitting
with two Lorentzian functions cannot fully reproduce the profile at peak B (~33.5 eV). The fitted
transition energy (𝐸𝑖) and linewidths (Γ𝐺 and Γ𝐿) are listed in Table 6.1. For peak A, the Gaussian
linewidth (0.08 eV) is much larger than the Lorentzian linewidth (0.02 eV). The 0.08 eV Gaussian
width corresponds to a characteristic decay time of 8.2 fs. For peak B, the Lorentzian linewidth
(0.1 eV) leads to a characteristic exponential decay time of 7 fs. The timescales of the decay of
core-exciton transition dipoles derived from the fitted linewidths are shorter than the >10 fs decay
dynamics observed through XUV transient absorption spectroscopy. This discrepancy indicates
that there might be significant static disorder or more than two bright core-exciton transitions within
the energy region. In addition, the fitted spectrum (Fig. 6.6(b)) has a visible discrepancy at the
peak of transition B (~33.4 eV). As static disorder can typically be accounted for by a Gaussian
broadening, which is already present in Eq. (6.1), this also points to the possibility of hidden bright
states within peak A and B.
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Figure 6.4: (a) Static absorption spectrum (b) XUV transient absorption spectra of the NaCl thin
film at the Na L2,3 edge below the core-to-conduction band onset.

Table 6.1: The fitted parameters of Eq. (6.1) (cf. Fig. 6.6(b)).

𝐸 (eV) Γ𝐿 (eV) Γ𝐺 (eV)
A 33.18 ± 0.05 0.02 ± 0.01 0.08 ± 0.01
B 33.44 ± 0.05 0.10 ± 0.01 0.08 ± 0.01
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Figure 6.5: Measured (upper panel) and background subtracted (lower panel) static absorption
spectrum. The fitted Gaussian function for the background is shown as a dashed black line.

The properties of core-exciton transitions in peaks A and B have been discussed in the studies
by Overhauser, Nakai et al. and Tomita et al. [176, 293, 294]. Using the symmetry at the Γ point
in the Brillouin zone at the conduction band minimum, Overhauser derived a 5-state multiplet
Hamiltonian for the lowest lying optical excitons of NaCl. Extending the studies of optical excitons
by Onodera and Toyozawa [295], Nakai and Sagawa concluded that the splitting between peaks A
and B is due to spin-orbit coupling [176], which is corroborated by a first principles calculation
conducted by Tomita et al. [294]. Recent attosecond four-wave mixing experiments on NaCl
at the Na L2,3 edges suggest that there are at least 5 bright states contributing to the absorption
peak A and B [296]. Here we conduct Bethe-Salpeter equation (BSE) simulations [175] based on
the wavefunctions of density functional theory (DFT) calculations using the linearized augmented
plane-wave method (the Elk code [174]) to determine the number of states buried within peaks
A and B. The DFT calculations were carried out on a 5 × 5 × 5 𝑘-point grid under the local
spin density approximation [197]. Spin-orbit coupling effects are included. The BSE calculation
includes 16 occupied and 16 unoccupied bands (spin-resolved) and 28 empty bands are included
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Figure 6.6: Fitting of measured static absorption spectrum of NaCl at the Na L2,3 edge with (a)
two Lorentzian functions and (b) two Voigt functions.
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Figure 6.7: Absorption spectrum of NaCl at the Na L2,3 edge with the BSE method. 𝜖2 denotes
the imaginary part of the dielectric function including many-body interactions.

in the dielectric function calculation under the random phase approximation.
The simulated XUV absorption spectra of NaCl at the Na L2,3 edge is plotted in Fig. 6.7. The

simulated main absorption peak is located at 30 eV, 3 eV below the experimentally measured peak
B. This is due to the underestimation of energy gap between the core-level and the conduction
bands. The discrepancy can be remediated by introducing correction of band energies using the
GW approximation [297, 298].1 Despite the overall underestimation of transition energies, the
spectral profile between 29-30.5 eV qualitatively reproduces the measured static absorption (peaks
A and B, Fig. 6.4(a)). The simulated spectrum is also consistent with the calculation results
obtained by Tomita et al. [294]. Although the low energy end of the simulated spectral lineshape
agrees qualitatively with the measured spectrum, the high energy part of the spectrum (>30.5 eV)
fails to reproduce the spectral features measured experimentally (Fig. 6.1). This can be due to
an insufficient number of included empty bands2 and the inaccuracy in the band energies, which
can be corrected by GW approximation calculations. Below we list the states responsible for the
low-lying core-exciton transitions near 30 eV.

Figure 6.8 depicts the averaged oscillator strength over all optical axes of the core-exciton states
and their corresponding transition energies. The bright core-exciton states with nonzero oscillator
strengths are clustered at 29.7 eV and 30 eV transition energy, corresponding to experimentally

1GW correction is not introduced in the calculation here due to the computational cost.
2The number of bands included is also limited by the computational capacity.
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Figure 6.8: Energy and averaged oscillator strength over all optical axes of core-exciton states.

Table 6.2: Simulated bright core-exciton states in peak A and their averaged oscillator strengths in
atomic units.

Energy [eV] Oscillator strength [a.u.]
29.659762 0.056989
29.660107 0.098004
29.660501 0.115870
29.661047 0.110537

measured peaks A and B, respectively. Comparing the simulated oscillator strength of the core-
exciton states and the experimentally measured spectrum, both peaks A and B consist of multiple
core-exciton states. The energies and oscillator strengths of the core-exciton states corresponding
to peaks A and B are listed in Table 6.2 and 6.3, respectively. The separation between the simulated
transition energies for the bright core-exciton states within each peak is less than 0.01 eV, which
prevents distinguishing the states in the fitting of the measured static spectrum.

6.4 Future Work
To understand the XUV transient absorption signal at peaks A and B (Fig. 6.4), time-dependent
Schrödinger equation (TDSE) calculations including the bright core-exciton states and the dark core-
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Table 6.3: Simulated bright core-exciton states in peak B and their averaged oscillator strengths in
atomic units.

Energy [eV] Oscillator strength [a.u.]
29.966965 0.547731
29.967267 1.047360
29.968231 1.574180
29.968459 1.549591

exciton states that can be optically coupled need to be conducted. The couplings between the bright
and dark core-exciton states have to be obtained from the simulated core-exciton wavefunctions.
In the appendix of this chapter, a pioneer study on the XUV transient absorption spectra of Na+
containing MoS2 sample is detailed, including the TDSE simulations of XUV transient absorption
spectra.

6.A XUV Transient Absorption Study on Na+ containing MoS2

The study of core-exciton dynamics in NaCl is inspired from the XUV transient absorption results
of a Na+ containing MoS2 samples. The samples were prepared by drop-casting diluted water
solution of intercalated MoS2 on a 30 nm thick silicon nitride membrane. The static absorption
spectrum of the sample is shown in Fig. 6.9(b). Compared to the samples prepared by atomic layer
deposition and drop-casting undiluted intercalated MoS2 solution (Fig. 6.9(a)) and chemical vapor
deposition (Fig. 6.9(c)), discrete peaks emerge around 33 eV and the smooth rise of the Mo N2,3
edge absorption is absent. X-ray photoelectron spectroscopy measurement on the samples show a
significantly enhanced Na L edge absorption for the sample prepared by drop-casting diluted water
solution of intercalated MoS2, indicating the presence of Na+ ionic compounds in the solution.
Comparison of the spectrum in Fig. 6.9(b) with the measured absorption spectra of sodium halides
show that the spectrum is consistent with the Na L2,3 edge absorption of NaI [176].

The main core-exciton peaks of the sample around 33 eV (Fig. 6.9(b)) can be fitted by a
Lorentzian profile and 3 Fano profiles [173], labeled as A, B, C, and E, and shown in Fig. 6.10. The
fitted energies, linewidths, and Fano q-factors of the transitions are listed in Table 6.4. The measured
XUV transient absorption spectra for those transitions are displayed in Fig. 6.10(a). Lineouts of
XUV transient absorption at 32.8 eV, 32.9 eV, 33.0 eV, and 33.3 eV are plotted in Fig. 6.10(d).
Oscillatory features in the lineouts suggest the existence of a dark state that is mutually coupled to
at least two of the bright core-exciton states. To understand the XUV transient absorption spectra,
we simulate the optically induced dynamics of core-excitons with a time-dependent Schrödinger
equation, which includes 7 states: the three major bright states A-C, a mutually coupled dark
state M, and three dark states 𝐷𝑖 (𝑖 = 𝐴, 𝐵, 𝐶) that are individually coupled to state 𝑖 to represent
the dissociation of the core-exciton induced by optical coupling to the ionization continuum (Fig.
6.11(c)).
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Figure 6.9: Static absorption spectrum of MoS2 between 30-48 eV with different sample prepara-
tion methods (ALD: atomic layer deposition; CVD: chemical vapor deposition) and thickness. A
smooth rise of the Mo N2,3 edge absorption starting at 36 eV is observed in (a) and (c).
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Figure 6.10: Fitting of the static absorption spectrum after background subtraction.
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Table 6.4: Fitted transition energies, linewidths, and Fano q-factors of transitions A, B, C, and E.

Transition A B C E
Energy [eV] 32.90 ± 0.04 33.10 ± 0.04 33.29 ± 0.04 34.09 ± 0.06

Linewidth [eV] 0.16 ± 0.04 0.18 ± 0.04 0.32 ± 0.04 1.62 ± 0.08
Fano q-factor N/A (Lorentzian) 2.53 ± 0.03 7.56 ± 0.01 1.68 ± 0.09
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Figure 6.11: (a) Measured and (b) simulated XUV transient absorption spectra at the Na L2,3
edge. The black line is the static absorption spectrum and Δ𝐴 denotes change of absorbance. (c)
Model for simulating the dynamics of states A, B, and C induced by the optical pulse using a TDSE
approach (see main text). (d) Lineouts of the change of absorbance (Δ𝐴) at different XUV photon
energies.
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The Hamiltonian for the 7-state model for the TDSE simulation can be written as

𝐻 = 𝐸𝑀 |𝑀〉〈𝑀 | +
∑︁

𝑖=𝐴,𝐵,𝐶

{|𝑖〉𝐻𝑖0〈𝑖 | + 𝐸
𝐷
𝑖 |𝐷𝑖〉〈𝐷𝑖 | − [(𝜇𝑖 |𝑖〉〈𝐷𝑖 | + 𝜇𝑖𝑀 |𝑖〉〈𝑀 |) + ℎ.𝑐.]𝐹𝑜𝑝𝑡 (𝜏)

= 𝐻0 +𝑉 (𝜏),

where the optical laser field 𝐹𝑜𝑝𝑡 (𝜏) = 𝐴 exp(−((𝑡 − 𝜏)/𝜏0)2) cos(𝜔(𝑡 − 𝜏)), with 𝜏 denoting the
time delay between the XUV and optical pulse. The pulse duration 𝜏0 and the field strength 𝐴 are
set to the experimental values. The central frequency of the pulse is set to 1.7 eV according to
the spectrum of the optical pulse (Fig. S7A). 𝐻𝑖0 marks the Hamiltonian for the 𝑖𝑡ℎ isolated bright
state and the energies of states |𝐷𝑖〉 are set to be 𝐸𝐷

𝑖
= ℏ𝜔𝑖 + 1.7 eV. The state |𝑀〉 is set to be

resonantly coupled to the three bright states, covered within the bandwidth of the optical pulse, and
here we set 𝐸𝑀 = ℏ𝜔𝐵 + 1.7 eV. The energy of state |𝑀〉, 𝐸𝑀 , has been tested, ranging between
ℏ𝜔𝐵 + 1.4 eV and ℏ𝜔𝐵 + 2.0 eV, during the fitting of dipole couplings 𝜇𝑖’s and 𝜇𝑖𝑀’s, and no
qualitative difference in the fitting results was observed, implying that the laser-induced population
transfer is only influenced by the energy difference between the bright states (A, B, C) as long as
the high-energy state M can be resonantly coupled to the bright states. With the addition of the
electronic ground state and the XUV excitation pulse, the total Hamiltonian is

𝐻𝑡𝑜𝑡 = 𝐸𝑔 |𝑔〉〈𝑔 | + 𝐻 +
∑︁

(𝑖=𝐴,𝐵,𝐶)
(𝜇𝑖𝑔 |𝑔〉〈𝑖 | + ℎ.𝑐.)𝐹𝑋𝑈𝑉 (𝑡)

= 𝐸𝑔 |𝑔〉〈𝑔 | + 𝐻 (𝜏) − 𝜇𝑋𝑈𝑉𝐹𝑋𝑈𝑉 (𝑡).

The lineshape of core-level excitations 𝑆(𝜔) can be calculated from the Fourier transformed
dipole correlation function 〈𝜇𝑋𝑈𝑉 (𝑡)𝜇𝑋𝑈𝑉 〉 [7]:

𝑆(𝜔) = 𝑅𝑒[
∫ ∞

0
𝑑𝑡𝑒𝑖𝜔𝑡 〈𝜇𝑋𝑈𝑉 (𝑡)𝜇𝑋𝑈𝑉 〉],

and
〈𝜇𝑋𝑈𝑉 (𝑡)𝜇𝑋𝑈𝑉 〉 = 𝑒((𝑖𝐸𝑔𝑡)/ℏ)

∑︁
(𝑖, 𝑗=𝐴,𝐵,𝐶)

〈𝑖 |𝑒(−𝑖𝐻 (𝜏)𝑡/ℏ) | 𝑗〉𝜇∗𝑖 𝜇 𝑗 .

To evaluate the dipole correlation function, we first consider the condition without the optical pulse
that couples the bright states to the high energy states (𝐹𝑜𝑝𝑡 = 0). Here, the dipole correlation
function for state i can be written as [25]:

〈𝑖 |𝑒(−𝑖𝐻 (𝐹𝑜𝑝𝑡=0)𝑡/ℏ) |𝑖〉0 = 𝑐0
𝑖 𝛿(𝑡) + 𝑐𝑖 exp(−𝑖(𝜔𝑖𝑡 − 𝜙𝑖) − (Γ𝑖𝑡)/2) = 𝑆𝑖0(𝑡),

where 𝜔𝑖 is the transition energy of the transition, 𝑐0
𝑖

marks the contribution from the continuum
states and goes to zero when the lineshape is Lorentzian and 1 for Fano profile, 𝑐𝑖 is also influenced
by the degree of configuration interaction with the continuum and is unity for Lorentzian lines and
becomes 1 + 𝑞2

𝑖
for Fano lineshape. Γ𝑖 is the population decay rate for the transition, and 𝜙𝑖 is

the phase shift of the oscillator, which is related to the Fano q-factor by 𝑞𝑖 = − cot(𝜙𝑖/2). All
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parameters in the zeroth order dipole correlation function above are obtained from nonlinear fitting
of the static absorption spectrum (Fig. 6.10). With the application of the optical pulse, the dipole
correlation function can be expanded in the interaction picture:

〈𝑖 |𝑒(−𝑖𝐻 (𝜏)𝑡/ℏ) | 𝑗〉 = 〈𝑖 |𝑒(−(𝑖𝐻0𝑡)/ℏ) (1 +
∑︁
𝑘=1

(−𝑖)𝑘
∫ 𝑡

0
𝑑𝑡1

∫ 𝑡1

0
𝑑𝑡2 . . .

∫ 𝑡𝑘−1

0
𝑑𝑡𝑘

𝑘∏
𝑛=1

𝑉 (𝜏, 𝑡𝑛)) | 𝑗〉,

with 𝑉 (𝜏, 𝑡𝑛) = exp((𝑖𝐻0𝑡𝑛)/ℏ)𝑉 (𝜏) exp(−(𝑖𝐻0𝑡𝑛)/ℏ).
The core-excited state wavefunction | 𝑗 (𝑡)〉 at a given time t cannot be directly calculated by

propagating the time-dependent Schrödinger equation due to the contribution from continuum states
implicitly taken into the Hamiltonian for the Fano profiles. However, the full dipole correlation
function can be simplified via the analytical zeroth order expression. Taking one of the second
order terms as an example:

〈𝑖 | exp(−(𝑖𝐻0(𝑡 − 𝑡1))/ℏ) |𝑖〉〈𝑀 | exp(−(𝑖𝐻0𝑡1)/ℏ)) exp((𝑖𝐻0𝑡2)/ℏ) |𝑀〉×
〈 𝑗 | exp(−(𝑖𝐻0𝑡2)/ℏ) | 𝑗〉 = 𝑆𝑖0(𝑡1)𝑆

𝑗

0 (𝑡2)𝑒
−𝑖𝜔𝑀 (𝑡2−𝑡1) .

After expanding the zeroth order dipole correlation functions, the full dipole correlation function
can be solved by introducing an auxiliary time-dependent Schrödinger equation:

〈𝜇𝑋𝑈𝑉 (𝑡)𝜇𝑋𝑈𝑉 〉 = 𝑒(𝑖𝐸𝑔𝑡)/ℏ
∑︁

𝑖, 𝑗=𝐴,𝐵,𝐶

〈𝑖 | 𝑗 (𝑡)〉𝜇∗𝑖 𝜇 𝑗𝑒𝑖𝜙 𝑗 ,

and
𝑑

𝑑𝑡
| 𝑗 (𝑡)〉 = − 𝑖

ℏ
𝐻𝑎𝑢𝑥 (𝑡) | 𝑗 (𝑡)〉,

with

𝐻𝑎𝑢𝑥 (𝑡) = 𝐸𝑀 |𝑀〉〈𝑀 | +
∑︁

𝑖=𝐴,𝐵,𝐶

{(ℏ𝜔𝑖 − 𝑖Γ𝑖) |𝑖〉〈𝑖 | + (𝐸𝐷𝑖 − 𝑖Γ𝐷𝑖 ) |𝐷𝑖〉〈𝐷𝑖 |} +𝑉𝑎𝑢𝑥 (𝑡),

and
𝑉𝑎𝑢𝑥 (𝑡) = 𝐹𝑜𝑝𝑡 (𝑡)

∑︁
𝑖=𝐴,𝐵,𝐶

(𝜇𝑖 (𝑒𝑖𝜙𝑖 |𝑖〉〈𝐷𝑖 | + |𝐷𝑖〉〈𝑖 |) + 𝜇𝑖𝑀 (𝑒𝑖𝜙𝑖 |𝑖〉〈𝑀 | + |𝑀〉〈𝑖 |)).

Note that the auxiliary time-dependent Schrödinger equation is exact regardless of the optical
field strength. By propagating the auxiliary time-dependent Schrödinger equation with a variable
coefficient ODE solver [299], we obtain the full dipole correlation function for the excitonic
transitions. To obtain the coupling strengths to the dark state M and the dissipative states 𝐷𝑖’s (𝜇𝑖’s
and 𝜇𝑖𝑀’s), we computed the transient absorption spectra of the core-excited states between -10
fs to +30 fs with 1 fs time steps and fit them to experimental data using the Levenberg-Marquardt
algorithm. In addition, because the linewidth of the static absorption spectrum (Fig. 6.10 and
Table 6.4) only provides the lower bound for the lifetime of the transition [300], a nonlinear fit with
varying population decay rate (Γ𝑖’s) was carried out after obtaining the coupling strengths. The
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Table 6.5: Fittted transition dipoles between the bright core-exciton states and the dark states.

Transition A B C
𝜇𝑖 [a.u.] 0.68 ± 0.03 0.73 ± 0.04 0.54 ± 0.02
𝜇𝑖𝑀 [a.u.] 0.72 ± 0.04 0.16 ± 0.05 0.20 ± 0.04

resulting lifetimes of the transitions with the fitting are within the uncertainty of the ones obtained
from the static absorption spectrum, and we conclude that the contribution from inhomogeneous
broadening to the measured linewidths is insignificant.

The result of the fitting of coupling strength 𝜇𝑖’s and 𝜇𝑖𝑀’s is plotted in Fig. 6.11(b) and the
fitted parameters in Table 6.5. The simulated XUV transient absorption spectra exhibit qualitative
agreement with the measured results. The TDSE formalism with an auxiliary Hamiltonian enables
the simulation of coupled Fano transitions without the requirement of describing the discrete and
continuum states separately (e.g. Ref. [301]) and can greatly reduce the mathematical complexity
and computational cost in simulating the XUV transient absorption spectra.
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Chapter 7

Generation of 400 nm Pump Pulses1

7.1 Introduction
Ultrashort few-cycle optical pulses are indispensable for attosecond optical spectroscopy, which is
used to investigate electron dynamics in atoms, molecules, and solids [50, 303–309]. In a typical
NIR-XUV attosecond pump-probe experiment, a compressed intense NIR pulse is split off and
focused onto a noble gas to generate an XUV pulse through high-harmonic generation (HHG), while
the remainder forms a NIR pump pulse. Attosecond NIR-XUV pump-probe spectroscopy is highly
useful in investigating charge-carrier dynamics and strong field phenomena in semiconductors [27,
28, 307–312]. However, to investigate attosecond charge-carrier dynamics in wide band gap (>2.5
eV) semiconductors through one-photon excitation, it is valuable to develop a scheme to generate
sub-5 fs 400 nm optical pulses at energies sufficient to perform pump-probe measurements in
addition to the strong few-cycle pulse that is used to generate the attosecond probe pulse. Moreover,
intense few-cycle 400 nm pulses will provide few-femtosecond or even sub-femtosecond time-
resolution in many UV-Vis nonlinear optical spectroscopies in 350-500 nm region. Simultaneous
generation of few-cycle 400 nm and 800 nm pulses further enables optical excitation within the
whole visible range, which is extremely useful for studying excited-state dynamics in photovoltaic
materials and photosynthetic light-harvesting systems [313, 314].

Generation of 400 nm laser pulses can be achieved by frequency-upconversion of an 800 nm
Ti:Sapphire laser pulse. However, directly generating sub-5 fs 400 nm pulses through frequency-
doubling of compressed 800 nm pulses requires extremely thin nonlinear crystals. For example,
obtaining a 5 fs transform-limited 400 nm pulse in a BBO crystal requires <30 𝜇m substrate
thickness [315], which subsequently limits the output energy of the 400 nm pulse. Sub-10 fs 400
nm pulses with sufficient energy for pump-probe experiments have been reported using thick (>100
𝜇m) BBO crystals. There, sufficient spectral bandwidth is obtained via broadband frequency-
doubling [316–319], where the incoming beam is angularly dispersed and recollimated by a pair
of gratings to achieve the desired phase-matching angle for different input wavelengths, or self-
phase modulation in a hollow-core fiber with subsequent dispersion compensation [320–323].

1The content and figures of this chapter is adapted or reprinted with permission from Ref. [302]
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Varillas et al. obtained 8 fs 400 nm pulses with ∼40 nm spectral width using broadband sum-
frequency generation [319]. With non-collinear broadband sum-frequency generation, Grün et
al. successfully generated compressed, 400 nm pulses with pulse duration of 32 fs and pulse
energy of 55 𝜇J using 800 nm pulses with 74 fs pulse duration [324]. Employing an Ar filled
hollow-core fiber, Kobayashi and coworkers successfully broadened and compressed 400 nm laser
pulses from second harmonic generation in a BBO crystal with 80 nm spectral width and 7.5 fs
pulse duration [323]. However, compression of 400 nm pulses to below 5 fs duration requires even
greater spectral bandwidth (>100 nm) in the output pulse. In broadband frequency doubling, this
would require a broader spectral range of the input pulse and wider angular dispersion to achieve
phase-matching of all input wavelengths, or a much thinner nonlinear medium. These constraints
either pose challenges in compensating the high-order angular dispersion or preclude efficient
energy conversion. The compression of pulses using a hollow-core fiber will require shorter input
pulses to avoid fragmentation of the output pulses in the time domain, while the duration of the
input pulse is restricted by the phase-matching bandwidth of the BBO crystal and the pulse duration
from the Ti:Sapphire amplifier [323].

In pioneering work, Nisoli et al. showed that high-energy (>500 𝜇J) laser pulses can be
spectrally broadened in a gas-filled hollow-core fiber to obtain pulses with 10 fs duration [43].
Goulielmakis and coworkers demonstrated that direct spectral broadening of an 800 nm laser pulse
in a Ne-filled hollow-core fiber can yield pulses with an ultra-broadband spectrum ranging from 300
to 1100 nm [325–327]. Subsequent dichroic splitting of the supercontinuum into various spectral
components from the ultra-broadband pulse yields 6-9 fs pulses across four separate wavelength
components, which are successively recombined to generate optical attosecond pulses [327]. With
1 mJ, ∼22 fs, 800 nm input pulses, the resulting pulse energy of the four wavelength components
can reach ∼320 𝜇J in total [327].

Here we report on the generation of 400 nm laser pulses with up to 5 𝜇J pulse energy with
sub-5 fs pulse duration through dichroic beam splitting of a portion of the spectrally broadened
pulse from a hollow-core fiber, while the spectrum and pulse energy around 800 nm necessary for
attosecond XUV generation is fully preserved (>750 𝜇J). We also demonstrate long-term energy
stability of the two pulses, making this pulse pair well-suited for ultrafast optical-XUV pump-probe
experiments.

7.2 Results
To generate ultra-broadband pulses spanning 350-1100 nm spectral range, 1.5 mJ pulses with
approximately 27 fs duration at 1 kHz repetition rate produced from a chirped pulse amplification
(CPA) Ti:Sapphire amplifier (Femtolasers FemtoPower Compact PRO) are focused into a 1 m long,
320 𝜇m diameter hollow-core fiber filled with 2-2.8 bar Ne (Fig. 7.1). A typical spectrum and
autocorrelation trace of the pulse from the amplifier are shown in Fig. 2.4(a) and (b), respectively.
The beam is spectrally broadened in the hollow-core fiber and subsequently separated by a 1 mm
thick dichroic beam-splitter, with the front surface coated to reflect 350-500 nm, and the rear surface
anti-reflection coated for 520 to 940 nm. The layers are optimized for low group-delay dispersion
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Figure 7.1: The experimental setup for broadening, separation, and compression of the pulses.
(HCF: 1 m Ne-filled hollow-core fiber. D: 1 mm thick dichroic beam splitter. G: fused silica
wedges. LF: convex lens (f=2m). CS: concave silver-coated mirror (f=1500 mm). CA: concave
aluminum-coated mirror (f=750 mm) MA: planar aluminum-coated mirror. MS: planar silver-
coated mirror.)



CHAPTER 7. GENERATION OF 400 NM PUMP PULSES 116

0 2 4 6 8 10 12

0

1

2

3

4

5

6

7

8

en
er

g
y

[µ
J]

time [h]

σ
400nm

= 0.33µJ (5.8%)

σ
800nm

= 2.12µJ (0.3%)

750

760

770

780

790

800

810

820

830

840

850

en
er

g
y

[µ
J]

[nm]

(a)

300 400 500 600 700 800 900 1000

0.0

1.0

y
ie

ld
 [

a
rb

.u
.]

-6

-4

-2

0

2

4

6

p
h

a
se

 [
ra

d
]

0.5

570 560 550 540 530 520

0.0

0.5

1.0

y
ie

ld
[a

rb
.

u
.]

[nm]

(b) (c)

Figure 7.2: Properties of 800 nm and 400 nm pulses after compression. (a) Spectra of 400 nm
(blue) and 800 nm (red) pulses and their retrieved spectral phase (dotted line). The green shade
indicates the overlapping spectral region of the compressed 400 nm and 800 nm pulses. (b) Long-
time stability of 400 nm (blue) and 800 nm (red) pulse energy over 12 hours with 2.8 bar Ne in
the hollow-core fiber. (c) Measured spectra when the 400 nm and 800 nm pulses are overlapped in
time with 525-560 nm band-pass filter.

(Layertec GmbH). In two separate arms, the transmitted and reflected beams are recollimated and
separately compressed by two different sets of double-angle chirped mirrors (Ultrafast Innovations
GmBH) and two pairs of fused silica wedges for fine dispersion compensation (Fig. 7.1). Because
the 800 nm double-angle chirped mirrors for the transmitted beam only support wavelengths ranging
from 500 to 1050 nm, separating the light with wavelength below 500 nm compromises neither the
energy nor the spectral bandwidth of 800 nm pulses.

Spectra of the transmitted and reflected beams are shown in Fig. 7.2(a). The spectrum of the
400 nm pulses spans 350 nm to 500 nm, featuring ∼150 nm bandwidth supporting <4 fs transform-
limited pulses. Additionally, the 800 nm transmitted beam exhibits spectral bandwidth spanning
500-950 nm, which sets a transform limit of 3.2 fs to the pulse duration. By optimizing the Ne
pressure in the hollow-core fiber, 400 nm and 800 nm pulses with pulse energies more than 5 𝜇J and
750 𝜇J, respectively, are readily obtainable. Figure 7.2(b) displays the evolution of pulse energy
of both beams over 12 hours. With 2.8 bar Ne in the hollow-core fiber, the 400 nm beam yields
>5 𝜇J pulse energy with ∼6% variance while the 800 nm beam provides 780-800 𝜇J pulse energy
with <0.5% variance. The strong dependence of the spectral broadening in the hollow-core fiber
can also be observed in the long-time decrease in pulse energy. Over 12 hours, the pulse energy of
the 400 nm beam decreases from ∼6 𝜇J to ∼5 𝜇J (<17%) due to leakage of high-pressure Ne from
the hollow-core fiber chamber, while the energy of the 800 nm pulses decreases by less than 20 𝜇J
(<3%).

The temporal structures of the 400 nm and 800 nm pulses are characterized by self-diffraction
frequency-resolved optical gating (SD-FROG) [328, 329], and dispersion scan (D-Scan, Sphere
Ultrafast Photonics) [47], respectively. The self-diffraction signal is obtained by wavefront-splitting
of the 400 nm beam using two D-shaped mirrors on delay-scanning stages and subsequently focusing
the two beams into a 100 𝜇m thick sapphire crystal with a crossing angle of 50 mrad. The setup for
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f=10 cm
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Optical �ber (to spectrometer)

Figure 7.3: Photograph of the SD-FROG setup. Two irises are used to define the beam path of the
400 nm beam, which is subsequently split by the two D-shaped mirrors and focused onto a sapphire
plate. The self-diffraction signal is focused into an optical fiber connected to the spectrometer.

SD-FROG measurements is shown in Fig. 7.3. Typical D-Scan and SD-FROG traces are shown
in Fig. 7.4(a) and (b), respectively. The intensity profile (Fig. 7.4(c), blue line) and spectral phase
(Fig. 7.2(a)) of the 400 nm pulse is retrieved using commercial software [330], yielding pulses
with 4.4 ± 0.5 fs duration. On the other hand, the retrieval from the dispersion scan measurement
shows that the pulse duration of the 800 nm beam is 3.8 ± 0.2 fs (Fig. 7.4(c), red line). The
measurements clearly show that sub-5 fs pulses at the central wavelength for both 400 nm and
800 nm can be simultaneously obtained through spectral broadening of the output of a standard
Ti:Sapphire amplifier in a hollow-core fiber and subsequent wavelength separation.
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Figure 7.4: Temporal profiles of 800 nm and 400 nm pulses after compression. (a) The measured
dispersion scan trace of the 800 nm pulse. (b) The measured two-dimensional SD-FROG trace of
the 400 nm pulses. (c) The retrieved temporal profile of the 400 nm (blue, dash-dotted) and 800
nm (red) pulses. The hollow-core fiber is filled with 2.2 bar Ne. The pulse energy of the 400 nm
and 800 nm beam are 1.6 and 800 𝜇J, respectively.
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In a pump-probe experiment, the pump and probe pulses must overlap in both space and
time. Within the presented setup, we demonstrate that the overlap of two pulses in time can be
directly performed by observing the spectral interference of the two pulses in the 525-560 nm
spectral region. Figure 7.2(a) shows that the 400 nm and 800 nm pulses share a common spectral
region between 500 nm and 600 nm. Focusing the two beams into a spectrometer (HR4000, Ocean
Optics) and with a band-pass filter (525-560 nm) to block the non-overlapping spectral region, clear
spectral interference between the two beams is observed (Fig. 7.2(c)). The interferometric stability
of the pump and probe arm can be inferred from the stability of the interferogram (Fig. 7.2(c)).
However, the interferometric stability highly depends on the path length and optical elements
between compression and recollimation. Here we only show the interferogram that is used to find
the time overlap of the 400 nm and 800 nm beam, and no estimate of the jitter between the 400 nm
and 800 nm beam was made. The ease of determining the time-overlap in this experimental setup
makes it feasible for pump-probe and multidimensional spectroscopic experiments.

7.3 Summary
In summary, we demonstrate simultaneous generation of sub-5 fs pulses in both the 800 nm and
400 nm spectral region through wavelength separation of a supercontinuum produced in a Ne-filled
hollow-core fiber. To the best of our knowledge, the reported pulse duration of 4.4 fs, comprising
only three optical cycles, is the shortest value achieved thus far for blue light pulses. The intensity
of the 400 nm pulses strongly depends on the self-phase modulation determined by the Ne pressure
in the hollow-core fiber and thus it is possible to tune the energy of the 400 nm pulse by changing
the pressure in the hollow-core fiber. Up to 5 𝜇J pulse energy in 400 nm pulses can be obtained by
focusing the 1.5 mJ, 27 fs laser pulses into the hollow-core fiber, while maintaining more than 750
𝜇J pulse energy around 800 nm for generating attosecond pulses via high harmonic generation. It
is worth noting that although changing the gas pressure affects the spectrum of the 400 nm pulses,
it is possible to adjust the energy from 1 𝜇J to 5 𝜇J while maintaining sub-5 fs pulse duration. This
setup enables direct optical excitation across the whole visible range with sub-5 fs time resolution
for pump-probe and multi-dimensional spectroscopic experiments. Focusing the 400 nm beam to
10 𝜇m focal diameter will result in an intensity of ∼ 1014 W/cm2, which is sufficient for studying
strong-field phenomena. Furthermore, nonlinear crystals are absent in this setup and thus it is not
prone to optical damage. This method provides further energy scalability by increasing the energy
of the input pulse. The use of a gas-filled hollow-core fiber as the broadening medium also allows
changing the energy ratio between the blue and the red portion by altering the input wavelength.
Our setup extends the spectral region of the optical pump in attosecond pump-probe experiments
down to 350 nm. The demonstrated approach can be easily implemented in any regular few-cycle
compression setup and opens up new experimental possibilities. In existing NIR-XUV pump-probe
setups, an additional pump channel can be created without compromising the capabilities of the
original beamline and this further paves the way for multi-dimensional UV-Vis-XUV spectroscopy
on the attosecond time scale.
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Chapter 8

Conclusion and Outlook

This work summarizes my graduate study on electronic and structural dynamics in solids with
attosecond core-level transient absorption spectroscopy. In the studies of 2H-MoTe2 and nickel
presented here, the core-level transient absorption spectra can generally be described by a shift and a
broadening of the static absorption spectrum in addition to the carrier-induced change in state filling
in the valence shell. Where many-body effects in core-level absorption are minimized by electronic
screening, such as in 2H-MoTe2, the energy distribution of holes can be directly extracted from
core-level transient absorption signal below the absorption edge. While, theoretically, electron
distribution in the conduction band can also be extracted from core-level transient absorption
signal above the edge, the signal of the electron distribution is usually buried beneath the transient
absorption signal due to the carrier- and phonon-induced shift of the absorption edge, and the
overlapping transient absorption signal of holes from the spin-orbit split core-levels 1. The problem
of overlapping signal from the spin-orbit split core-level can be eliminated by performing core-level
transient absorption spectroscopy with deeper core-levels. For example, compared to the Te N4,5
edge probed in this study, which has a splitting of 1.5 eV, the spin-orbit splitting at the Te M4,5 edge
is about 10 eV, which is well above the band gap of a semiconductor [141].

In the study of electron thermalization and relaxation dynamics in nickel, it is observed that
although the core-level absorption spectrum can no longer be described by single-particle core-
to-band transitions, the core-level transient absorption signal can be described by a Gaussian
broadening and a shift of the static absorption spectrum. For thermalized carriers, the broadening
can be utilized to extract carrier temperatures. The independent derivation of the relation between
the Gaussian broadening and the carrier temperature without material-specific parameters indi-
cates that this relation may be general among the core-level absorption of metals. This simple
approach of extracting physical parameters directly from experimental data without the use of ab
initio simulations is highly useful for time-critical experiments, for example, at free electron laser
facilities.

The study of core-exciton decay in WS2 and NaCl presents two different pathways of perturbing
the core-exciton by an optical pulse. Whereas in NaCl the core-excitons are solely perturbed by

1Also see Ref. [9].
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couplings of different core-exciton states and the continuum by the electric field of the optical pulse,
in WS2 the dominant contribution to the modification of core-exciton transitions is the photoexcted
carriers. The observation of discrete core-excitons at the W N6,7 edge in bulk WS2 also defies
the usual concept that core-excitons mainly occur in poorly screened insulators. The core-exciton
transitions at the W N6,7 edge and the core-to-band transitions at the W O3 edge in the same
energy region suggests that the properties of the core wavefunction plays a significant role in the
core-exciton formation.

The methodology developed in this work can be readily extended to study electronic and
structural dynamics in multi-component systems such as alloys, multilayers, heterostructures, and
superlattices, where the element specificity of core-level absorption enables domain-specific probe
of photoinduced dynamics, which is important to the understanding of phenomena such as demag-
netization and optical induced magnetic state switching [36, 234, 239]. The data analysis methods
developed here can also benefit the studies of photoinduced dynamics with deep core excitations
as a probe, for example, at free electron laser facilities where high-brightness X-ray with tunable
polarizations is available.
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