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You can’t ever reach perfection, but you can believe in an asymptote toward which you are ceaselessly striving.
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ABSTRACT OF THE DISSERTATION

Characterizing Unstructured Motor Behaviors in the Epilepsy Monitoring Unit

by

Paolo Gutierrez Gabriel

Doctor of Philosophy in Electrical Engineering (Medical Devices & Systems)

University of California San Diego, 2019

Professor Vikash Gilja, Chair

Key advancements in recording hardware, data computation, clinical care, and cognitive science continue to drive new possibilities in how humans and machines can interact directly through thought. Neural data analyses with these advancements has progressed neuroscience research in functional brain mapping and brain-computer interfaces (BCIs). Much of our knowledge about BCIs is informed by data collected through carefully controlled experiments. Constraining BCI experiments with structured paradigms allows researchers to collect a high number of consistent data in a short amount of time, while also controlling for external confounds. Very little is currently known about how well these task-based relationships extend to daily life, in part because collecting data outside of the lab is challenging. To further understand natural brain activity, we must study more complex behaviors in more environmentally relevant settings. The results of this dissertation address three general challenges to studying neural correlates to unstructured behaviors. First, we continuously monitored unstructured human movements in the epilepsy monitoring unit using a video sensor synchronized to clinical intracortical electrodes. Second, we annotated unstructured behaviors...
from these video using both manual and computer vision methods. Finally, analyzed neural features with
respect to unstructured human movements, and evaluated the performance of features identified in previous
task-based studies. The preliminary nature of this work means that a majority of our demonstrations are
whether the continuous paradigm can be leveraged, how one might go about leveraging it, and evaluations
that tie our results back to earlier task-based studies. Our advances here motivate future works that focus
more intently on what types of behaviors and neural signal features to explore.
Chapter 1

Introduction

1.1 Background

Key advancements in recording hardware, data computation, clinical care, and cognitive science continue to drive new possibilities in how humans and machines can interact directly through thought. Advances in medical devices and systems allow for recording and storing brain activity with increasingly higher temporal and spatial resolutions [1, 2]. Both invasive and non-invasive methods are available to monitor various modes of signals, such as electrical potentials. Recording such signals progress our understanding of the brain and its functions. Medical advances provide the means to interface these technologies with humans, as needed. For example, invasive brain recording methods such as electrocorticography (ECoG) and stereotaxic electroencephalograph (sEEG) require neurosurgery and clinical care while undergoing monitoring. Clinically, such methods are important for localizing impacted brain regions in humans who are neurologically impaired [3–5]. In the case of a person with epilepsy, clinicians can monitor these signals to make an informed decisions about the specific type of treatment is needed to stop seizing. Finally, many experiments are motivated by a greater understanding of neural signal properties [6, 7] and cortical function [8, 9]. Particularly, studies like [10] have identified spectral responses to various movement modalities in the high-frequency band (76–100Hz, HFB) and low-frequency band (8–32Hz, LFB) of cortical signals near central sulcus. Because the coverage provided by ECoG and sEEG broadly covers the brain, they enable analysis of behaviors ranging from task-related responses to abstract contexts.

Since the first successful decoding of neural signals to control a robotic manipulator [11], researchers have pushed human brain-computer interfaces (BCIs) to additional applications, including functional clinical mapping [12–14], speech decoding [15–17], and motor prosthetic control [18–23]. Much of our knowledge about BCIs is informed by data collected through carefully controlled experiments in laboratory or clinical environments. Constraining BCI experiments with highly structured paradigms and settings
allows researchers to collect a high number of consistent trials for a given behavior, while controlling for external confounding factors, when the timing of recording sessions is limited to several hours or less. By reducing behavioral complexity and variability, researchers have identified specific relationships between the brain and functional behaviors like movement [24] and speech [25]. However, very little is currently known about how well such these task-based relationships extend to daily life [26], in part because collecting data outside of the lab is challenging. To further understand natural brain activity, we must study more complex behaviors in more environmentally relevant settings.

1.2 Objective

BCI studies show that humans can control computer software and prostheses with brain signals for very specific applications, for example [27–29], and that BCI based tasks can be utilized in the clinic for functional brain mapping [12–14]. The generalization of BCIs across a wider set of behavioral and environmental contexts is largely unstudied. For example, it remains unanswered as to how the human brain controls movements not evoked by tasks. Studies like [30] show neural spiking activity occurring during self-paced motor behavior not induced by tasks that is similar to neural spiking activity induced by a task. But what is unanswered is how unstructured, daily-life motor behaviors compare with specific controlled motor output.

In this work, continuous multi-modal datasets were collected in the EMU from subjects with electrodes implanted in and on their brain. Hours of video of each subject were recorded alongside neural signals from electrodes across many regions of human cortex. Unlike traditional task-based studies that target highly repeatable and instructed behaviors, these data were collected under naturalistic conditions (e.g. subject is stretching, eating, playing), thus providing a richer collection of unstructured human behaviors.

We hypothesize that this continuous monitoring paradigm will provide examples of complex and nuanced movement behaviors that complement task-evoked movements. Studying neural activity with respect to these more natural movements may inform future BCIs, whereas the movement annotation tools developed for this study may augment behavior monitoring in the clinic. To demonstrate the feasibility of such an approach, this work follows two paths: 1) semi-automated, quantitative tracking and trialization of subject movement from video using available computer vision and signal processing techniques; and 2) application of discrete classification techniques on neural signal features previously associated with instructed movements. This work serves as a preliminary demonstration that simultaneously recording intracortical activity and unstructured movements can serve as an additional means to assess neural correlates to human
behavior.

1.2.1 Challenges

One of the greatest challenges to studying neural activity in unstructured settings is properly curating usable data. Typically, subjects in the EMU are surrounded by medical equipment and clinical staff in an ever-shifting environment. Any of these factors may inject unwanted noise or artifact into either the video or neural recording; task-based studies are typically designed to limit impact of these factors. In addition to these challenges, frequency of activity varies from subject to subject, and periods of movement are relatively sparse compared to periods of rest. Identifying these critical periods while avoiding confounding periods requires careful inspection and annotation. On a small scale, this is usually done by hand, but the task grows in difficulty as longer datasets are recorded. Longer datasets are necessary to capture more examples of behavior and to document a wider range of behaviors. While there are methods to automate certain annotations [31, 32], few are sufficiently reliable in noisy environments. By addressing these challenges, however, one may be able to study neural activity in unstructured settings.

1.3 Thesis Overview

The results of this dissertation address three general challenges to studying neural correlates to unstructured behaviors:

- Continuous monitoring of unstructured human movements in the epilepsy monitoring unit
- Annotating unstructured behaviors from clinical video
- Analyzing neural features with respect to unstructured human movements

The remainder of this dissertation consists of four papers published on these topics, organized as follows:

In Chapter 2, we introduce our data acquisition system alongside a preliminary demonstration showing that neural activity from the continuous monitoring paradigm can be used to map electrode response to left- and right-sided movements. The main methods in this work include neural signal processing of ECoG, hand tracking using edge-based image features, and functional mapping using non-parametric statistical tests. Chapter 2 is a reprint of the material as it appears in Gabriel, Paolo, Werner K. Doyle, Orrin Devinsky, Daniel Friedman, Thomas Thesen, and Vikash Gilja. “Neural correlates to automatic behavior estimations

In Chapter 3, we explore neural correlates to coarsely labeled behaviors. These labels describe abstract behavior contexts such as 'Resting' and 'Dialogue’, as described by human annotators using a rubric while watching 5-minute video segments of video recorded in the EMU. The main methods in this work describe neural signal processing of ECoG and sEEG, and rigorous evaluation of context classification using binned spectral power as features. Chapter 3 is a reprint of the material as it appears in Alasfour, Abdulwahab, Paolo Gabriel, Xi Jiang, Isaac Shamie, Lucia Melloni, Thomas Thesen, Patricia Dugan et al. “Coarse behavioral context decoding.” Journal of neural engineering 16, no. 1 (2019): 016021.

In Chapter 4, we demonstrate an evaluation framework to study neural activity related to natural movements not evoked by a task, annotated over hours of video. We found that neural signal features (8–32 Hz and 76–100 Hz power) previously identified from task-based experiments are also modulated before and during a variety of movement behaviors. These movement behaviors are coarsely labeled by time period and movement side (e.g. ‘Idle’ and ‘Move’, ‘Right’ and ‘Left’); movements within a label can include a wide variety of uninstructed behaviors. A rigorous nested cross-validation framework was used to classify both movement onset and lateralization with statistical significance for all subjects. Chapter 4 is a reprint of the material as it appears in Gabriel, Paolo Gutierrez, Kenny Chen, Abdulwahab Alasfour, Tejaswy Pailla, Werner Doyle, Orrin Devinsky, Daniel Friedman et al. “Neural correlates of unstructured motor behaviors.” Journal of neural engineering (2019).

In Chapter 5, we present a framework for adapting existing pose estimation models to improve their robustness in the clinical environment. The extended system yields more consistent and accurate posture annotations when compared to two state-of-the-art generalized pose tracking algorithms for three hospital patients recorded in two research clinics. The proposed framework trains subject-specific convolutional neural network (CNN) models on a subset of a patient-specific RGB video recording chosen to maximize the feature variance of each joint. Scene lighting changes are also accommodated. Finally, these estimations are refined over time through a Kalman filter with fitted noise parameters. Chapter 5 is a reprint of the material as it appears in Chen, Kenny, Paolo Gabriel, Abdulwahab Alasfour, Chenghao Gong, Werner K. Doyle, Orrin Devinsky, Daniel Friedman et al. “Patient-specific pose estimation in clinical environments.” IEEE Journal of Translational Engineering in Health and Medicine 6 (2018): 1-11.
References


Chapter 2

Neural Correlates to Automatic Behavior
Estimations from RGB-D Video in Epilepsy Unit

Abstract

To augment neural monitoring, a minimally intrusive multi-modal capture system was designed and implemented in the epilepsy clinic. This system provides RGB-D audio-video synchronized with patient electrocorticography (ECoG), which records neural activity across cortex. We propose an automated approach to studying the human brain in a naturalistic setting. We demonstrate coarse functional mapping of ECoG electrodes correlated to contralateral arm movements. Motor electrode mapping was generated by analyzing continuous movement data recorded over several hours from epilepsy patients in hospital rooms. From these recordings we estimate the kinematics of patient hand movement behaviors using computer vision algorithms. We compare movement behaviors to neural data collected from ECoG, specifically high-\(\gamma\) (70–110 Hz) spectral features. We present a functional map of electrode responses to natural arm movements, generated using a statistical test. We demonstrate that our approach has the potential to aid in the development of automated functional brain mapping using continuous video and neural recordings of patients in clinical settings.
2.1 Introduction

Detailed recordings of synchronous brain activity and behavior have the potential to improve identification of eloquent brain regions, informing resective brain surgery for individuals diagnosed with brain tumors and epilepsy. Functional brain mappings from such recordings rely upon the interpretation of changes in recorded brain signals. Recent clinical studies demonstrate that these interpretations are possible within many behavioral, sensory, and cognitive domains (e.g. motor [1], speech [2, 3], and number abstractions [4]). Such studies are often constrained and thus informed by data collected through short and highly constructed tasks. Patients are also impacted by surgery and pharmaceutical interventions, which limit their participation in task-driven studies [5]. Strict use of structured tasks provide ground-truth labels for the study, but leave the relationship between neural activity and natural human behaviors largely unexplored [6, 7].

One proposed strategy for mapping brain signals is to leverage external monitoring of naturalistic behavior and relate it to neural activity. Long-term recordings of patient activity throughout the day provide detailed accounts of complex behavior not typically found in task-driven studies, such as reading and eating. [8] demonstrates unsupervised decoding of coarse naturalistic human behaviors using automated video and audio annotations from clinical recordings. This work suggests that one can extract information related to behavioral states from continuously recorded electrocorticography (ECoG). We pursue this problem at a finer resolution of time and behavior by designing and deploying a minimally intrusive multi-modal capture system.

We collect multi-day data sets rich with natural human behaviors alongside high-quality neural signals from electrodes implanted across many regions of human cortex. Specifically, we are examining spatial and temporal neural features that predict behaviors of interest. A color and depth (RGB-D) recording system that synchronizes with standard clinical ECoG monitors has been deployed in order to facilitate neural and behavioral analyses on a timescale of 10’s of milliseconds. Our work pursues two paths, as outlined in Fig. 2.1: one is automated, quantitative behavioral tracking of synchronized RGB-D video using available computer vision and signal processing algorithms; the other is the application of machine learning and statistical techniques to extract predictive neural features. In joining the two paths with coarse statistical analysis, we demonstrate an approach to mapping cortical activity with contralateral arm movements.
2.2 Data Capture

2.2.1 Subjects

Two patients (NY531, NY540) with intractable epilepsy underwent invasive monitoring to localize epileptogenic zones before surgical resection. During their stay at the New York University (NYU) Langone Epilepsy Unit in New York, patients gave their informed consent and were enrolled in the study. The study was approved by the Internal Review Board of NYU.

2.2.2 Recordings

The subjects were implanted with platinum electrode arrays configured as a combination of strips, numbering between 8 and 10 in total, and a single ‘grid’ (8x8). The electrodes were embedded in SILASTIC sheets (2.3 mm exposed diameter, 10 mm center-to-center spacing) [9], and placed directly on the (left, right) cortical surface. For each patient, over 100 clinical electrode contacts were implanted across multiple brain regions, as demonstrated for NY531 in Fig. 2a. The placement of electrodes was based entirely on clinical considerations for the identification of seizure foci. ECoG activity was recorded from 0.1 to 230 Hz using Nicolet clinical amplifiers, and the data was digitized and sampled at 512 Hz while referenced to a screw bolted to the skull.

A custom mounting unit was designed to allow for minimally intrusive RGB-D recording using a Microsoft Kinect v2 sensor. This commercial device allows for simultaneous audio, video, and depth recording. These data streams are sampled at 16kHz, 30Hz, and 30Hz, respectively. The recording system

![Diagram of the full research pipeline for functional brain mapping](image)

**Figure 2.1 Overview of the full research pipeline for functional brain mapping.** First, electrocorticography (ECoG) recordings were aligned to the RGB-D streams by matching a periodic random-valued signal sent to both systems. The streams were aligned within 25-ms of each other. Using computer vision algorithms, the speed of left and right hands were tracked and averaged into 200ms bins. Aligned ECoG recordings were band-pass filtered into high–γ (70-110 Hz) band. The analytic amplitude for each channel was then calculated using the Hilbert transform, and the resulting signals were binned into 200ms, non-overlapping windows. The distributions of spectral features for each electrode between contralateral movements and “non-movements” were compared using a rank-sum test.
Figure 2.2 a) ECoG electrode map reconstruction of NY531. For each patient, over 100 clinical electrode contacts were implanted across multiple brain regions, and their placement was based entirely on clinical considerations for identifying seizure foci. b) Ideal setup for data collection in the clinic. Data is collected by a system consisting of the Kinect, a local recording computer, and Arduino synchronizer. The system allows for simultaneous audio, video, and depth recording. The sensor can be quickly deployed onto the foot-board of the hospital bed, allowing for an unobstructed bedside view of the patient and their immediate surroundings.

consists of the sensor, a PC for recording and storage, and a custom designed synchronizer connected to the patient’s neural monitoring system. The recording setup is attached to the foot-board of the bed, facing the patient (Fig. 2b). Fig. 2.3 shows an example of the captured scene using both color (blurred for patient privacy) and depth (false coloring) cameras.
2.2.3 Recording Paradigms

Movement Task

A verbally-cued motor task was recorded to provide simple, structured behaviors as a precursory analysis to continuous tracking. Patients were given verbal instructions to perform simple single-jointed movements, such as raising their arms. Each movement was repeated at least 10 times, and the full task lasted approximately 10 minutes.

Continuous Behavior

Continuous recording was done during a period of the day in which we expected the most active behaviors. For NY531, this included approximately two hours of daytime activity in the afternoon where the patient was eating, reading, and conversing. Continuous recordings were not obtained for NY540.

2.3 Experimental Methods

2.3.1 Alignment

Kinect and neural recording hardware were synchronized using an Arduino microcontroller to periodically (120s) send a random number (1:8) of pulses to both systems. The neural system received the signal as a series of square waves, whereas the Kinect microphones recorded the signal as a series of tones. The onset and number of pulses at each sync period was extracted for each system, and the matched sync events were fit to align the data streams. Due to noise in the audio recording, there was uncertainty in the onsets extracted from the Kinect data streams. Recording alignment was therefore limited to 25ms, which is within Kinect video sampling resolution.

2.3.2 Behavior Estimation

Color images were processed to track the position of each patient’s hands throughout the recording. An edge-based vision tracking function was used from MATLAB [10]. The tracker used the Kanade-Lucas-Tomasi algorithm [11] to track manually identified regions of interest, such as hand region. Corner point features of the hand regions were detected using a minimum eigenvalue algorithm also from MATLAB. These features were fit into a single cluster, of which the centroid was used to estimate hand position. This method detected gross motor movements of the arms, and on average required eight hours to process every one hour of recorded data.
Movement velocity was measured in pixels per second (pps) by dividing the Euclidean distance of hand positions between each frame using the elapsed hardware time between samples. To reduce sampling and tracking noise, the velocities were binned and averaged in 200ms intervals.

Discrete states of movements were assigned using velocity thresholds empirically determined from
the structured paradigm. An additional “non-movement” state was included as a miscellaneous category that likely includes other complex behaviors without arm movements. This was primarily done to reduce noise in extracted behaviors, and to address the sparseness of fast movements.

2.3.3 Neural Conditioning

All ECoG recordings were filtered using finite impulse response notch filters to remove line noise (60, 120, 180, 240 Hz). The resulting time series was high-pass filtered at 1 Hz cutoff frequency to reduce noise. Each channel was then inspected, and electrodes that were either excessively perturbed by noise or showed high variance were discarded. Channels previously identified over ictal populations were also rejected. Finally, electromagnetic noise common to the remaining channels was removed by common average referencing (CAR).

2.3.4 Neural Feature Extraction

Spectral features from the high–γ (70–110 Hz) band of the ECoG signal were extracted by bandpassing the conditioned neural data from each channel. The Hilbert envelope was then calculated by taking the amplitude of the analytic signal [12]. The resulting high–γ envelope was then binned every 200ms, and the average signal amplitude was calculated for each bin.

2.3.5 Statistical Test

Neural features were aligned to the estimated behavior. Features were then grouped per channel by movement states, and the Wilcoxon rank-sum test [13] was used to find electrodes with distinguishable neural activity between paired states. Two-sided $p$-values, $p_i$, were calculated for each electrode to test the null hypothesis that states were drawn from the same distribution. Given that $m = 22$ channels were tested against this hypothesis, the desired significance, $\alpha = 0.05$, was adjusted using the Bonferroni correction as follows:

$$
p_i \leq \frac{\alpha}{m} \quad (2.1)
$$

The final value represented the probability that both movement states were drawn from the same distribution. Electrodes were considered significant for distinguishing paired states if $p \leq 0.0023$. 
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2.4 Results

2.4.1 Tracking Natural Movement

We demonstrate the recording system’s capabilities in capturing continuous, naturalistic behaviors of the patient in the clinic. We further show that behavior labels can be semi-automatically extracted from these recordings using computer vision techniques. Fig. 2.4 shows a comparison between the hand speeds estimated over a) the instructed task (8 min), and b) throughout the afternoon (2.25 hours) for NY531. Similar results from the instructed task were found with NY540. Currently, an order of magnitude (~8x) more “human time” is required to fully complete tracking. The time is primarily spent on re-identifying images perturbed by motion blurs and other recording noise.

2.4.2 Mapping Movements to Electrode Coverage

We used the rank-sum test on each electrode to calculate the probability that samples of high-γ features between paired movement states were taken from the same population. This null hypothesis was rejected for electrodes that satisfied \( p \leq 0.0023 \), which suggests that the median high-γ power is different between non-movement and right hand movement states. \( P \)-values were used to estimate the spatial response of cortex to the movement states.

As shown in Fig. 2.5, we focused on the statistical difference between all non-movements and right hand movements taken from the continuous behavior of NY531. The grid corresponds to the red 8x8 array in Fig. 2a. The highlighted electrode is expected to be over motor strip, and its corresponding histogram comparison is shown in Fig. 2.6. As ECoG coverage for the patients was entirely on one cortical hemisphere, we observed statistical significance \((p \leq 0.0023)\) in electrodes over pre/post-central gyrus between high-γ magnitudes of total contralateral movement and non-movement states. These areas of cortex correspond to motor planning, action, and sensory regions identified in previous works [14].

2.5 Discussion & Conclusion

We present a minimally intrusive recording system to augment patient neural monitoring. This is a proof of concept that motor behaviors can be estimated alongside hours of continuous neural recording with our system, and can be used to generate functional maps of the brain. At this time, the behaviors and features extracted from these data sets remain noisy. This in part is due to the selection of computer vision algorithms and coarse definitions of natural behavior. We have yet to fully leverage the complexity of movements.
recorded in RGB-D video. Our next steps include analyzing more specific subsets of kinematic movements, leverage of the additional depth data stream to reduce motion artifacts, and developing functional maps from

**Figure 2.4** Movement speeds for the patient’s (NY531) hands were estimated from both movement task (top) and continuous behavior (bottom). Speed was calculated in pixels per second (pps). In the instructed task, the patient was given verbal instruction to perform simple, single-jointed movements, including a stiff forward arm raise. The periodic peaks in movement speed reflect the nature of the task. Similar results were found for subject NY540. For the second plot, a 2.25 hour period in the afternoon was selected for analysis because the patient was awake and active. For visualization, the average speeds in the series were binned every minute.
more stringent statistical tests.
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Chapter 3

Coarse Behavioral Context Decoding

Abstract

Objective. Current brain-computer interface (BCI) studies demonstrate the potential to decode neural signals obtained from structured and trial-based tasks to drive actuators with high performance within the context of these tasks. Ideally, to maximize utility, such systems will be applied to a wide range of behavioral settings or contexts. Thus, we explore the potential to augment such systems with the ability to decode abstract behavioral contextual states from neural activity. Approach. To demonstrate the feasibility of such context decoding, we used electrocorticography (ECoG) and stereo-electroencephalography (sEEG) data recorded from the cortical surface and deeper brain structures, respectively, continuously across multiple days from three subjects. During this time, the subjects were engaged in a range of naturalistic behaviors in a hospital environment. Behavioral contexts were labeled manually from video and audio recordings; four states were considered: engaging in dialogue, rest, using electronics, and watching television. We decode these behaviors using a factor analysis and support vector machine (SVM) approach. Main Results. We demonstrate that these general behaviors can be decoded with high accuracies of 73% for a 4-class classifier for one subject and 71% and 62% for a 3-class classifier for two subjects. Significance. To our knowledge, this is the first demonstration of the potential to disambiguate abstract naturalistic behavioral contexts from neural activity recorded throughout the day from implanted electrodes. This work motivates further study of context decoding for BCI applications using continuously recorded naturalistic activity in the clinical setting.
3.1 Introduction

Brain-computer interface (BCI) research has experienced an impressive growth since the first demonstration of direct control of a robotic manipulator by employing electrical activity generated by ensembles of cortical neurons [1]. Now, BCIs designed for experimental and clinical studies can translate raw neuronal signals into control signals for various applications including, but not limited to, motor prostheses [2–7], speech decoding [8, 9], and functional clinical mapping [10]. For many of these studies, performance is optimized by constraining the particular application to be highly structured, so as to reduce behavioral complexity and variability due to exogenous factors. These structured task-based studies, particularly those with human subjects, use limited datasets, typically on the order of minutes to tens of minutes. Limited dataset size often constrains the complexity and generalizability of BCI decoding strategies explored. In an effort to vastly augment data collection, preliminary work has been conducted to study neuronal signals in a more naturalistic, unconstrained manner by leveraging hours of recordings from monkey [11] and patients taken from the epilepsy monitoring unit (EMU) [12, 13].

In that regard, we labeled unstructured behavior from patients in the EMU. As a complement to trial-based experiments, these data are comprised of hand labeled recordings from multiple hours of video recorded in the EMU during which the subjects are engaged in naturalistic activities and are not instructed to engage in specific tasks. These labels are paired with simultaneously recorded electrocorticography (ECoG) or stereo-electroencephalography (sEEG) signals. ECoG captures electrical activity directly across a significant portion of the cortical surface, while sEEG utilizes depth electrodes that record from deeper brain structures as well as the cortical surface. We utilized these datasets to examine the potential to decode abstract behavioral contextual states from recorded neural activity. We classified different broad behavioral descriptions, which are engaging in dialogue, watching TV, using electronics, or being at rest, using a dataset of at least 9 hours per subject of neural data with at least 40 minutes of data for each behavioral label. For future BCI applications, it is critical to have reliable prosthetic performance across different behavioral contexts [11, 14]. We show in this paper that these complex and abstract behavioral contexts are separable. In practical terms, these separable contexts can be used to drive a context switch (Figure 3.1) in future, more generalizable and scalable BCIs. These future BCIs must work well across varied conditions automatically [11, 14]. A switch in context may change the dynamics of the observed neural signals and the intended range of control signals; ideally, a BCI will recognize and respond to those changes [11]. For example, a BCI that can detect behavioral context changes could engage context-specific and task-specific decoding algorithms, as shown in Figure 3.1. Such a BCI would, for example, be able to interpret current
behavioral contexts to efficiently use resources, going into a power saving mode when the user is at rest, or to prevent generating unwanted actions, such as moving a limb when the subject intends to speak [11, 14]. Furthermore, a context decoder could be used in conjunction with a deep brain stimulator (DBS) in a closed-loop system for patients with movement disorders. Rather than continuously supplying the brain with current, which could induce unwanted side effects, such as speech and balance impairment [15, 16], and impact battery life [17], a closed loop DBS with a context switch implemented could be an adaptable system that would choose the most optimal stimulation parameters according to context. For example, after patient programming in the clinic, two sets of parameters could be determined, one that would best suppress hand and arm tremors, while another would suppress less of the tremor, but would cause less speech impairment. In a fully integrated DBS and context decoder system, the system would choose the latter set of stimulation parameters when the patient is determined to be engaging in dialogue. Such future potential BCI and DBS designs motivate investigating the separability of behavioral contexts within the recorded neural activity space. The purpose of this study is to provide a proof of concept that these naturalistic behavioral contexts can be decoded from recorded neural activity.

Figure 3.1 **Brain-computer interface (BCI) application for a context decoder.** Neural signals recorded from ECoG and sEEG are processed to drive both a context decoder and a context-dependent BCI application. Current BCIs extract specific features and apply unique decoding strategies on recorded neural activity to achieve high performance in specific tasks. To generalize the capabilities of dedicated BCI applications, we evaluate the possibility of a context decoding layer whose output would be used as a switch between different decoders. A BCI that is able to operate on natural behavior should be able to distinguish between different contexts and select the appropriate task-specific decoder.
3.2 Methods

3.2.1 Description of Data

Subjects

Three subjects with intractable epilepsy with hospital ID codes corresponding to NY394, RCH1, and RCH3 participated in this study. For simplicity, they will be respectively referred as Subjects 1, 2 and 3 for the remainder of this work. All subjects underwent invasive monitoring to localize epileptogenic zones before surgical resection. During their stays at New York University (NYU) Langone Comprehensive Epilepsy (Subject 1) and Rady Children’s Hospital, San Diego (RCH) Pediatric Epilepsy centers (Subjects 2 and 3), the subjects gave their informed consent and were enrolled in the study. The studies were approved by the Internal Review Board of both institutions.

A Microsoft Kinect v2 was used to record both audio and video for each subject’s stay using multiple modalities such as RGB, IR, and depth [12]. However, only audio and RGB video was used for this study. The audio channel was used to synchronize the video and neural streams.

Recording

Subject 1 was implanted in the subdural space with platinum electrode arrays (Ad-Tech Medical Instrument Corporation, Oak Creek, WI) using a combination of linear arrays consisting of 4 to 10 electrode contracts, and a single 8x8 contact grid. Over 100 clinical subdural electrode contacts were embedded in SILASTIC sheets (2.3mm exposed diameter, 10 mm center-to-center spacing) [18] were implanted directly on the right cortical surface across multiple brain regions as shown in Figure 3.2a. The placement of electrodes was based on clinical considerations for the identification of seizure foci. EEG activity was recorded in the frequency range from 0.1 to 230 Hz using Nicolet clinical amplifiers, digitized and sampled at 512 Hz, and referenced to a 2 contact electrode array with electrodes screwed into the skull at a cm distance from the craniotomy edge under the scalp. For this study, we focused on recordings from the 8x8 grid given its coverage of frontal and temporal lobes (Figure 3.2a). These cortical regions of interest have been shown to be engaged in motor [19] and language [20] related behaviors, respectively. Subjects 2 and 3 were implanted with stereo-electroencephalography (sEEG) electrodes via the ROSA robotic surgical implantation (Medtech Surgical Inc., USA) in various orientations to allow for intracranial recording from lateral, intermediate, and/or deep cortical and subcortical structures in a 3-D arrangement [21]. sEEG electrode contacts had a 0.8 mm diameter, were 2mm long, and spaced 1-1.5 mm apart. Electrodes were
Figure 3.2 **ECoG grid and sEEG shanks locations.** Subject 1 has an ECoG grid with broad right hemisphere coverage. Subject 2 has 11 sEEG shanks placed on the left frontal and temporal lobes. Subject 3 has 9 sEEG shanks placed on the left frontal and temporal lobes.

Sampled at 2000 Hz using Xltek 128Fs clinical amplifiers. For Subject 2, the sEEG implants were placed on the left frontal and temporal lobes (Figure 3.2b) while for Subject 3 the implants were placed on both the left and right frontal and temporal lobes. Only electrodes implanted in the left hemisphere for Subject 3 were used (Figure 3.2c).

<table>
<thead>
<tr>
<th>Subject ID</th>
<th>Hospital ID</th>
<th>Age</th>
<th>Sex</th>
<th>Duration (hrs)</th>
<th>Implant</th>
<th>Location</th>
<th>Electrodes used</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>NYU394</td>
<td>30</td>
<td>Male</td>
<td>36</td>
<td>ECoG</td>
<td>Right Hemisphere</td>
<td>51</td>
</tr>
<tr>
<td>2</td>
<td>RCH1</td>
<td>18</td>
<td>Female</td>
<td>9</td>
<td>sEEG</td>
<td>Left Frontal and Temporal</td>
<td>71</td>
</tr>
<tr>
<td>3</td>
<td>RCH3</td>
<td>19</td>
<td>Male</td>
<td>10</td>
<td>sEEG</td>
<td>Bilateral Frontal and Temporal</td>
<td>68</td>
</tr>
</tbody>
</table>

**Labeling**

For each subject, we analyzed simultaneously recorded neural signals and clinical video/audio recording began 1-3 days (post-implant) of the subjects’ stay in the hospital. Hours of continuous recordings were divided into 5-minute blocks and manually labeled according to the predominant behavior observed during each video segment. A behavioral rubric was designed for this study, which categorized waking periods according to whether or not the subject was active and, if so, who or what they were interacting with. For this analysis, a subset of behavior labels were selected to represent 1 inactive (‘Rest’) and 3 active
Table 3.2 Labeling criteria for behavior

<table>
<thead>
<tr>
<th>Label</th>
<th>Description (subject is...)</th>
<th>Mins S1</th>
<th>Mins S2</th>
<th>Mins S3</th>
</tr>
</thead>
<tbody>
<tr>
<td>(D) Dialogue</td>
<td>engaging in dialogue (including when the subject is talking on the phone)</td>
<td>275</td>
<td>75</td>
<td>50</td>
</tr>
<tr>
<td>(EL) Electronics</td>
<td>using an electronics device (phone, remote, tablet, video games, etc).</td>
<td>40</td>
<td>130</td>
<td>210</td>
</tr>
<tr>
<td>(TV) Television</td>
<td>watching television (does not include using remote or watching video on a tablet or phone)</td>
<td>90</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>(R) Rest</td>
<td>awake but resting, either with eyes open or closed, and either with or without visitors in the room</td>
<td>470</td>
<td>165</td>
<td>140</td>
</tr>
</tbody>
</table>

Table 3.3 Labeling criteria for time of day

<table>
<thead>
<tr>
<th>Label</th>
<th>Time</th>
<th>Mins S1</th>
<th>Mins S2</th>
<th>Mins S3</th>
</tr>
</thead>
<tbody>
<tr>
<td>(E1) Epoch 1</td>
<td>2:00-12:59</td>
<td>340</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>(E2) Epoch 2</td>
<td>13:00-16:59</td>
<td>150</td>
<td>125</td>
<td>185</td>
</tr>
<tr>
<td>(E3) Epoch 3</td>
<td>17:00-20:59</td>
<td>160</td>
<td>155</td>
<td>165</td>
</tr>
<tr>
<td>(E4) Epoch 4</td>
<td>21:00-1:59</td>
<td>225</td>
<td>90</td>
<td>50</td>
</tr>
</tbody>
</table>

(‘Dialogue’, ‘Electronics’, ‘Television’) behaviors. Electronics use included using the phone, remote, tablet or playing video games. Additionally, when a subject is talking to someone on the phone, that behavior is labeled as ‘Dialogue’, not ‘Electronics’. Also, the ‘Television’ label does not include the times when the subject is using the remote. We used 3 active states and 1 ‘Rest’ state in our context decoding scheme for Subject 1, but only 2 active states (‘Dialogue’, ‘Electronics’) and 1 rest state for Subject 2 and 3. This is due to the lack of the ‘Television’ context when labeling Subject 2 and 3’s behaviors throughout the day. We also observed that different contexts tend to happen at specific times. For example, when considering time after 22:00, there is a very high chance that the subject is at ‘Rest’. Therefore, we applied a second set of labels to relate behaviors to time of day. Note that the non-uniform segmentation of time is due to the nature of the dataset in which interesting contexts are more prevalent at different times throughout the day. Tables 3.2 and 3.3 show a summary of behavior and time labels. Subject 1’s behavioral labels were verified
by a second author and Subject 2 and 3’s behavioral labels were not verified by a second author.

3.2.2 Neural Signal Conditioning

Prior to analysis, ECoG channels that were over seizure foci were down-selected manually by a clinician based upon visual inspection for Subject 1, while the sEEG channels for Subjects 2 and 3 did not undergo manual down-selection. Furthermore, we have rejected sEEG channels that were outside the cortical surface. Additional ECoG and sEEG channels were rejected if their mean of the squared signal value exceeded a threshold of 3 or 1.5 standard deviations (for ECoG and sEEG respectively) above the mean squared signal value across all channels, indicative of potential noise corruption. sEEG channels were then down-sampled from 2000 Hz to 500 Hz for faster processing. The remaining channels were high-pass filtered with a cutoff frequency of 1 Hz to remove any underlying DC signal and then notch filtered with center frequencies at 60, 120, 180, and 240 Hz to remove line noise and its harmonics. Finally, electrode channels were re-referenced, either to a common average of all channels to remove shared noise (ECoG) or in a pair-wise manner with respect to neighboring electrodes (sEEG).

Spectral features from the 8–25 Hz and 70–110 Hz band of the ECoG signal were extracted by
band-passing each channel. We have only utilized the high frequency band for the sEEG signal due to the bipolar referencing scheme that was implemented which is likely to suppress spatially broad low frequency activity. Previous BCI studies motivate the selection of these frequency bands, as they demonstrate power modulation with respect to sensory-motor behavior [22–24]. The signal envelope was then calculated by taking the amplitude of the analytic signal of the Hilbert Transform. The resulting envelopes were then binned every 3 seconds and the average signal amplitude was calculated as an estimate of the square root of the power in each bin. Each channel was then z-scored across time.

3.2.3 Dimensionality Reduction: Factor Analysis

In the factor analysis model, we assume that there exists a multivariate latent random variable that has a Gaussian distribution with zero mean and identity covariance. The model assumes that each high-dimensional neural sample \( x \) is generated by sampling a lower dimensional multivariate Gaussian \( z \). Then \( z \) is mapped to a higher \( k \)-dimensional space by computing \( \mu + \Lambda z \), where \( \mu \) is the observed mean. Lastly, \( x \) is generated by adding a strictly diagonal covariance noise \( \Psi \) to \( \mu + \Lambda z \). We therefore obtain the following probability distributions:

\[
\begin{align*}
  z &\sim \mathcal{N}(0, I) \\
  x|z &\sim \mathcal{N}(\mu + \Lambda z, \Psi)
\end{align*}
\]  

(3.1)  

(3.2)

Factor analysis is a dimensionality reduction tool similar to principle component analysis (PCA). However, unlike PCA, factor analysis takes into account sensor noise (in this case ECoG or sEEG electrode noise) that is modeled by the diagonal matrix \( \Psi \) and allows the scale of sensor noise to vary across sensors. If sensor noise is non-uniform, the principle components found by PCA are biased towards the axes of the noisiest sensors. Thus, when sensor noise can vary, like in ECoG or sEEG, factor analysis can model this non-uniformity and avoid this biasing issue to more effectively find common structure across sensors. We used the Laurens van der Maaten dimensionality MATLAB toolbox for factor analysis [25] which implements the expectation-maximization based algorithm described in [26] to find \( \Lambda \) and \( \Psi \). The joint distribution of \( x \) and \( z \) is as follows:

\[
\begin{bmatrix}
  z \\
  x
\end{bmatrix} \sim \mathcal{N}
\begin{bmatrix}
  0 \\
  \mu
\end{bmatrix},
\begin{bmatrix}
  I & \Lambda^T \\
  \Lambda & \Lambda \Lambda^T + \Psi
\end{bmatrix}
\]

(3.3)

We projected the electrode space into a factor space of 30 dimensions by calculating the conditional expectation \( E(Z|X) \). Since both \( x \) and \( z \) are random variables obtained from a Gaussian distribution, the conditional
distribution is also Gaussian and can be calculated analytically based upon the joint distribution above, thus 
\[ E(Z|X) \text{ evaluates to } \Lambda^T (\Lambda \Lambda^T + \Psi)^{-1} x. \]

3.2.4 Classification

These projected factors form the input features for both a 4-class support vector machine (SVM) classifier with labels ‘Dialogue’, ‘Electronics’, ‘TV’, and ‘Rest’ for Subject 1. A 3-class support vector machine with labels ‘Dialogue’, ‘Rest’, and ‘Electronics,’ was used for Subjects 2 and 3. We also use a 4-class SVM in classifying time of day labels, ‘Epoch 1,’ ‘Epoch 2,’ ‘Epoch 3,’ and ‘Epoch 4’ for Subject 1 and a 3-class SVM using time of day labels ‘Epoch 2,’ ‘Epoch 3,’ and ‘Epoch 4’ for Subject 2 and 3. The multi-class SVM uses a one-vs-one coding design and a linear kernel. SVM classification was implemented using the MATLAB machine learning toolbox. We generated confusion matrices for the 4-class and 3-class classifiers depending on the number of contexts available for each subject. We applied a 7-fold cross validation on the data, where the test and training data were each taken from a continuous time segment rather than randomized points across the entire dataset. This was done to minimize the chance that classification was achieved due to the temporal locality of the testing and training data points. The number of samples for each class in the training set is randomly downsampled to the number of samples in the class with the least number of samples to ensure that the SVM does not skew in favor of predicting the majority class. The test set class samples were also balanced to simplify comparison to chance performance. For example, looking at Subject 1’s data in Table 3.3, the label with the least amount of data is ‘EL’ with 40 minutes. Therefore, each fold for electronics would have around 5.7 minutes worth of neural data, which means that we have around 34.2 minutes per class for training and 5.7 minutes per class for testing in each fold.

3.2.5 Electrode Analysis

To motivate future BCI design in terms of implant location on the brain, we ranked the electrodes for each subject by sorting the single channel context decoding performance for each electrode using the classification scheme described in Section 3.2.4. The ranked channels for each subject were then used to investigate the effect of an incremental addition of the best performing electrodes. The accuracy vs. the number of top channels used were plotted for each subject. Finally, we investigated if neighboring electrodes carry similar information that discriminate between different contexts. This was done by segmenting the electrodes into groups belonging to either 2x2 clusters (for Subject 1 who is implanted with an 8x8 ECoG array, giving us 16 different clusters), or shanks (for Subjects 2 and 3 who were implanted with sEEG...
shanks). We then found the decoding performance for each cluster/shank and compared them with each single electrode that belongs to that cluster or shank. We plotted the single channel performance versus the cluster/shank performance for each subject. If neighboring electrodes carry the same information regarding context separability, then we should see single channels perform as well as the clusters or shanks that they belong in.

3.2.6 Modeling Neural Activity Dependence on Time

Having observed that different behavioral contexts tend to happen at specific times of day, a possible confound to the context decoder described is that it is not truly decoding context from neural activity, but instead the decoder could rely upon neural activity variation that is primarily coupled by time of day. Thus, we investigated the influence of temporal distance and time of day. Figure 3.4 is a simple illustration of three possible graphical models that could describe the relationship between time of day, behavioral context, and neural activity generation and their affects on context classification performance. Model 1 suggests that the ability to decode natural behaviors is completely dependent upon the time of day confound rather than behavioral contexts, as it suggests that neural activity is generated based upon time of day and not context. Model 2 and 3 both suggest that context can be disambiguated from neural activity, without a reliance on time of day based modulation. In these two models neural activity is directly context dependent, with time of day having a modulatory effect on neural activity in Model 3. These models do not make any claims on how the brain actually works, but rather highlight the mechanisms that are driving our context classifier’s performance. Two control analyses were conducted to investigate the potential time of day confound with respect to these three models.

Temporal Distance vs Performance

Temporal distance is defined by the time separation between the training and testing data. A main concern when analyzing this type of data is the effect of temporal distance on the context decoder performance. We investigated the possibility that decoder performance would decrease as temporal distance increases. If this phenomenon proves to be true, it would highly suggest that Model 1 in Figure 3.4 is the underlying model explaining the separability of neural data in the context decoder. It would also suggest that time dependent neural activity is being decoded, rather than context dependent neural activity. We ran two analyses to explore this idea. Firstly, we organized our dataset so that each context was sorted by time stamp. We then trained a model using a temporally adjacent 20 minute segment per class and tested on 5 minute segments per class that varied in temporal distance from the training set. For example, the classifier
Figure 3.4 Possible models of time dependencies for behavior context and neural activity that explain context decoding performance. Model 1 assumes that neural activity and behavioral contexts are independent of each other, but both are dependent on time. Model 2 assumes that the neural activity is dependent only on context, while the context is dependent on the time of day in which it occur. Model 3 assumes that neural activity is dependent on both context and time of day. We did not illustrate these models to provide a generalized explanation of the mechanisms underlying neural activity, but rather to elaborate possible reasons for classification performances when applying a context decoder on a set of neural data.

could be trained from a time segment from 15:00 to 15:20 and tested using a time segment from 16:00, 18:00 and 20:00. We tested the hypothesis that temporal locality is being leveraged by evaluating whether a statistically significant downward trend was found between the temporal distance between the training and test sets and performance. This process was repeated 30 times for different temporal distances. Additionally, to prevent over-fitting due to the small amount of training data compared to context decoding using the entire dataset, we determined the top performing electrodes by sorting the single channel performance using the method described in Section 3.2.4. We ran the temporal analysis using the top 5 electrodes. Linear regression was used to fit a line on the data for each iteration of the temporal analysis to quantify the existence of any statistically significant trend between accuracy and average temporal distance. For this specific analysis, we z-score the test data using the test data’s mean and standard deviation to prevent trending effects influencing our results. If the p-value is greater than 0.05, we can accept the null hypothesis that the slope of the line being fitted is zero and reject the hypothesis that there is a linear trend relating temporal distance and classifier performance. Finally, we investigated the effects of dropping the 'Rest' state from this analysis to see if it alleviated any negative trending effects correlating performance and temporal distance. This is due to the fact that the 'Rest' state is not as well defined as other contexts. For example, a subject being
inactive alone or with the presence of people would both be labeled as ‘Rest’.

**Time of Day and Context Maximum Likelihood Estimation**

We further explored the dependence of neural activity on time of day by exploring three separate classification schemes. We implemented a similar classification approach as mentioned in Section 3.2.4: 3 second time windows and 30 latent factors were used with a linear, multi-class SVM classifier, where behavior labels were substituted by the time of day (Table 3.3). This was compared to a time of day maximum likelihood estimator from the context labels. For this estimator, only the context and time of day labels for the 5-minute blocks are used as the features. This was done by calculating the probability of a specific time of day given a context label and choosing the time of day with the highest probability given a specific context. The performance of the maximum likelihood estimator serves as a conservative baseline to determine the amount of information shared between the time of day and context labels. Additionally, the maximum likelihood estimator serves as a biased estimator (favoring the maximum likelihood estimator) since the same dataset is used for training and testing. We compared the performances of the SVM time of day classifier to the time of day maximum likelihood estimator described above to investigate to what extent the time of day affects the context decoder performance. Finally, we constructed another maximum likelihood estimator that predicts context given the time of day using the context and time of day labels for each 5-minute block as features. This estimator is compared to the context decoder described in the Section 3.2.4. For both of the maximum likelihood estimators, we randomly sub-sampled each class label to have the same number of labels for each class for an easier comparison to chance level. The maximum likelihood time of day and context estimators are governed by the following equations (D, C, and T denote decoder, context and time respectively):

\[
D_{\text{context}}(j) = \arg\max_{i} P(C_i|T_j)
\]  

\[
D_{\text{time}}(i) = \arg\max_{j} P(T_j|C_i)
\]

### 3.3 Results

#### 3.3.1 Performance of Classifier

The mean of the confusion matrices for all subjects across folds are shown in Figure 3.5. The linear SVM-based classifier was able to decode different neural states with accuracies significantly above chance performance for all subjects. The classification accuracies when all contexts were used (4-class for Subject
Figure 3.5 **Confusion matrices for multi-class context decoding using 7-fold cross validation.** Each number in the confusion matrices corresponds to percentages. Rows of the confusion matrices are normalized. Rounding errors will cause some of the rows’ sum to deviate slightly from 100%. Both training and test sets are balanced by randomly subsampling the same number of data points in each test fold for each class. For Subject 1, Figure 3.5a, 'Dialogue', 'Electronics', 'TV', and 'Rest' behaviors were classified by a linear, multi-class SVM classifier, using spectral features from the 8-25 Hz and 70-110 Hz bands of ECoG signals collected simultaneously across the brain in 3-second time bins. For Subjects 2 and 3 in Figure 3.5b and Figure 3.5c, only the 70-110 Hz band of the sEEG signal was used. For all three Subjects, behavioral labeling was done in 5 minute blocks. For Subject 3, 'Dialogue', 'Electronics', and 'TV' show a high rate of confusion with 'Rest.' The mean and standard deviation of context decoding accuracy across folds for all subjects can be seen in Table 3.4.
Figure 3.6 Accuracy vs Number of Top Electrodes Each bold line is the mean across 7 folds, and the shaded region is one standard error from the mean across folds. For all 3 subjects, only a small number of top electrodes are needed to achieve adequate context classification performance. The chance level is 25% for Subject 1 and 33% for Subjects 2 and 3.

1 and 3-class for Subjects 2 and 3) were 73%, 71% and 62% for Subjects 1, 2 and 3 respectively. The standard deviation across folds are 9.5%, 10.9%, and 13.5% for Subjects 1, 2 and 3 respectively. We also observe that for Subject 3 in Figure 3.5c, the active states are highly confused with the 'Rest' state.

3.3.2 Electrode Analysis

Looking at Figure 3.6, we observe that the performance of the classifier saturates after a small number of top electrodes are used. Figures 3.7, 3.8 and 3.9 indicate that the top 10 electrodes that contribute most in context decoding occupy multiple regions of the cortical surface (for all subjects) as well as deeper brain structures (for Subjects 2 and 3). Additionally, Figure 3.10 compares the performance when a single electrode is used vs when the entire cluster or shank that electrode is in is used. We observed that for most cases, the 2x2 clusters in the ECoG grid and the sEEG shanks generally outperformed single channels.

3.3.3 Temporal Distance vs Performance

In Figure 3.11, we observe that there is a negative trend relating performance and temporal distance for Subjects 1 and 2, with only Subject 1 having a statistically significant negative trend (p<0.05). For Subject 3, however, we observe that the fitted slope is almost zero, and becomes slightly positive when we drop the 'Rest' state. Temporal distance has a lesser affect when only the active states were decoded ('Rest' is dropped) for Subject 1 and 2. The fitted slope for Subject 1 when 'Rest' is dropped has a high enough p-value, 0.093, that indicates that the fitted slope is not statistically significant. For all Subjects 1 and 2, the fitted slope is closer to zero and the p-value is greater for when the active contexts are classified compared to when all contexts are classified. We also notice that for certain pairings of training and test sets, the
Figure 3.7 **Subject 1**: Locations of the top 10 performing electrodes are numbered. Colors closer to bright pink symbolizes the highest performing electrodes while colors closer to light blue symbolizes the lowest performing electrodes. The electrodes labeled as ‘rejected’ are colored black.

classifier performance is lower than chance.

**Time of Day and Context Maximum Likelihood Estimation**

Figure 3.12 shows the confusion matrices of each of the classifiers described in Section 3.2.6 for all subjects. Table 3.4 summarizes the classification accuracies of each type of decoder. The estimator accuracies for the maximum likelihood context estimator given time of day are 38%, 49%, and 51% for Subjects 1, 2 and 3 respectively. In comparison to the context decoder from neural activity accuracies of 73%, 71%, 62% for Subjects 1, 2 and 3 respectively; the context decoder from neural activity outperforms the maximum likelihood context estimator, this suggests that context is separable from neural activity. For the time of day decoders, we observe that the classification accuracies of the maximum likelihood time of day estimator given context are 47%, 49%, 53% and the mean classification accuracies of the time of day given neural activity decoder are 57%, 68%, and 74% with standard deviations across folds of
Figure 3.8 Subject 2: Figure 3.8a shows the locations of the sEEG electrode shanks that include the top 10 performing electrodes. These shanks are labeled and colored in pink. Figure 3.8b displays the locations of the top 10 performing electrodes across all shanks. Colors closer to bright pink symbolizes the highest performing electrodes while colors closer to light blue symbolizes the lowest performing electrodes. The electrodes labeled as 'rejected' are colored black. Electrode number 9 corresponds to the electrode that is closest to the cortical surface. The electrode contacts are spaced 1-1.5mm apart, are 2 mm long, and have a 0.8 mm diameter.

10.5%, 14.5%, and 7.4% for Subjects 1, 2 and 3 respectively. Subject 1 exhibits the best performance that supports the claim that context-relevant information is being decoded, as the context decoder from neural data outperforms the maximum likelihood context estimator and that the time of day given neural activity decoder does not out perform the maximum likelihood time of day estimator. For Subject 1, the time of day from neural activity decoder performs worse in comparison with other subjects. We theorize that because Subject 1 has the most data, where the distribution of contexts across time is more uniform, as seen in Figure 3.3, the performance of the time of day classifier given neural activity is significantly less than the other two subjects. In Figure 3.3, for Subjects 2 and 3, the distribution of contexts in time is far from uniform, as we notice a significant clustering of the contexts in specific times of day. For example, we observe that for Subject 3, the 'Epoch 2’ time label is also exclusively the 'Electronics’ context label.

3.4 Discussion

3.4.1 Context Decoding

In this study we demonstrate the potential to decode abstract behavioral contexts from neural activity by achieving classification accuracies significantly above chance for all three subjects as shown in
Figure 3.9 Subject 3: Figure 3.9a shows the locations of the sEEG electrode shanks that include the top 10 performing electrodes across all shanks. These shanks are labeled and colored in pink. Figure 3.9b displays the locations of the top 10 performing electrodes. Colors closer to bright pink symbolizes the highest performing electrodes while colors closer to light blue symbolizes the lowest performing electrodes. The electrodes labeled as ‘rejected’ are colored black. Electrode number 9 corresponds to the electrode that is closest to the cortical surface. The electrode contacts are spaced 1-1.5mm apart, are 2 mm long, and have a 0.8 mm diameter.

Figure 3.10 Shank/Cluster vs Single Channel Performance For all subjects, the 2x2 ECoG clusters and sEEG shanks out perform single channel performance. This indicates the presence of additive information in neighboring channels, which motivates the use of focal electrode coverage in future BCI design.

Table 3.4. To our knowledge, this work is the first step in human behavior context decoding from neural signals collected from naturalistic behavior. We discuss in Section 3.1 the practical applications of behavioral context decoding for augmenting BCI and DBS designs. However, the behavioral contexts that we have analyzed in this work is by no means the optimal contexts to implement in a context decoder for a BCI or DBS design scheme. We would like this work to serve as a proof of concept that neural data collected from a naturally behaving subject could facilitate the augmentation of current BCI and DBS designs.
Figure 3.11 Classifier accuracy vs average temporal distance between training and test sets where k is the number of top electrodes used. For each subject, we show the possibility of context decoding even when the temporal distance between the training and test set is large. We notice mainly that for Subject 1 in Figure 3.11a, the fitted negative slope statistical significance is greatly alleviated when the 'Rest' state is dropped (p > 0.05).
Table 3.4 **Performance of different decoders**: Mean accuracies and standard deviations are shown for each decoder for all subjects. Note that for the maximum likelihood estimators, the features were a context or time of day label of a 5-minute segment. Therefore, due to a much reduced sample size as compared to using 3 second bins, k-fold cross validation is not used, and no standard deviations are shown.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Chance</th>
<th>Context from Neural</th>
<th>MLE-Context</th>
<th>Time from Neural</th>
<th>MLE-Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25%</td>
<td>73% ± 9.5%</td>
<td>38%</td>
<td>57% ± 10.5%</td>
<td>47%</td>
</tr>
<tr>
<td>2</td>
<td>33%</td>
<td>71% ± 10.9%</td>
<td>49%</td>
<td>68% ± 14.5%</td>
<td>49%</td>
</tr>
<tr>
<td>3</td>
<td>33%</td>
<td>62% ± 13.5%</td>
<td>51%</td>
<td>74% ± 7.4%</td>
<td>53%</td>
</tr>
</tbody>
</table>

### 3.4.2 Electrode Analysis

The results shown in Section 3.3.2 supports our intuition that to decode complex activities such as 'engaging in dialogue', 'using electronics', or 'watching TV', coverage from multiple regions of the brain is ideal since across three subjects, the top performing electrodes were present in all major regions of the brain in which electrodes were included in the analyses. However, in order to form an adequate statistical analysis of the relationship between different brain regions and contexts, more subjects are needed with broad electrode coverage. We also found that with only a small set of electrodes, we are able to decode context from both the cortical surface and deeper brain regions. In addition to that, we have also found that clusters or shanks generally outperform single electrodes. This indicates that in the space of context decoding, neighboring electrodes in a confined space generate distinctive information that aid in classifying different contexts. Both of these findings suggest that in a practical BCI design, it is beneficial to have broad coverage of different regions of the brain. However, if one has only access to a small portion of the cortex, then a dense electrode coverage would enhance performance.

### 3.4.3 Temporal Analysis

In Figure 3.11, we show that when 'Rest' is removed, there is less of a negative correlation between temporal distance and performance. This suggests that the 'Rest’ state is highly variable and more sensitive to the time of day than other states. Therefore, it is paramount to investigate if there exists sub-states within the 'Rest’ state to explore why 'Rest’ is highly variable. For all three subjects, we observe many instances where the performance of the classifier is very close to chance or even below chance. This could be due to the fact that we are using a very small dataset for training (20 mins) that is localized in time, which could cause the classifier to overfit for that specific time. However, for many instances, even with limited training
data size per iteration, context decoding is possible even when the temporal distance is large. Also, the precise temporal location of the training and test set might impact this measure.

Our findings in Section 3.2.6 indicate that there is discriminative context-dependent information in the neural signal, which supports Models 2 and 3 rather than Model 1, since the context from neural activity decoder outperforms the maximum likelihood context from time of day estimator for all subjects. However, we also observe that the time of day from neural activity decoder outperforms the maximum likelihood time of day from context estimator for all three subjects as well. Along with the fact that there is a slight negative trend relating decoder accuracy and temporal distance, we conjecture that discriminative information in the neural data is dependent on both time of day and context, which supports Model 3 as the true underlying model that is driving the context decoder’s performance. Therefore, additional days of recording are needed to more fully examine the impact of time of day on context decoding. If the performance of the time of day classifier using neural activity was considerably higher than the maximum likelihood time of day from context estimator, then it suggests that the neural activity provides information about time of day beyond the information due to the dependence of context on time of day. In aggregate, the results of these control analyses support Model 3 over Model 1 and Model 2, as described in Figure 3.4. Due to the fact that, first of all, the context decoder from neural activity outperformed the maximum likelihood context estimator from time, and the time of day from neural activity decoder also outperformed the maximum likelihood time of day estimator from context labels. These two observations support the fact that there is both context and time of day information in the neural activity. To fully explore candidate dependencies between neural activity, time of day, and behavioral context, a richer dataset would need to be constructed. Ideally, such a dataset could be sub-sampled to yield datasets in which there is a uniform distribution of different behavioral contexts throughout all time of day labels.

3.5 Conclusion

We have demonstrated the ability to decode coarse and broad behavioral contexts from ECoG and sEEG based neural signals. With a relatively simple machine learning pipeline, we were able to decode behavioral contexts for three subjects with an accuracy significantly above chance. More in-depth analysis and modeling of neural activity is essential to fully understand why these contexts are separable, and to advance our understanding of the underlying physiology. Such analyses could motivate specific electrode coverage paradigms for future BCIs. Furthermore, analysis of context decoders could be used by researchers and clinicians to augment functional mapping of the cortical surface for both clinical and neural engineering
applications with minimal interference to the patient’s daily routine. The results obtained from our simple behavioral labeling and decoding scheme motivate further exploration into the methods employed for context decoding. The application of more advanced machine learning methods, such as those that can better leverage temporal and spatial relationships in recorded neural activity, could improve classification performance. This work also motivates the development of richer and more comprehensive datasets of neural activity and naturalistic behavior. Behavioral labeling is a key challenge towards developing such a dataset, as manual annotation is time consuming and subjective. Therefore, there is a need to create an objective and quantitative way to label patient behavior, possibly through video and audio analysis of recorded behavior. Advanced computer vision and speech detection algorithms could be used to generate more descriptive and precise labels, on a timescale of seconds rather than minutes. The development of such datasets would allow for the exploration of richer definitions of contextual state collected across many subjects. In summary, as a proof of concept this work motivates further exploration of behavioral context decoding methods and their potential to advance BCI systems development and clinical neuroscience.

Author Contributions

BCI research is highly collaborative by design, requiring expertise from the fields of clinical neurology, neuroscience, and engineering. To enable this work, the authors contributed in the following ways: Implantation of electrodes was performed via surgery by Drs. Devinsky (NYU) and Gonda (RCH). Clinical monitoring was provided by Drs. Dugan (NYU), Friedman (NYU), Doyle (NYU), Sattar (RCH) and Wang (RCH). Data acquisition was coordinated by Melloni (NYU), Thesen (NYU), Gabriel (NYU,RCH), and mentored by Gilja (NYU, RCH). Behavior labels were annotated by Jiang, Shamie, Alasfour, and mentored by Gilja and Halgren. Analysis and writing were led by Alasfour, assisted by Gabriel, and mentored by Gilja and Halgren.

Acknowledgment

This work has been supported, in part, by the UCSD ECE Department Medical Devices & Systems Initiative, the UCSD Centers for Human Brain Activity Mapping (CHBAM) and Brain Activity Mapping (CBAM), the UCSD Frontiers of Innovation Scholars Program, the Qualcomm Institute Calit2 Strategic Research Opportunities (CSRO) program, the Hellman Fellowship, the Institute of Engineering in Medicine Graduate Student Fellowship, and the Clinical and Translational Research Institute at UC San Diego. We
would like to thank the patients and clinicians who contributed to this study at UC San Diego, Rady Children’s Hospital of San Diego, and the Comprehensive Epilepsy Center at NYU Langone Medical Center. We specifically thank Preet Minas, and Hugh Wang for their contributions to data collection and annotation.

This chapter is a reprint of the material as it appears in Alasfour, Abdulwahab, Paolo Gabriel, Xi Jiang, Isaac Shamie, Lucia Melloni, Thomas Thesen, Patricia Dugan, Daniel Friedman, Werner Doyle, Orin Devinsky, David Gonda, Shifteh Sattar, Sonya Wang, Eric Halgren, and Vikash Gilja. “Coarse behavioral context decoding.” *Journal of neural engineering* 16, no. 1 (2019): 016021.

## 3.6 Supplement

### 3.6.1 Supplementary Data

Table 3.5 This table shows the amount of data in the training and testing folds for the SVM decoders when applying 7-fold cross-validation (duration in minutes) after randomly down-sampling to have an equal representation of each class in training and testing. See Table 1 for the total amount of data for each class.

<table>
<thead>
<tr>
<th>Subject ID</th>
<th>Train/Context</th>
<th>Test/Context</th>
<th>Train/Epoch</th>
<th>Test/Epoch</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>34.3</td>
<td>5.7</td>
<td>128.6</td>
<td>21.4</td>
</tr>
<tr>
<td>2</td>
<td>64.3</td>
<td>10.7</td>
<td>77.1</td>
<td>12.9</td>
</tr>
<tr>
<td>3</td>
<td>42.9</td>
<td>7.1</td>
<td>42.9</td>
<td>7.1</td>
</tr>
</tbody>
</table>
Figure 3.12 Confusion matrices for decoding context from time of day, time of day from neural data, and time of day and from context for all three subjects. Rows of the confusion matrices are normalized. Rounding errors will cause some of the rows’ sum to deviate slightly from %100. For all three subjects, (performance summarized in Table 3.4), the context from neural activity out performs the maximum likelihood context from time of day estimator, and the time of day from neural activity decoder also out performs the maximum likelihood time of day from context estimator. However we note that for Subject 1, where context labels are most uniformly spread through time, the time of day from neural activity decoder out performs the maximum likelihood time of day from context estimators the least out of all three subjects. We also note that for maximum likelihood estimators, some labels are completely predicted incorrectly.
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Chapter 4

Neural Correlates of Unstructured Motor Behaviors

Abstract

Objective. We studied the relationship between uninstructed, unstructured movements and neural activity in three epilepsy patients with intracranial electroencephalographic (iEEG) recordings. Approach. We used a custom system to continuously record high definition video precisely time-aligned to clinical iEEG data. From these video recordings, movement periods were annotated via semi-automatic tracking based on dense optical flow. Main results. We found that neural signal features (8–32 Hz and 76–100 Hz power) previously identified from task-based experiments are also modulated before and during a variety of movement behaviors. These movement behaviors are coarsely labeled by time period and movement side (e.g. ‘Idle’ and ‘Move’, ‘Right’ and ‘Left’); movements within a label can include a wide variety of uninstructed behaviors. A rigorous nested cross-validation framework was used to classify both movement onset and lateralization with statistical significance for all subjects. Significance. We demonstrate an evaluation framework to study neural activity related to natural movements not evoked by a task, annotated over hours of video. This work further establishes the feasibility to study neural correlates of unstructured behavior through continuous recording in the epilepsy monitoring unit. The insights gained from such studies may advance our understanding of how the brain naturally controls movement, which may inform the development of more robust and generalizable brain-computer interfaces.
4.1 Introduction

Key advancements in recording hardware, data computation, clinical care, and cognitive science continue to drive new possibilities in how humans and machines can interact directly through thought. Brain-computer interface (BCI) studies show that humans can control computer software and prostheses with brain signals for very specific applications, for example [1–3], and that BCI based tasks can be utilized in the clinic for functional brain mapping [4–6]. The generalization of BCIs across a wider set of behavioral and environmental contexts is largely unstudied. For example, it remains unanswered as to how the human brain controls movements not evoked by tasks. Studies like [7] show neural spiking activity occurring during self-paced motor behavior not induced by tasks that is similar to neural spiking activity induced by a task. But what is unanswered is how unstructured, daily-life motor behaviors compare with specific controlled motor output. In the presented work, we develop a paradigm with methods to enable such studies.

4.1.1 Background

Since the first successful decoding of neural signals to control a robotic manipulator [8], researchers have pushed human brain-computer interfaces BCIs to additional applications, including functional clinical mapping [4–6], speech decoding [9–11], and motor prosthetic control [12–17]. Many experiments were motivated by a greater understanding of neural signal properties [18, 19] and cortical function [20, 21], and were enabled by the availability of greater spatial and temporal resolution in recording neural activity during clinical studies. Particularly, studies like [22] have identified spectral responses to various movement modalities in the high-frequency band (76–100Hz, HFB) and low-frequency band (8–32Hz, LFB) of cortical signals near central sulcus.

Much of our knowledge about BCIs is informed by data collected through carefully controlled experiments in laboratory or clinical environments. Constraining BCI experiments with highly structured paradigms and settings allows researchers to collect a high number of consistent trials for a given behavior, while controlling for external confounding factors, when the timing of recording sessions is limited to several hours or less. By reducing behavioral complexity and variability, researchers have identified specific relationships between the brain and functional behaviors like movement [23] and speech [24]. However, very little is currently known about how well such these task-based relationships extend to daily life [25], in part because collecting data outside of the lab is challenging. To further understand natural brain activity, we must study more complex behaviors in more environmentally relevant settings.

One setting in which such studies are conducted is the epilepsy monitoring unit (EMU). EMUs
admit patients with intractable epilepsy, who undergo invasive monitoring to localize epileptogenic zones prior to surgical resection. During invasive monitoring, these patients have electrodes placed directly on (i.e., subdural) or inside (i.e., depth) their brain. These electrodes allow clinicians to simultaneously sample local field potentials summarizing activity in multiple cortical layers and over cortical surfaces, which can aid in seizure focus localization [26–28] and functional mapping [29]. Implanted patients generally stay in the EMU for 3–14 days to capture seizure activity; outside of brief periods of clinical care, these patients move and act on their own volition, providing the opportunity to continuously monitor their uninstructed and unstructured behaviors. Preliminary work has been conducted to study neural activity in relatively more naturalistic, unstructured settings, from human patients admitted to the EMU. These studies show that neural data collected in such settings can inform movement classification using supervised [30, 31] and unsupervised [32] learning methods. In addition, our recent study [33] demonstrates that from such data, behavior-specific contexts can be discriminated from recorded neural activity.

### 4.1.2 Challenges

One of the greatest challenges to studying neural activity in unstructured settings is properly curating usable data. Typically, subjects in the EMU are surrounded by medical equipment and clinical staff in an ever-shifting environment. Any of these factors may inject unwanted noise or artifact into either the video or neural recording; task-based studies are typically designed to limit impact of these factors. In addition to these challenges, frequency of activity varies from subject to subject, and periods of movement are relatively sparse compared to periods of rest. Identifying these critical periods while avoiding confounding periods requires careful inspection and annotation. On a small scale, this is usually done by hand, but the task grows in difficulty as longer datasets are recorded. Longer datasets are necessary to capture more examples of behavior and to document a wider range of behaviors. While there are methods to automate certain annotations [34, 35], few are sufficiently reliable in noisy environments. By addressing these challenges, however, one may be able to study neural activity in unstructured settings.

### 4.1.3 Proposed Method

In this work, continuous multi-modal datasets were collected in the EMU from subjects with electrodes implanted in and on their brain. Hours of video of each subject were recorded alongside neural signals from electrodes across many regions of human cortex. Unlike traditional task-based studies that target highly repeatable and instructed behaviors, these data were collected under naturalistic conditions (e.g. subject is stretching, eating, playing), thus providing a richer collection of unstructured human behaviors.
Tools were developed to coarsely annotate periods of movement behaviors from video and to parameterize neural activity with respect to those behaviors.

We hypothesize that this continuous monitoring paradigm will provide examples of complex and nuanced movement behaviors that complement task-evoked movements. Studying neural activity with respect to these more natural movements may inform future BCIs, whereas the movement annotation tools developed for this study may augment behavior monitoring in the clinic. To demonstrate the feasibility of such an approach, this work follows two paths: 1) semi-automated, quantitative tracking and trialization of subject movement from RGB video using available computer vision and signal processing techniques; and 2) application of discrete classification techniques on neural signal features previously associated with instructed movements (LFB and HFB signal power). This work serves as a preliminary demonstration that simultaneously recording intracortical activity and unstructured movements can serve as an additional means to assess neural correlates to human behavior.

4.2 Methods

4.2.1 Subjects

A total of three subjects with intractable epilepsy were enrolled following IRB-approved protocols at two institutions, New York University (NYU) Langone Comprehensive Epilepsy and Rady Children’s Hospital, San Diego (RCH) Pediatric Epilepsy centers. Specifically, Subject 1 was enrolled at NYU, while Subjects 2 and 3 were enrolled at RCH. During their stay, each subject underwent invasive monitoring to localize epileptogenic zones before surgical resection. After surgical implantation, each subject received standard clinical care in the EMU of their respective institutions. Informed consent was obtained for each subject prior to running this study. The additional monitoring required for this study did not impact the care that subjects received and played no role in their diagnosis or treatment. At any point, subjects were allowed to excuse themselves from the study. A list of subjects, study recording duration, implant type and locations, handedness, age, and gender is provided in Table 4.1.

4.2.2 Data Acquisition

Multi-modal (audio-video, neural) datasets of each subject were recorded using the experimental setup shown in Figure 4.1a. Neural activity was sampled using intracranial encephalography (iEEG), electrodes placed directly on or inside the brain, while subject movements were recorded with a commercial camera. Data modalities and their collection methods are further discussed in this section.
Table 4.1 List of subjects, their respective IDs according to research protocol, total hours of video recorded, neural implant details, dominant hand, age, and sex. Subjects were implanted with electrocorticography (ECoG) and/or stereotactic electroencephalography (sEEG) electrodes to clinically identify seizure onset and eloquent brain regions. Electrodes were implanted in left (L) and/or right (R) hemispheres to target frontal (FL), temporal (TL), and parietal (PL) lobes.

<table>
<thead>
<tr>
<th>Subject No.</th>
<th>Patient ID</th>
<th>Recording (hrs.)</th>
<th>Implant type</th>
<th>Coverage</th>
<th>Handedness</th>
<th>Age (y.o.)/Sex</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>NY531</td>
<td>2.25</td>
<td>ECoG/sEEG</td>
<td>LHem.</td>
<td>R</td>
<td>48/M</td>
</tr>
<tr>
<td>2</td>
<td>RCH1</td>
<td>9</td>
<td>sEEG</td>
<td>L FL/TL</td>
<td>R</td>
<td>18/F</td>
</tr>
<tr>
<td>3</td>
<td>RCH3</td>
<td>24</td>
<td>sEEG</td>
<td>L/R FL/TL</td>
<td>R</td>
<td>17/M</td>
</tr>
</tbody>
</table>

Intracranial Neural Signals

Each subject was implanted with platinum electrode arrays configured as some combination of flat strips (8-10 contacts), 2-D grids (8x8 contacts), or depth (6-10 contact) probes to monitor seizure activity in the brain. The strip and grid electrodes are clinically referred to as electrocorticography (ECoG) electrodes [37], while depth electrodes are referred to as stereotactic (or stereotaxic) electroencephalography (sEEG) electrodes [38]. For each patient, over 100 electrode contacts were implanted across multiple brain regions, as demonstrated for Subject 1 in Figure 4.1b. The placement of electrodes was based entirely on clinical considerations for the identification of seizure foci and mapping of eloquent brain areas. After implantation, electrodes were localized co-registering high-resolution preoperative MRI with postoperative computerized tomography (CT) for the purposes of functional mapping [39, 40].

A technical description of both electrode types used for recording is described in Supplement 1.1. In addition, counts of the number of electrodes selected for the study are provided in Table S1.

Subject Videos

To help clinicians visually identify patient-specific seizure semiologies, EMU patients are also monitored via video recording alongside neural signal acquisition. Due to clinical constraints, these videos are generally recorded from various bedside angles and at a compact resolution. Furthermore, most commercial systems coarsely align video to neural signal by start and end time stamps. These restrictions increased the difficulty of tracking the nuances and timing of subject movement, and warranted an alternative solution.
Figure 4.1 **Diagram of experimental setup for recording behavioral video simultaneously with intracortical activity (ECoG, sEEG) from subjects in the epilepsy monitoring unit.**  

a) The experimental setup places the video recording system at the foot of the hospital bed facing the subject to capture the subject and their immediate surroundings.  

b) A typical subject has over 100 electrodes placed according to clinical need, as shown in the reconstructed coverage of ECoG and sEEG for Subject 1. A combination of subdural grid and strip electrodes (ECoG) covers many regions of the cortical surface, depicted by the Desikan-Killiany parcellation [36], while stereotactic depth probes (sEEG) sample deep and superficial brain structures.  

c) During the study, videos (blue) of the subject moving in an uninstructed and unstructured manner are captured using a Kinect for Windows (v2) sensor. An example of the sensor modalities is framed in red. A subset of 50 neural traces recorded in parallel shown underneath, aligned ≤ 5ms of each video frame. Data collected in this manner captures an external and intracortical representation of each subject’s movement. A preliminary demonstration using neural features in relation to movement segments marked using only the color video stream is detailed in this work.

A free-standing monitoring unit [30] was designed and built to allow for minimally intrusive video recording of each subject using a Microsoft Kinect v2 sensor. This commercial sensor allowed for simultaneous audio, video, and depth recording, sampled at 16kHz, 30Hz, and 30Hz, respectively. The recording system consisted of the Kinect sensor, a compact computer for data retention, and a custom hardware synchronizer connected to the clinical monitoring system. This synchronizer aligned the video sensor to neural acquisition unit through the audio channel, and is further described in Supplement 1.2. In this work, audio data was used only for alignment. The monitoring unit was placed on the bed end furthest from and facing the subject (Figure 4.1a), in order to capture both the subject and their immediate clinical surroundings.
Recording

Video recording began 1–2 days post-implant when subjects were expected to be more active. The experiment was concluded before the implanted electrodes were surgically removed from the patient, prior to their release from the EMU. A sample of such data is framed in red on Figure 4.1c. Image frames represent the captured scene using color (blurred for patient privacy), infrared (grayscale, also blurred), and depth (false coloring) streams. Subject images are blurred to protect privacy during reporting. No additional processing was applied to video streams during collection. Video recording details, including total number of frames processed per subject, is summarized in Table S2.

4.2.3 Movement Behavior Annotation

Unlike traditional task-based studies that trialize their recording sessions with encoded markers, continuous-monitoring studies require alternative strategies to mark movement periods. Because unstructured movements are not as clearly defined, they require either nuanced details to describe each unique behavior or coarse labels that broadly associate similar types of behaviors. In this work, a dense optical flow algorithm was used to quantify and coarsely label movement from RGB video (Figure 4.2, left column). Movement periods were detected and segmented by thresholding flow magnitude in manually defined regions of interest (ROIs), as described in the subsections below.

Dense Optical Flow

A two-frame motion tracking algorithm was used to quantify the magnitude and direction of movement across RGB video of each subject. The Gunnar Farnebäck’s algorithm [41] (OpenCV, calcOpticalFlowFarneback) computes the dense optical flow between two sequential frames based on a quadratic polynomial expansion. The resulting optical flow frame (Figure 4.3a) encodes information about the magnitude and direction of movement observed by every pixel, providing more direct detail from the scene than feature-based tracking algorithms [42]. Sequential flow frames provided an estimate for movement across the video, which was used to mark movement periods (Figure 4.3b). Due to artifacts that result from the inconsistent nature of unstructured movement, both magnitude thresholding and clustering methods were applied to the optical flow signal to generate reliable but coarsely labeled movement periods.
Figure 4.2 Processing steps of simultaneously recorded color video and subdural activity. Subject color video and neural recordings were processed separately. (Right) Neural electrode recordings were conditioned and then band-pass filtered into two frequency ranges: 8–32Hz (LFB) and 76–100Hz (HFB). (Left) Estimates of movement activity across video were generated using a region of interest (ROI) template and a dense optical flow algorithm to semi-automatically annotate time segments with coarse movement labels. Neural samples were binned using windows of fixed duration and offset from movement annotations (light gray), with the final dataset consisting of trials of binned root-mean-square (RMS) power estimates of LFB and HFB amplitude per valid channel. Finally, the separability of each movement class within the neural feature space was assessed using nested 5-fold (cv = 5) cross-validation (dark gray) with a set of classifier models and class combinations. The classification results from the best models generated for select class combinations are reported in this work, along with the solo classification accuracy of each electrode, which was calculated during model training.

Movement in Regions of Interest

The video sensor captured a wide view of the subject and their clinical environment, which was used to mark not only when movement was detected during recording, but also whether said movement was due to clinical activity, recording artifact, or the subject’s own volition. Seven manually marked regions of
Figure 4.3 Estimating movement in video using dense optical flow. a) Exaggerated pair of color frames from the start and middle of an example movement period. The subsequent image displays black arrows representing the dense flow vectors (Farnebäck, 2003) between the two example images. Arrow length and angle represents magnitude [pixels] and direction [radians] of flow observed by each pixel, respectively. For visualization purposes, the flow of every 15th pixel is shown. An expanded view of the subject’s right hand moving upwards is highlighted by an orange frame. b) Changes in optical flow magnitude over time were used to segment movement periods. Large movements (star) produce large changes in flow magnitude, while continuous movements have tightly-spaced sequences of large magnitude changes.

Interest (ROIs) were selected over each video to track periods where the subject was moving (‘Head’, ‘Left’, ‘Right’, ‘Body’), along with potential periods of experimental artifacts caused by clinical care (e.g. clinician moving near patient) (‘Clinical Boundaries’ x2) or camera shaking (‘Camera Reference’). Additional descriptions of each region are provided in Supplement 1.3.

Movement, non-movement, and rejection periods during the recording session were automatically marked after thresholding the mean optical flow magnitudes reported from each ROI. These static thresholds
were empirically determined ad hoc from Subject 1 (Table S3) and then applied to every subject. When the signal exceeded threshold, the corresponding flow frames were likely to have represented a sudden spatial change between images. Sustained periods of above-threshold signal were interpreted as movement periods.

Figure 4.4 Example of movement onset (Subject 1, ‘Left’). A representative example of movement onset is demonstrated over a two second window of average optical flow magnitude, centered around a detected movement period, labeled ‘Left’. Movement was detected in the ROI over the subject’s left side (green) with no additional activity in other regions, including but not limited to the ‘Right’ (blue) and ‘Clinical Boundaries’ (red) ROIs within 150ms of the detected onset. Under each of the three signals is the indicator for detected movement in an ROI, previously shown in Figure 4.3. Additional ROIs were used to annotate broader periods when the subject was moving (‘Move’), likely to move soon (‘Idle’, shown in gray), or unlikely to move (‘Rest’, not shown in black). The final indicator for behavioral epochs shows the time windows from which neural activity would be binned. Specific criteria for behavioral epoch segmentation and selection, including _pre and _on, can be found in Table 4.2.

**Movement Period Labeling**

Final movement periods were segmented and labeled from ROI tracking, prioritizing periods where movement was thought to have occurred. First, ROI movement periods were smoothed by merging neighboring periods (within a 2s spacing), and then rejecting periods with duration ≤ 1s. These shorter duration periods were too similar to flow artifacts, which is why they were rejected.

After movement and non-movement periods were separated for each ROI, an additional logic was applied to distinguish ‘Left’ and ‘Right’ movement periods that began while no other region detected movement. As a special case, periods when ‘Left’ and ‘Right’ movements occurred within 500ms of each other
were labeled as ‘Joint’, which was excluded from study due to a low number of examples.

To contrast these movement labels, ‘Idle’, ‘Rest’, and ‘Rejected’ labels were assigned using a similar logic applied to the remaining periods where no movement was detected across any ROI. Flow frames within 5s to 300s of movement periods (both onset and offset) were labeled ‘Idle’, meaning movement was likely to occur but not at that moment. ‘Idle’ periods spaced within 2s were merged together. Then, periods with length \( \leq 5s \) were rejected as artifact. Frames further away from any movement periods were considered ‘Rest’, meaning movement was unlikely to occur. ‘Rest’ periods within a 2s spacing of each other were merged together, and then periods shorter than \( \leq 10s \) were rejected.

Several types of time periods were also rejected due to high probabilities of poorly representative data. Periods likely to coincide with clinical activity (e.g. subject seizure, physician care, routine intervention), camera shaking, or movements that require more detailed annotation, were excluded from the study.

**Movement Period Review**

Finally, video of marked movement periods were reviewed by the authors. Many of these periods identified isolated and intentional movements by the subjects, among more complex activities. Figure 4.4 shows one representative event where movement was only detected over the left side of the subject’s body. The marked onset roughly estimates the time when movement signal exceeded detection threshold. For this representative event, one large movement peak is followed by four smaller peaks close enough to be considered as part of the same movement sequence.

**4.2.4 Neural Signal Processing**

To facilitate comparisons between continuous-monitoring study and more traditional task-based studies, neural features previously identified in structured movement tasks were extracted for unstructured movement epochs/periods. This section describes the steps taken to clean and condition ECoG/sEEG electrode recordings, band-pass filter electrode signals into discrete frequency bands, extract frequency-band power estimates relative to movement labels using an exhaustive grid search, and standardize the extracted features using feature and epoch rejection criteria consistent across all grid search extractions. The pipeline of this process is shown in the right column of Figure 4.2.
Noise Filtering

Both ECoG and sEEG recordings were filtered using second order band-stop filters to remove line noise (60 Hz and harmonics). The resulting time series was high-pass filtered using a 1 Hz cutoff frequency to reduce DC noise.

Electrode Rejection

Each electrode signal was visually inspected by a clinician to reject channels that were excessively perturbed by noise or showed high variance relative to adjacent recordings. Clinical reports were also used to exclude electrodes either near seizure onset zones or exhibiting inter-ictal activity. Additional ECoG and sEEG channels were rejected if the mean squared signal value exceeded a threshold of 3 standard deviations above the mean squared signal value across all channels, indicative of potential noise corruption.

Re-referencing

Electrode channels were re-referenced, either to a common average of all channels to remove shared electromagnetic noise (ECoG) [43, 44] or in a bi-polar [45–47] manner with respect to adjacent electrodes (sEEG).

Band-pass Filtered Power

Spectral power features from the 8–32 Hz (LFB) and 76–100 Hz (HFB) frequency bands were extracted using a windowed finite impulse response (FIR) band-pass filter with linear phase [48]. These frequency bands are the same ones shown to shift during motor repetition tasks by [22]. The power in each band was estimated by calculating the root-mean-squared (RMS) value of a fixed time window relative to the annotated movement periods (Section 2.4.5). The resulting feature matrix produced has shape \( N_{\text{time, windows}} \times N_{\text{features}} \), where the observed features at each epoch is RMS-power of LFB and HFB from each electrode. Band-pass filter details can be found in Table S4.

Feature Selection

This work follows prior demonstrations that informative neural signals can be sampled prior to instructed movement behavior [49, 50]. We hypothesize that neural activity with respect to uninstructed movements will contain information that can be sampled, but the exact window size and offset [31] are unknown. To address this, an exhaustive grid search over two time window parameters – sample window
size and offset from movement event – was used to generate candidate datasets of neural activity at different times and scales prior to unstructured movement. Neural window sizes were swept from 200ms to 1000ms in 200ms increments. For each movement event, one window was sampled beginning at movement onset (*on) while a second window was sampled prior to marked onset (*pre) (Figure 4.4, bottom row). The offset of the latter window was swept from 0ms to 400ms prior to marked movement onset, in 50ms increments. Because non-movement labels are defined by periods of inactivity, baseline ‘Rest’ and ‘Idle’ periods were sampled from start to end using non-overlapping bins equal to sample window size.

### Epoch Rejection

Any epoch where more than 20% of observed feature values registered as outliers was removed from the entire study. For a given epoch, features were registered as outliers if their observed value exceeded 3.5 standard deviations above the mean of that feature across all epochs.

### Dependent Feature Rejection

Confounds from hardware noise (e.g. electrodes shorting) and physical transmission (e.g. cortical volume conductance) may cause neural signal features to be coupled throughout the recording. If this coupling is only present when training a classifier, that classifier will be degenerate if those features are no longer coupled in the test set. Mathematically, tightly coupled features yields rank-deficient inputs that can result in numerical precision and computational errors during testing. To keep features matrices full rank and to reduce computational complexity, linearly dependent features were also removed from the entire study. Such features were identified by sequentially pairing each feature and calculating the difference between their inner products and the product of their norms [51]. Feature pairs were considered linearly dependent if the difference between these two products was below threshold ($\leq 10^{-4}$). Features that were consistently linearly dependent to every other feature were removed from the entire study. Counts of the number of features selected for the study are provided in Table S1.

### Balancing Baseline Features across Grid Search

Sampling the same baseline period with smaller window sizes produces more samples from that same period. To avoid biasing towards decreasing window sizes, baseline features at every window size were down-sampled to match the minimum number of features generated from the largest (1000ms) window size. Specifically, the features at each window size were matched by nearest time stamp to each baseline
feature generated with the largest (1000ms) window. This ensured that baseline features at each window size represented similar points in time relative to the end of their respective sampling windows (Figure S1).

### 4.2.5 Classification of Movement Onset Labels

We evaluated whether an unstructured paradigm yields separable differences in the neural feature space between coarse movements by training classifiers to distinguish movement onset labels (Table 4.2). Classification paradigms were varied by movement activity, lateralization, and timing; each paradigm was evaluated using three types of classifiers: 1) a linear classifier, 2) a support vector classifier, and 3) a shallow neural network. As shown in Table 4.3, the occurrence of movement onsets were sparse compared to the number of baseline epochs. A nested cross-validation framework [52] was used to account for the finite number of epochs collected for each subject, while evaluating each classifier (Figure 4.5).

#### Classifiers

The following three models were used for unstructured movement classification:

- Linear Discriminant Analysis (LDA)
- Support Vector Machine (SVM)
- Multilayer Perceptron (MLP)

These classifiers were used to evaluate whether data collected in this experiment were informative. Various models were selected to measure the degree of non-linearity required to separate neural features by movement type, if at all possible. Additional model details can be found in Supplement 1.4.

#### Classification Paradigms

Models were evaluated on the following five multi-class paradigms:

- ‘Rest’ vs ‘Idle’
- ‘Idle’ vs ‘Move_{pre}’ vs ‘Move_{on}’
- ‘Left_{all}’ vs ‘Right_{all}’
- ‘Left_{pre}’ vs ‘Right_{pre}’
- ‘Right_{pre}’ vs ‘Right_{on}’
The paradigms selected correspond to specific assessments of the neural features collected under unstructured conditions. ‘Rest’ vs ‘Idle’ compared conditions where the probability of the subject moving was respectively low or high. ‘Idle’ vs ‘Move_{pre}’ vs ‘Move_{on}’ emulated the three stages of movement initiation, starting from non-movement and ending on movement onset. The coarse labeling minimized any potential overlap of pre-movement and non-movement activity, but also dropped any relationships between paired ‘pre’ and ‘on’ samples. The ‘Left’ vs ‘Right’ paradigms compared the nuances of movement conditions by which side moved. Finally, ‘Right_{pre}’ vs ‘Right_{on}’ compared neural features for extracted from two time windows relative to only right-sided movements. The right side was considered first because each subject had electrode implants on their left hemispheres, and neural response to motor activation has been shown to be predominantly contralateral [53–55]. Table 4.2 further defines each movement onset class.

Model Training and Evaluation

A nested cross-validation framework was used to evaluate each classifier while reducing the bias from re-sampling an already limited dataset [52]. As shown in Figure 4.5, the nested framework consisted of an outer 5-fold cross-validation layer for classifier evaluation and an inner 5-fold cross-validation layer for classifier optimization. The inner layer was used to select the optimal model based solely on training data, which was then evaluated on the test data held out in the outer layer. The nested framework produced estimates of the classification performance, tested five times, of an optimized classifier, tested an additional five times. For each fold, features for both train and test data were z-scored with respect to the distribution of the training set cropped for the given classification paradigm.

As shown in Table 4.3, the number of examples for each movement class are unbalanced and overly represent non-movement epochs. A naive classifier trained on as much data as possible, if unbalanced, typically learns to always predict the majority class. To address this during training, the weighting of each class was adjusted by one of two ways. For the LDA classifiers, the entire training set was used while setting the prior probabilities of each class in the classifier to be uniform. Such an option was not available for the SVM and MLP classifiers, so training data was resampled to represent each class as many times as the majority class, capped at N=125 samples per class. This meant that for a given dataset, each class was re-sampled so that the prior probability of sampling every class in the new dataset was equal.

During evaluation on test data, as much data as possible was fed into the trained models. The predicted labels were compared to ground truth on a class-by-class basis, in order to produce unweighted measures of model performance. Classification accuracy averaged across folds is the primary metric reported in this work, but we also provide sensitivity and specificity reports, as well as confusion matrices in
Table 4.2 Description of conditions assumed for each movement onset class label.

<table>
<thead>
<tr>
<th>Label</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘Rest’</td>
<td>No movement was detected in any monitored region for at least 300s, so the probability of movement is low. Periods with this label are at least 20s in duration.</td>
</tr>
<tr>
<td>‘Idle’</td>
<td>No movement was detected in any monitored region for at least 5s but no more than 300s, so the probability of movement remains high. Periods with this label are at least 5s in duration.</td>
</tr>
<tr>
<td>‘Left’</td>
<td>Movement onset detected over the left side of subject’s body only. Periods with this label are at least 1s in duration.</td>
</tr>
<tr>
<td>‘Right’</td>
<td>Movement onset detected over the right side of the subject’s body only. Periods with this label are at least 1s in duration.</td>
</tr>
<tr>
<td>‘∗_pre’</td>
<td>Pre-movement subscript denotes that neural activity was sampled prior to marked movement onset.</td>
</tr>
<tr>
<td>‘∗_on’</td>
<td>During-movement subscript denotes that neural activity was sampled starting at marked movement onset.</td>
</tr>
<tr>
<td>‘∗_all’</td>
<td>All-inclusive subscript denotes union of ‘∗_pre’ and ‘∗_on’.</td>
</tr>
</tbody>
</table>

the supplement (Tables S6-10, Figures S5-7,9-11).
Figure 4.5 **Optimizing and evaluating movement onset classifier models.** Nested cross-validation was used to optimize and evaluate classification models while considering the limited sample counts of the (sparse relative to baseline) movement onset labels. Framework consisted of an outer 5-fold cross-validation layer for *classifier evaluation* and an inner 5-fold cross-validation layer for *classifier optimization*. The inner layer was used to select the optimal model based solely on training data, which was then evaluated on the test data held out in the outer layer. The steps shown were applied to each window size/offset candidate of neural features.

**Classifier Optimization and Selection**

To select the best version of a classifier for a given training set, classifier hyperparameters were optimized in the inner cross-validation layer. LDA classifiers were optimized according to the number of features selected for the model. Candidate LDA classifiers were trained by incrementally adding both LFB and HFB features from individual electrodes. Electrodes were ordered by their individual classification accuracy, which was measured using similar LDA classifiers. A single SVM classifier was trained per outer fold of the nested cross-validation framework, using the default parameters of scikit-learn. While one advantage of MLP classifiers is that the hidden layers can assign weights to all dataset features, the exact shape and weighting of the MLP framework introduces an additional set of hyperparameters. An exhaustive grid search was used to sweep number of hidden layers and nodes per layer to generate candidate MLP classifiers. The candidate model with the highest validation accuracy was then evaluated on the test data.

The exact parameters considered for classifier construction and training can be found in Supplement
Table 4.3 Comprehensive list of coarse movement classes considered in the study, the total number of trials generated by subject, and the percent of total trials (%) by label. ‘Idle’ and ‘Rest’ trials were generated by binning across entire label durations, while ‘Left’, ‘Right’, ‘Joint’, and ‘Move’ trials were generated with respect to the movement onset. Due to low sample count, ‘Joint’ labels were excluded from study. For exact counts rather than percentages, please refer to Table S5.

<table>
<thead>
<tr>
<th>Subject No.</th>
<th>Total Samples</th>
<th>Idle (%)</th>
<th>Rest (%)</th>
<th>Left (%)</th>
<th>Right (%)</th>
<th>Joint (%)</th>
<th>Move (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2812</td>
<td>85.4</td>
<td>5.0</td>
<td>2.4</td>
<td>1.8</td>
<td>0.6</td>
<td>4.8</td>
</tr>
<tr>
<td>2</td>
<td>18662</td>
<td>52.1</td>
<td>41.5</td>
<td>1.2</td>
<td>1.5</td>
<td>0.5</td>
<td>3.2</td>
</tr>
<tr>
<td>3</td>
<td>43757</td>
<td>40.4</td>
<td>56.5</td>
<td>0.5</td>
<td>0.9</td>
<td>0.2</td>
<td>1.5</td>
</tr>
</tbody>
</table>

1.4.

Classification Baseline

Sample sizes of this study were limited (as is generally true in BCI studies), so two tiers of theoretical chance levels served as baselines against classifier accuracies. The less stringent ‘infinite’-level of chance assumes an infinite number of samples are theoretically available for measuring classifier performance. Because classes were equally represented in the test sets, the ‘infinite’-level of chance was equal to \((N_{\text{classes}})^{-1}\). However, the number of trials per class in this study ranged from 10’s to 1000’s, which is far from infinite, motivating the more stringent ‘finite’-level of chance. This theoretical chance level is calculated based on the statistically significant \((p \leq 0.05)\) classification performance of a mock dataset randomly drawn from a binomial distribution whose sample size and class counts equaled the real test set [56]. The ‘finite’-level baseline was used to consider the possibility of randomly achieving above class performance for limited dataset sizes. Classifiers with test accuracies above the ‘finite’ baseline were considered statistically significant. The exact values of these baselines and their parameters are provided in Table S10.

4.3 Results

The following sections describe products of movement segmentation, feature extraction, model evaluation, and electrode scoring produced by the previously described methods. Summaries of this un-
Structured dataset by subject, label, and overall count can be referenced in Tables 4.1-4.3.

4.3.1 Semi-automated Annotation of Unstructured Movement Onset

Dense optical flow was used to semi-automatically annotate unstructured movement periods for each subject (Figure 4.6, Subject 1). Manually labeled ROIs (Figure 4.6a) were used to aggregate dense optical flow as signals for motion in each region over time (Figure 4.6b). Each signal was then segmented into the movement periods (Figure 4.6c) and consolidated into coarse movement labels. Besides tracking subject-centered movements, it was necessary to monitor movements caused by clinical care. As shown in Figure 4.6c, artifacts caused by clinical interference were distributed throughout the recording session, and had to be seriously accounted for.

4.3.2 Neural Correlates to Unstructured Movement Onset

Figure 4.11 shows the top electrode with noticeable separability in neural features between all ‘Left’ (green) and ‘Right’ (blue) behavior epochs. The distributions are of LFB and HFB RMS-power, sampled from a window size of 200 ms, and taken 350 ms prior to movement onset. Similar to task-based movement studies, we identified behaviorally modulated neural features, including a characteristic [22] power increase in HFB with an accompanying decrease of power in LFB (red ‘X’). This top electrode was identified in Subject 1 located over the superior aspect of the post central gyrus, part of somatosensory cortex (S1), of the left hemisphere. Placement on the left hemisphere may also explain why the changes in neural spectral power are more pronounced for the contralateral movement label, ‘Right’, over the ipsilateral movement label, ‘Left’.

Spectral features from all examples of each class are included in the figure. Plotting data was normalized after power computation, using all examples from each class being compared. Similar plots of feature distributions for Subjects 2 and 3 are provided in Figure S2.

4.3.3 Feature Response Mapping

The results of single-electrode evaluation using LDA are shown in Figure 4.8. Each electrode was scored by the ability of their features (HFB, LFB) to correctly classify movement onset labels, such as ‘Left_all’ vs ‘Right_all’. Specifically for sEEG, the ‘electrode’ refers to the virtual electrode that results from bi-polar re-referencing. The first column shows individual electrode scores averaged across 5-folds cross-validation, showing which electrodes scored above the less stringent ‘infinite’ chance level using a divergent
Figure 4.6 Video segmentation via region of interest (ROI) tracking of optical flow magnitude (Subject 1). Annotations of movement and non-movement periods were generated by thresholding the magnitude of optical flow in manually defined ROIs. 

a) An example frame with ROIs manually marked for appearance of clinical care (red), motion artifact (white), and patient movement (various). 

b) Stacked time series of the average magnitude of flow within each ROI. Regions in frames with flow above 0.35 pixels/frame were marked as movement detected. The magnitudes are visualized in unit scale. 

c) Detected period of movement were marked with a start and end time, as well as a coarse behavioral label. Regions of non-movement were also marked to serve as a baseline for movement onset classification. In both b) and c), time periods where view of the subject was covered were excluded (grey).

color map. In the second column, electrodes were grouped into three discrete categories based on how their score compared to both ‘infinite’ and ‘finite’ levels of chance. (pink) Electrodes with a solo classification score above the less stringent ‘infinite’-level of chance, but below the more stringent ‘finite’-level of chance,
Figure 4.7 Example of neural features from top electrode over sensorimotor region (Subject 1). Distributions of 8-32Hz low frequency band (LFB) and 76-100Hz high frequency band (HFB) RMS-power, sampled from a window size of 200ms, and taken 350ms prior to movement onset. We identified behaviorally modulated neural features, including a characteristic power increase in HFB with an accompanying decrease of power in LFB (red ‘X’). This top electrode was identified in Subject 1 located over the superior aspect of the post central gyrus, part of somatosensory cortex (S1), of the left hemisphere. Being located on the left hemisphere may also explain why the changes in neural spectral power are more pronounced for the contralateral movement label, ‘Right’ (blue), over the ipsilateral movement label, ‘Left’ (green). The total number of epochs for each class are reported in the legend.

suggest marginal distinction between features; (yellow) electrodes with a solo classification score above the ‘finite’-level of chance suggest linearly distinguishable distinctions in estimated band power between movement labels; (blue) electrodes with solo classification below both baselines suggest no distinction between labels, ‘Left\textsubscript{all}’ vs ‘Right\textsubscript{all}’. For all subjects, these electrodes were identified over or near primary motor cortex (M1) and S1, as shown in the post-implant electrode reconstruction maps for each subject. These maps also identified significant electrodes near middle temporal gyrus (MTG). Similar maps using HFB and LFB features separately are provided in the Supplement Figures S3,4.

4.3.4 Movement Onset Classification

Figure 4.9 summarizes the best model scores (mean, SEM) for each classification paradigm, classifier, and subject following nested 5x5-fold cross-validation (Figure 4.5). When comparing classifier
Figure 4.8 Mapping single-electrode scores for ‘Left all’ vs ‘Right all’ onset classification. Each electrode was scored by the ability of their features (HFB, LFB) to correctly classify movement onset labels, such as ‘Left all’ vs ‘Right all’. The first column shows each electrode score averaged across 5-folds cross-validation, showing which electrodes scored above (red) the less stringent ‘infinite’ chance level using a divergent color map. Electrode references are also provided to orient onto each subject’s electrode reconstruction map (third, fourth column). In the second column, electrodes were grouped into three discrete categories based on how their score compared to both ‘infinite’ and ‘finite’ levels of chance. (pink) Electrodes with a solo classification score above the less stringent ‘infinite’-level of chance, but below the more stringent ‘finite’-level of chance, suggest marginal distinction between features; (yellow) electrodes with a solo classification score above the ‘finite’-level of chance suggest linearly distinguishable distinctions in estimated band power between movement labels; (blue) electrodes with solo classification below both baselines suggest no distinction between labels, ‘Left all’ vs ‘Right all’. For all subjects, these electrodes were identified over or near central sulcus. The third and fourth columns show the post-implant electrode reconstruction maps for each subject. Subjects with ECoG coverage (Subject 1) show electrode responses mapped to the cortical surface. Subjects with sEEG coverage (Subjects 2,3) show where along the cortical surface each probe was inserted.

<table>
<thead>
<tr>
<th>Subject 1</th>
<th>Subject 2</th>
<th>Subject 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Electrode Map" /></td>
<td><img src="image2.png" alt="Electrode Map" /></td>
<td><img src="image3.png" alt="Electrode Map" /></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Single-electrode Accuracy</th>
<th>Single-electrode Category</th>
<th>Subject Electrode Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image4.png" alt="Graph" /></td>
<td><img src="image5.png" alt="Graph" /></td>
<td><img src="image6.png" alt="Graph" /></td>
</tr>
</tbody>
</table>

Subject 1: Grid (G) vs Grid (G)   Subject 2: Electrode (A) vs Electrode (A)   Subject 3: Electrode (A) vs Electrode (A)

performance to baseline, most classifiers exceeded ‘infinite’ and ‘finite’ levels of chance for each subject and movement condition. We note that in several cases such as (Subject 2, ‘Idle’ vs ‘Move pre’ vs ‘Move on’, MLP classifier), performance is near ‘finite’ levels of chance classification. The scope of model and feature selection parameters was limited due to the overall complexity of neural features likely underlying coarsely defined labels. Nonetheless, the above-chance performance of both linear and nonlinear classifier mod-
els suggests that we successfully collected informative neural activity with respect to unstructured motor behaviors. For a report of the corresponding confusion matrices, see Figures S3-5.

As a reminder, feature selection was only optimized for the LDA models (Figure S8). This was because the linear decision boundaries of LDA were more susceptible to poor fit when compared to SVM and MLP models. SVM and MLP classifier accuracies are likely to be improved with feature selection and/or dimensionality reduction techniques, but requires further study.

Figure 4.9 Best model scores for each classifier paradigm and subject. Unbalanced Linear Discriminant Analysis (LDA), balanced Support Vector Machine (SVM), and balanced Multi-layer Perceptron (MLP) classifiers were trained on features from movement (‘Left’, ‘Right’, or ‘Move’) and non-movement periods (‘Idle’, ‘Rest’). Uniform class priors were enforced while training each model, while test set results were balanced by class to allow comparison between classifier paradigms. Classifier accuracies are reported as bar graphs that summarize model evaluation over 5-fold cross validation. Classifiers with average accuracy above ‘finite’ chance are marked.

4.4 Discussion

This work describes methods for annotating movement behaviors from continuously recorded video, quasi-trialization and extraction of neural features with respect to these movement behaviors, and rigorous evaluation of whether neural activity can classify movement behaviors. These methods also produced subject motion reports, heat maps of feature response to different movement modalities, and classifier
results that were significantly above chance for all subjects and classifier paradigms. The results of this work serve as a preliminary demonstration that recording and studying continuous, unstructured behaviors can be informative for studying neural activity not evoked by tasks, which may help generalize future neural decoding algorithms. The assumptions, challenges, and limits of this work are discussed below.

### 4.4.1 Unstructured Movement

Several types of movement modalities were observed during recording. Namely, the movements detected for each subject included reaching, scratching, and playing with electronics like television controller or cellphone. Example videos of subject movements are included in Supplement V1-3, showing that the detected movements included in this study were primarily reaching and scratching. A legend for these videos is provided in Figure S9.

### 4.4.2 Caveats of Unstructured Movement

By design, continuous monitoring aims to capture a much greater variety of unstructured behaviors when compared to structured experimental tasks. This is done by recording subject behavior over longer periods than a typical task-based session, which are on the order of hours and minutes, respectively. The resulting data from continuous monitoring was long and unlabeled. Without task-driven cues or markers, new behavioral labels were constructed. These labels coarsely grouped movement conditions by whether they occurred over the subject’s left or right side.

Coarse categorization of movement behaviors ignored many of the nuances between individual movements and cortical activity, yet we believe that the results of classifying movement onset periods by type may still yield meaningful insight into the generalization of neural decoding algorithms. As demonstrated in [33], neural activity on larger time scales (minutes) may be informative for decoding broader behavioral context. While the use of coarse behavioral labels yields higher counts of examples per class, the variance between individual movement epochs also increases. These nuances may be accounted for with more detailed characterization of subject movement [57–59], and future work is being pursued in this regard.

Table 4.3 shows the total number of movement onset epochs extracted for each subject. A majority of such epochs belong to either ‘Rest’ or ‘Idle’, in part due to the sedated nature of individuals in the EMU. Because this work focuses on motor behaviors, we aimed to record the subject when they were most active. This meant recording during periods of the day when the subject was awake, engaged, and moving. Compared to known trial-based experiments [60] whose trial counts are on the order of tens per behavior,
the number of samples collected in this experiment is on the order of hundreds. The exception is Subject 1, whose movement trial counts are also on the order of tens of samples, as only 1.5 hours of their recorded data were included. In other words, the total trial counts collected under a continuous paradigm greatly exceeded the trial counts collected under a typical task-based paradigm, primarily due to increased recording time.

To summarize, coarsely labeling unstructured behaviors as done in this study yields feature sets that are highly variable, broadly defined, and have an overwhelming representation of non-task-related activity. Taking these caveats into consideration, nested cross-validation was introduced as a rigorous framework for tuning and evaluating each experiment consisting of a set of neural features, classes being compared, and type of classifier. Furthermore, two baseline criteria for chance performance were used to provide more stringent comparison of classifier accuracies, taking into consideration the finite number of epochs included. These evaluations, particularly the classifier accuracies, are likely still constrained by sample size and could be improved by extending recording to the full extent of patient stay in the clinic. In addition, better labels and metrics for annotating movement behaviors could be designed to fully leverage subject recordings. Such ideas have been considered in [33, 57], and serves as future directions for the work presented in this paper.

4.4.3 Classification of Movement Onset

We believe to have captured neural activity modulated by unstructured motor behaviors. To demonstrate this, a set of classifiers was trained on neural features, previously identified from [22], to distinguish between coarse movement conditions. These conditions represented a few things. ‘Rest’, ‘Idle’, and ‘Move’ labels distinguish periods of time where movement was unlikely to occur, movement may have occurred, and movement was about to/in the process of occurring, respectively. Furthermore, we inspected the separability between types of movement behaviors, namely lateralization (‘Left’ vs ‘Right’) and timing (‘∗pre’ vs ‘∗on’). The classification paradigms reported in the manuscript were selected to represent possible state comparisons that future motor BCIs may face – off/idle, stop/go, move left/move right. These movement contexts may serve as elements of basic motor BCI functionality, though additional work is needed to explore this space, particularly when classifying more behaviors (Figures S10-12). The positive performance of both linear and nonlinear decision boundaries motivates further exploration through machine learning and neural signal processing algorithms to better parameterize neural activity with respect to unstructured movements. Nonetheless, the initial findings suggest that these volitional behaviors may be separable in the neural feature space.

When comparing results between subjects, note that the coverage of electrodes around sensorimotor cortex (SMC) is inconsistent. Previous motor physiology works like [49, 50] identify strong correlations
between movement tasks and modulation in SMC, making it an important cortical area from which to record. For example, Subject 1 had reasonably wide coverage across SMC from ECoG, specifically ventral primary motor cortex (M1v) and S1 regions, and this was reflected in the classification performances as shown in Table S6 and Figures 9, S3, and S7, whereas the coverage of sEEG in Subjects 2 and 3 was not as sufficient to well distinguish left- and right-sided movements at this coarse level of detail. The maps of single-electrode scores shown in Figures 8, S3, and S4 help identify which individual electrodes are informative of movement behaviors, and the differences in how LFB and HFB features contribute as well. For the ECoG subject (S1), electrodes with significant scores using LFB were distributed over M1 and S1 regions, whereas one electrode over S1 was significant using HFB. For the sEEG subjects (S2,3), there appeared to be clustering of electrodes with significant scores using both LFB and HFB separately, in electrode shanks implanted near S1, M1, and MTG. We note that several of these electrode pairs were over white matter of frontal and temporal lobes. Signals from white matter can result from volume conductance (zero phase) of activity from nearby gray matter, but can also contain white matter specific signaling [61]. The quality of these signals differ depending on their re-ferencing [44], with methods like bi-polar or laplacian able to account for differences in cortical matter with some success. The reported significance of these signals may also be affected by other factors such as overlapping behavior contexts, so definitive conclusions about origin of these significant signals require further exploration. While our preliminary work shows that individual electrodes have informative features, further work with more samples and subjects is required to identify interpretable correlation between behaviors and individual features.

4.4.4 Implications and Applications

Part of the methods proposed in this work generate annotations of video and neural data taken during periods of clinical care. Motion reports summarized not only how much the subject moved, but also tracked periods of possible clinical care, as part of monitoring for possible experimental artifacts interacting with the subject. If applied in real time, these reports could augment the monitoring of subject-specific physical activity. Electrode evaluation produced maps identifying electrodes that were informative for classifying coarse movement types.

In regard to unstructured movement, the electrode maps from Figure 4.8 tended to identify informative electrodes over M1 and S1, which is consistent with previous motor physiology work [49, 50]. These maps also identified significant electrodes near MTG. Due to the limited subject count and clinically driven placement of electrodes in this study, it is difficult to draw specific conclusions about the regions over which these top electrodes were identified. With further work, such maps could be used to augment clinical func-
tional mapping, and even surgical planning. Providing additional confidence can inform surgical decision making by possibly identifying critical functional areas near implanted electrodes.

Further work and the advancement of the methods described here could enable related studies of continuous intracranial behavior, including but not limited to the following: 24/7 resting-states and their neural correlates, neural population dynamics of consistent behaviors, automatic labeling of epilepsy data, or the influence of medication on the neuronal data. To study these possible applications will require robust day over day consistency in results for the same subject, which is an open topic of interest that we believe can be addresses when more data is collected. A few works have shown that decoding of neural activity between days is possible but with some degradation, both in monkeys and humans. [32] shows that ECoG signal can be coherently clustered into broad speech and movement labels across 4 days of recording. [62] explores this question from a neural prosthetics perspective, demonstrating that while BCI performance drops further away in time from training, there are methods to improve stability across days of usage.

4.4.5 Comparison to Previous Work

The work presented in this paper is not the first to study neural correlates to unstructured behaviors [7, 25, 31, 33] or long-term continuously recorded EMU data [30, 32]. This work does, however, serve as a proof-of-principle that a unstructured movement behaviors that vary in magnitude and lateralization can be identified and labeled from continuously recorded data, and that neural activity with respect to these labels is informative. In terms of experimental design and classification performance, our study is most similar to the work done by [31]. The aforementioned work specifically focuses on predicting movement of the left wrist, tracking movement of the limb using a pose tracking computer vision algorithm. Their predictive model relied on a deep learning framework to engineer features from raw neural signal, and was able to predict with 60-70% accuracy if the left wrist is moving or at rest based upon video and neural activity from a fixed window prior to the known movement onset. Similarly, we demonstrate classification with 60% accuracy of movement onset after observing a sequence of video and neural activity prior to known movement onset. In contrast to the previous study, we show significant accuracy for classifying which side is moving, as well as whether the movement is about to or has begun. Our work uses conventional spectral power features and compares multiple models, in part motivated by the coarse behavior labels annotated using computer vision optical flow. Combined, these works demonstrate the viability of and provides methods for studying unstructured motor behaviors in the EMU – specifically that coarse movement labels and more precise pose tracking annotations can be studied with neural activity. Our unique contributions and improvements to this field present the first use of dense optical flow to semi-automatically detect and label
visible behaviors (including clinical care and left/right sided movement); this work is also the first to assess the performance of conventional neural features learned in task-based movement studies when classifying similar but unstructured movements.

4.5 Conclusion

This work demonstrates that neural correlates to uninstructed behaviors, specifically unstructured movements, can be collected, scored, and evaluated using our proposed methods. This was accomplished by using coarse labels to group unstructured motor behaviors, focusing on neural activity sampled near the onset of these behaviors, and applying a rigorous evaluation framework to classify behavioral labels using spectral features of said neural activity. A system was built to collect hours of such patient data. Semi-automated scripts were used to annotate patient movement periods and to extract neural spectral features with respect to movement annotations. Neural features from various movement conditions were used to train and evaluate classifiers to imitate future motor BCI paradigms in unstructured contexts. These methods can be applied to other similar recording paradigms and continue the motivation for continuous monitoring in the clinic. The multi-modal datasets collected through this work motivate future studies of neural correlates to more unstructured behaviors, such as movement kinematics or behavioral contexts for subjects in the EMU.
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### 4.6 Supplement

#### 4.6.1 Intracranial Electrodes

The technical aspects of both electrode types used during recording are described below:

**Electrocorticography (ECoG)**

Electrodes were embedded in SILASTIC sheets (2.3 mm exposed diameter, 10 mm center-to-center spacing), and manually placed directly on the cortical surface. ECoG activity was recorded from 0.1 to 230 Hz using Nicolet clinical amplifiers, and the data was digitized and sampled at 512 Hz while referenced to a screw bolted to the skull at a cm distance from the craniotomy edge under the scalp.

**Stereotactic electroencephalography (sEEG)**

Electrode contacts had a 0.8 mm diameter, 2 mm length, and 3-5 mm center-to-center spacing. sEEG electrodes were inserted via the ROSA robotic surgical implantation (Medtech Surgical Inc., USA) in various orientations to allow for intracranial recording from lateral, intermediate, and/or deep cortical and subcortical structures in a 3-D arrangement. sEEG data was sampled at 2000 Hz using Xltek 128Fs clinical amplifiers. For each subject, one sEEG electrode contact far removed from the seizure onset zone was used as a reference electrode, as bi-modal re-referencing is standard practice for the clinicians.
4.6.2 Signal Alignment

Kinect and neural recording hardware were time-aligned using an Arduino microcontroller to periodically (T=120s) send a random number (1:8) of characteristic pulses to both systems. The neural system received the signal as a series of square waves, whereas the Kinect microphones recorded the signal as a series of tones. The onset and number of pulses at each sync period was extracted from each system and matched to align both data streams.

Due to noise in the audio recording, there was uncertainty in the onsets extracted from the Kinect data streams. This jitter was manually corrected after extraction using a custom Python script. With this intervention, recording alignment was constrained to 5ms, which is within Kinect video sampling resolution.

4.6.3 Region of Interest Definitions

Seven regions of interest were manually marked over each subject video to track periods where the subject was moving during recording and potential periods of experimental artifact caused by clinical care or camera shaking. They are defined as follows:

- 'Clinical Boundaries' (red) - defined on the left and right sides of the subject to identify possible periods of clinical artifact, such as a nurse providing standard care, visitors interacting near the subject, or a clinician conducting a physical assessment.

- 'Camera Reference' (white) - defined over a fixed landmark in the clinical space, such that movements detected in this region likely meant that the camera was moving.

- 'Head' (yellow) - defined over the subject’s head as a supplementary marker for potential periods where electrode signals were made noisy due to iEEG cable movements.

- 'Left' (green) - defined over the left side of the subject’s body to monitor movements of their left upper body area.

- 'Right' (blue) - defined over the right side of the subject’s body to monitor movements of their right upper body area.

- 'Body' (black) - defined over the subject’s body to monitor movements of their upper body area.
4.6.4 Classifiers - Details

Linear Discriminant Analysis (LDA)

To test whether movement labels could be separated with linear decision boundaries, a Linear Discriminant Analysis (LDA) classifier was used (scikit-learn, `LinearDiscriminantAnalysis`). This method uses Bayes’ rule to fit Gaussian prototypes of each class to the data. When initialized, classifiers of this type were set with uniform class prior probabilities and covariance of each class prototype were shared. During training, eigenvalue decomposition was used as the solver, and regularization was applied by forcing the shared covariance matrix to be diagonal.

Support Vector Machine (SVM)

To test whether movement label classification would benefit from non-linear decision boundaries, a Support Vector Machine (SVM) classifier was used (scikit-learn, `svm.SVC`). A ‘rbf’ kernel was used. Shrinkage was applied during training. Class weights were balanced, as the training set was balanced prior to training.

Multilayer Perceptron (MLP)

To further test whether movement label classification would benefit from non-linear decision boundaries, a Multi-layer Perceptron (MLP) neural network was used (scikit-learn, `neural_network.MLPClassifier`). A few shallow MLP architectures were generated by varying the 5-50 nodes in 1-2 hidden layers, each with rectified linear unit activation function. Each MLP classifiers was trained using a batch size of 10 samples, a constant learning rate (0.001), and early stopping.
4.7 Supplementary Tables

Table 4.4 Electrode and feature counts for each subject. Over 100 electrodes were implanted for each subject, but some channels were excluded from study, as described in the manuscript. Additional rejection was applied after extracting spectral power features from each channel. The percentage of features that were found to be linear, and subsequently were rejected, are included in parentheses.

<table>
<thead>
<tr>
<th>Subject No.</th>
<th>Electrodes included / implanted (count)</th>
<th>Features selected (count, % linear)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>51 / 118</td>
<td>102 (0)</td>
</tr>
<tr>
<td>2</td>
<td>89 / 127</td>
<td>156 (12.3)</td>
</tr>
<tr>
<td>3</td>
<td>121 / 128</td>
<td>214 (11.5)</td>
</tr>
</tbody>
</table>

Table 4.5 Summary of total video recording time, camera frame rate (automatically set by the sensor), and total number of frames processed for each subject.

<table>
<thead>
<tr>
<th>Subject No.</th>
<th>Recording duration (hrs.)</th>
<th>Frame rate (fps)</th>
<th>Processed frames (count)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.25</td>
<td>15 or 30</td>
<td>67472</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>30</td>
<td>571130</td>
</tr>
<tr>
<td>3</td>
<td>24</td>
<td>30</td>
<td>1538492</td>
</tr>
</tbody>
</table>
Table 4.6 The fixed thresholds applied to each ROI signal.

<table>
<thead>
<tr>
<th>ROI Category</th>
<th>Threshold (pixels per frame)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subject</td>
<td>0.35</td>
</tr>
<tr>
<td>Reference</td>
<td>0.5</td>
</tr>
<tr>
<td>Clinical Care</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 4.7 Filter details for the windowed FIR band-pass filters used to extract LFB (8-32Hz) and HFB (76-100Hz) features. Filters were designed using NeuroDSP by (Cole et al., 2019).

<table>
<thead>
<tr>
<th>Subject No.</th>
<th>Sampling Rate (Hz)</th>
<th>Phase</th>
<th>Cutoff Frequencies (Hz)</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>512</td>
<td>linear</td>
<td>8 – 32</td>
<td>193</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>76 – 110</td>
<td>21</td>
</tr>
<tr>
<td>2</td>
<td>2000</td>
<td>linear</td>
<td>8 – 32</td>
<td>751</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>76 – 110</td>
<td>79</td>
</tr>
<tr>
<td>3</td>
<td>2000</td>
<td>linear</td>
<td>8 – 32</td>
<td>751</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>76 – 110</td>
<td>79</td>
</tr>
</tbody>
</table>
Table 4.8 Comprehensive list of coarse movement classes considered in the study, as well as the number of trials generated by subject, by label. 'Idle' and 'Rest' trials were generated by binning across entire label durations, while 'Left', 'Right', 'Joint', and 'Move' trials were generated with respect to the movement onset.

<table>
<thead>
<tr>
<th>Subject No.</th>
<th>Idle</th>
<th>Rest</th>
<th>Left</th>
<th>Right</th>
<th>Joint</th>
<th>Move</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2303</td>
<td>138</td>
<td>67</td>
<td>17</td>
<td>118</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>9534</td>
<td>7670</td>
<td>227</td>
<td>278</td>
<td>87</td>
<td>505</td>
</tr>
<tr>
<td>3</td>
<td>17650</td>
<td>24777</td>
<td>216</td>
<td>374</td>
<td>75</td>
<td>590</td>
</tr>
</tbody>
</table>

Table 4.9 Sensitivity and specificity reports for each subject follow the format shown below. For each paradigm, class-specific sensitivity and specificity ($\mu \pm \sigma$) of each model are reported. Mean and standard deviation is calculated from 5-fold cross-validation. Examples of 2-class and 3-class paradigm reporting are shown below.

<table>
<thead>
<tr>
<th>Subject N</th>
<th>LDA</th>
<th>SVM</th>
<th>MLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Labels</td>
<td>Sensitivity/Specificity</td>
<td>Sensitivity/Specificity</td>
<td>Sensitivity/Specificity</td>
</tr>
<tr>
<td>Class1</td>
<td>$\mu_{sn} \pm \sigma_{sn} / \mu_{sp} \pm \sigma_{sp}$</td>
<td>$\mu_{sn} \pm \sigma_{sn} / \mu_{sp} \pm \sigma_{sp}$</td>
<td>$\mu_{sn} \pm \sigma_{sn} / \mu_{sp} \pm \sigma_{sp}$</td>
</tr>
<tr>
<td>Class2</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Class3</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>
Table 4.10 Sensitivity and specificity reports for Subject 1, for each paradigm and model. We report mean and standard deviation across 5 folds for each class.

<table>
<thead>
<tr>
<th>Subject 1</th>
<th>LDA</th>
<th>SVM</th>
<th>MLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Labels</td>
<td>Sensitivity/Specificity</td>
<td>Sensitivity/Specificity</td>
<td>Sensitivity/Specificity</td>
</tr>
<tr>
<td>Rest</td>
<td>0.66 ± 0.01 / 0.54 ± 0.05</td>
<td>0.01 ± 0.02 / 1.00 ± 0.00</td>
<td>0.38 ± 0.06 / 0.69 ± 0.07</td>
</tr>
<tr>
<td>Idle</td>
<td>0.54 ± 0.05 / 0.66 ± 0.10</td>
<td>1.00 ± 0.00 / 0.01 ± 0.02</td>
<td>0.69 ± 0.07 / 0.38 ± 0.06</td>
</tr>
<tr>
<td>Idle</td>
<td>0.79 ± 0.10 / 0.74 ± 0.07</td>
<td>0.4 ± 0.08 / 0.97 ± 0.03</td>
<td>0.75 ± 0.07 / 0.71 ± 0.06</td>
</tr>
<tr>
<td>Move_pre</td>
<td>0.35 ± 0.06 / 0.84 ± 0.08</td>
<td>0.04 ± 0.02 / 0.99 ± 0.01</td>
<td>0.27 ± 0.09 / 0.84 ± 0.01</td>
</tr>
<tr>
<td>Move_on</td>
<td>0.57 ± 0.07 / 0.92 ± 0.03</td>
<td>0.97 ± 0.03 / 0.37 ± 0.09</td>
<td>0.55 ± 0.10 / 0.89 ± 0.07</td>
</tr>
<tr>
<td>Left_all</td>
<td>0.60 ± 0.13 / 0.75 ± 0.13</td>
<td>0.63 ± 0.14 / 0.55 ± 0.15</td>
<td>0.67 ± 0.22 / 0.49 ± 0.13</td>
</tr>
<tr>
<td>Right_all</td>
<td>0.75 ± 0.13 / 0.60 ± 0.13</td>
<td>0.55 ± 0.15 / 0.63 ± 0.14</td>
<td>0.49 ± 0.13 / 0.67 ± 0.22</td>
</tr>
<tr>
<td>Left_pre</td>
<td>0.76 ± 0.10 / 0.76 ± 0.10</td>
<td>0.76 ± 0.11 / 0.51 ± 0.09</td>
<td>0.73 ± 0.14 / 0.45 ± 0.27</td>
</tr>
<tr>
<td>Right_pre</td>
<td>0.76 ± 0.10 / 0.76 ± 0.10</td>
<td>0.51 ± 0.09 / 0.76 ± 0.11</td>
<td>0.45 ± 0.27 / 0.73 ± 0.14</td>
</tr>
<tr>
<td>Right_pre</td>
<td>0.67 ± 0.15 / 0.69 ± 0.09</td>
<td>0.51 ± 0.19 / 0.56 ± 0.21</td>
<td>0.38 ± 0.38 / 0.76 ± 0.25</td>
</tr>
<tr>
<td>Right_on</td>
<td>0.69 ± 0.09 / 0.67 ± 0.15</td>
<td>0.56 ± 0.21 / 0.51 ± 0.19</td>
<td>0.76 ± 0.25 / 0.38 ± 0.38</td>
</tr>
<tr>
<td>Left_pre</td>
<td>0.82 ± 0.10 / 0.78 ± 0.08</td>
<td>0.70 ± 0.15 / 0.69 ± 0.03</td>
<td>0.57 ± 0.27 / 0.66 ± 0.13</td>
</tr>
<tr>
<td>Left_on</td>
<td>0.78 ± 0.08 / 0.82 ± 0.10</td>
<td>0.69 ± 0.03 / 0.70 ± 0.15</td>
<td>0.66 ± 0.13 / 0.57 ± 0.27</td>
</tr>
<tr>
<td>Rest</td>
<td>0.55 ± 0.10 / 0.66 ± 0.08</td>
<td>0.04 ± 0.04 / 0.96 ± 0.03</td>
<td>0.26 ± 0.21 / 0.79 ± 0.06</td>
</tr>
<tr>
<td>Idle</td>
<td>0.43 ± 0.12 / 0.80 ± 0.05</td>
<td>0.93 ± 0.04 / 0.30 ± 0.09</td>
<td>0.58 ± 0.07 / 0.63 ± 0.07</td>
</tr>
<tr>
<td>Move_pre</td>
<td>0.21 ± 0.03 / 0.87 ± 0.06</td>
<td>0.06 ± 0.06 / 0.98 ± 0.01</td>
<td>0.19 ± 0.10 / 0.87 ± 0.04</td>
</tr>
<tr>
<td>Move_on</td>
<td>0.64 ± 0.10 / 0.90 ± 0.06</td>
<td>0.41 ± 0.09 / 0.96 ± 0.03</td>
<td>0.53 ± 0.06 / 0.92 ± 0.04</td>
</tr>
<tr>
<td>Idle</td>
<td>0.68 ± 0.13 / 0.76 ± 0.08</td>
<td>0.99 ± 0.01 / 0.22 ± 0.07</td>
<td>0.71 ± 0.05 / 0.71 ± 0.09</td>
</tr>
<tr>
<td>Left_pre</td>
<td>0.37 ± 0.10 / 0.80 ± 0.06</td>
<td>0.01 ± 0.03 / 1.00 ± 0.00</td>
<td>0.15 ± 0.10 / 0.86 ± 0.02</td>
</tr>
<tr>
<td>Left_on</td>
<td>0.52 ± 0.04 / 0.96 ± 0.02</td>
<td>0.22 ± 0.08 / 0.99 ± 0.01</td>
<td>0.34 ± 0.08 / 0.95 ± 0.02</td>
</tr>
<tr>
<td>Right_pre</td>
<td>0.23 ± 0.11 / 0.96 ± 0.02</td>
<td>0.04 ± 0.05 / 1.00 ± 0.00</td>
<td>0.23 ± 0.10 / 0.93 ± 0.02</td>
</tr>
<tr>
<td>Right_on</td>
<td>0.28 ± 0.17 / 0.95 ± 0.05</td>
<td>0.04 ± 0.05 / 0.99 ± 0.02</td>
<td>0.25 ± 0.16 / 0.94 ± 0.02</td>
</tr>
</tbody>
</table>
Table 4.11 Sensitivity and specificity reports for Subject 2, for each paradigm and model. We report mean and standard deviation across 5 folds for each class.

<table>
<thead>
<tr>
<th>Subject 2</th>
<th>LDA</th>
<th>SVM</th>
<th>MLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Labels</td>
<td>Sensitivity/Specificity</td>
<td>Sensitivity/Specificity</td>
<td>Sensitivity/Specificity</td>
</tr>
<tr>
<td>Rest</td>
<td>0.59 ± 0.310 / 0.79 ± 0.199</td>
<td>0.48 ± 0.305 / 0.71 ± 0.148</td>
<td>0.56 ± 0.229 / 0.68 ± 0.187</td>
</tr>
<tr>
<td>Still</td>
<td>0.79 ± 0.199 / 0.59 ± 0.310</td>
<td>0.71 ± 0.148 / 0.48 ± 0.305</td>
<td>0.68 ± 0.187 / 0.56 ± 0.229</td>
</tr>
<tr>
<td>Idle</td>
<td>0.98 ± 0.014 / 0.58 ± 0.047</td>
<td>0.90 ± 0.063 / 0.74 ± 0.056</td>
<td>0.77 ± 0.080 / 0.75 ± 0.080</td>
</tr>
<tr>
<td>Move &lt;sub&gt;pre&lt;/sub&gt;</td>
<td>0.22 ± 0.040 / 0.97 ± 0.014</td>
<td>0.27 ± 0.041 / 0.92 ± 0.050</td>
<td>0.41 ± 0.054 / 0.82 ± 0.061</td>
</tr>
<tr>
<td>Move &lt;sub&gt;on&lt;/sub&gt;</td>
<td>0.45 ± 0.061 / 0.98 ± 0.004</td>
<td>0.58 ± 0.056 / 0.95 ± 0.020</td>
<td>0.43 ± 0.107 / 0.93 ± 0.028</td>
</tr>
<tr>
<td>Left &lt;sub&gt;all&lt;/sub&gt;</td>
<td>0.56 ± 0.063 / 0.66 ± 0.056</td>
<td>0.56 ± 0.120 / 0.61 ± 0.078</td>
<td>0.54 ± 0.116 / 0.59 ± 0.100</td>
</tr>
<tr>
<td>Right &lt;sub&gt;all&lt;/sub&gt;</td>
<td>0.66 ± 0.056 / 0.56 ± 0.063</td>
<td>0.61 ± 0.078 / 0.56 ± 0.120</td>
<td>0.59 ± 0.100 / 0.54 ± 0.116</td>
</tr>
<tr>
<td>Left &lt;sub&gt;pre&lt;/sub&gt;</td>
<td>0.58 ± 0.122 / 0.66 ± 0.126</td>
<td>0.55 ± 0.129 / 0.63 ± 0.128</td>
<td>0.47 ± 0.116 / 0.67 ± 0.090</td>
</tr>
<tr>
<td>Right &lt;sub&gt;pre&lt;/sub&gt;</td>
<td>0.66 ± 0.126 / 0.58 ± 0.122</td>
<td>0.63 ± 0.128 / 0.55 ± 0.129</td>
<td>0.67 ± 0.090 / 0.47 ± 0.116</td>
</tr>
<tr>
<td>Right &lt;sub&gt;pre&lt;/sub&gt;</td>
<td>0.79 ± 0.048 / 0.42 ± 0.052</td>
<td>0.60 ± 0.074 / 0.52 ± 0.122</td>
<td>0.51 ± 0.084 / 0.61 ± 0.054</td>
</tr>
<tr>
<td>Right &lt;sub&gt;on&lt;/sub&gt;</td>
<td>0.42 ± 0.052 / 0.79 ± 0.048</td>
<td>0.52 ± 0.122 / 0.60 ± 0.074</td>
<td>0.61 ± 0.054 / 0.51 ± 0.084</td>
</tr>
<tr>
<td>Left &lt;sub&gt;pre&lt;/sub&gt;</td>
<td>0.77 ± 0.079 / 0.48 ± 0.070</td>
<td>0.66 ± 0.076 / 0.50 ± 0.065</td>
<td>0.52 ± 0.078 / 0.63 ± 0.090</td>
</tr>
<tr>
<td>Left &lt;sub&gt;on&lt;/sub&gt;</td>
<td>0.48 ± 0.070 / 0.77 ± 0.079</td>
<td>0.50 ± 0.065 / 0.66 ± 0.076</td>
<td>0.63 ± 0.090 / 0.52 ± 0.078</td>
</tr>
<tr>
<td>Rest</td>
<td>0.57 ± 0.326 / 0.80 ± 0.169</td>
<td>0.47 ± 0.306 / 0.79 ± 0.173</td>
<td>0.55 ± 0.213 / 0.72 ± 0.116</td>
</tr>
<tr>
<td>Idle</td>
<td>0.77 ± 0.180 / 0.58 ± 0.282</td>
<td>0.68 ± 0.180 / 0.53 ± 0.253</td>
<td>0.48 ± 0.138 / 0.69 ± 0.139</td>
</tr>
<tr>
<td>Move &lt;sub&gt;pre&lt;/sub&gt;</td>
<td>0.20 ± 0.029 / 0.98 ± 0.006</td>
<td>0.25 ± 0.025 / 0.95 ± 0.029</td>
<td>0.37 ± 0.080 / 0.86 ± 0.072</td>
</tr>
<tr>
<td>Move &lt;sub&gt;on&lt;/sub&gt;</td>
<td>0.45 ± 0.066 / 0.99 ± 0.003</td>
<td>0.61 ± 0.037 / 0.97 ± 0.011</td>
<td>0.49 ± 0.096 / 0.95 ± 0.024</td>
</tr>
<tr>
<td>Idle</td>
<td>0.96 ± 0.020 / 0.59 ± 0.031</td>
<td>0.89 ± 0.070 / 0.72 ± 0.067</td>
<td>0.63 ± 0.075 / 0.81 ± 0.053</td>
</tr>
<tr>
<td>Left &lt;sub&gt;pre&lt;/sub&gt;</td>
<td>0.13 ± 0.047 / 0.99 ± 0.004</td>
<td>0.15 ± 0.019 / 0.97 ± 0.018</td>
<td>0.23 ± 0.062 / 0.91 ± 0.030</td>
</tr>
<tr>
<td>Left &lt;sub&gt;on&lt;/sub&gt;</td>
<td>0.41 ± 0.028 / 0.98 ± 0.001</td>
<td>0.40 ± 0.053 / 0.97 ± 0.007</td>
<td>0.30 ± 0.091 / 0.95 ± 0.009</td>
</tr>
<tr>
<td>Right &lt;sub&gt;pre&lt;/sub&gt;</td>
<td>0.13 ± 0.041 / 0.96 ± 0.018</td>
<td>0.14 ± 0.046 / 0.94 ± 0.042</td>
<td>0.27 ± 0.043 / 0.84 ± 0.046</td>
</tr>
<tr>
<td>Right &lt;sub&gt;on&lt;/sub&gt;</td>
<td>0.11 ± 0.042 / 0.99 ± 0.003</td>
<td>0.20 ± 0.057 / 0.97 ± 0.012</td>
<td>0.23 ± 0.059 / 0.90 ± 0.028</td>
</tr>
</tbody>
</table>
Table 4.12 Sensitivity and specificity reports for Subject 3, for each paradigm and model. We report mean and standard deviation across 5 folds for each class.

<table>
<thead>
<tr>
<th>Subject 3</th>
<th>LDA</th>
<th>SVM</th>
<th>MLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Labels</td>
<td>Sensitivity/Specificity</td>
<td>Sensitivity/Specificity</td>
<td>Sensitivity/Specificity</td>
</tr>
<tr>
<td>Rest</td>
<td>0.58 ± 0.187 / 0.57 ± 0.165</td>
<td>0.61 ± 0.175 / 0.59 ± 0.105</td>
<td>0.51 ± 0.233 / 0.63 ± 0.216</td>
</tr>
<tr>
<td>Still</td>
<td>0.57 ± 0.165 / 0.58 ± 0.187</td>
<td>0.59 ± 0.105 / 0.61 ± 0.175</td>
<td>0.63 ± 0.216 / 0.51 ± 0.233</td>
</tr>
<tr>
<td>Idle</td>
<td>0.89 ± 0.053 / 0.40 ± 0.113</td>
<td>0.90 ± 0.021 / 0.53 ± 0.113</td>
<td>0.65 ± 0.057 / 0.71 ± 0.061</td>
</tr>
<tr>
<td>Move pre</td>
<td>0.28 ± 0.055 / 0.90 ± 0.050</td>
<td>0.30 ± 0.085 / 0.94 ± 0.009</td>
<td>0.35 ± 0.115 / 0.82 ± 0.040</td>
</tr>
<tr>
<td>Move on</td>
<td>0.23 ± 0.099 / 0.98 ± 0.012</td>
<td>0.25 ± 0.095 / 0.94 ± 0.015</td>
<td>0.42 ± 0.060 / 0.81 ± 0.050</td>
</tr>
<tr>
<td>Left all</td>
<td>0.54 ± 0.177 / 0.57 ± 0.166</td>
<td>0.33 ± 0.096 / 0.67 ± 0.043</td>
<td>0.42 ± 0.138 / 0.61 ± 0.100</td>
</tr>
<tr>
<td>Right all</td>
<td>0.57 ± 0.166 / 0.54 ± 0.177</td>
<td>0.67 ± 0.043 / 0.33 ± 0.096</td>
<td>0.61 ± 0.100 / 0.42 ± 0.138</td>
</tr>
<tr>
<td>Move pre</td>
<td>0.49 ± 0.166 / 0.61 ± 0.149</td>
<td>0.32 ± 0.077 / 0.70 ± 0.063</td>
<td>0.36 ± 0.134 / 0.69 ± 0.106</td>
</tr>
<tr>
<td>Move on</td>
<td>0.61 ± 0.149 / 0.49 ± 0.166</td>
<td>0.70 ± 0.063 / 0.32 ± 0.077</td>
<td>0.69 ± 0.106 / 0.36 ± 0.134</td>
</tr>
<tr>
<td>Right pre</td>
<td>0.46 ± 0.110 / 0.72 ± 0.075</td>
<td>0.52 ± 0.120 / 0.54 ± 0.030</td>
<td>0.56 ± 0.239 / 0.52 ± 0.302</td>
</tr>
<tr>
<td>Right on</td>
<td>0.72 ± 0.075 / 0.46 ± 0.110</td>
<td>0.54 ± 0.030 / 0.52 ± 0.120</td>
<td>0.52 ± 0.302 / 0.56 ± 0.239</td>
</tr>
<tr>
<td>Left pre</td>
<td>0.72 ± 0.103 / 0.54 ± 0.055</td>
<td>0.63 ± 0.122 / 0.54 ± 0.163</td>
<td>0.58 ± 0.236 / 0.55 ± 0.185</td>
</tr>
<tr>
<td>Left on</td>
<td>0.54 ± 0.055 / 0.72 ± 0.103</td>
<td>0.54 ± 0.163 / 0.63 ± 0.122</td>
<td>0.55 ± 0.185 / 0.58 ± 0.236</td>
</tr>
<tr>
<td>Idle</td>
<td>0.50 ± 0.208 / 0.78 ± 0.102</td>
<td>0.90 ± 0.029 / 0.47 ± 0.104</td>
<td>0.56 ± 0.087 / 0.79 ± 0.050</td>
</tr>
<tr>
<td>Left pre</td>
<td>0.16 ± 0.106 / 0.94 ± 0.040</td>
<td>0.06 ± 0.048 / 0.98 ± 0.003</td>
<td>0.13 ± 0.104 / 0.90 ± 0.031</td>
</tr>
<tr>
<td>Left on</td>
<td>0.36 ± 0.145 / 0.83 ± 0.078</td>
<td>0.07 ± 0.037 / 0.99 ± 0.004</td>
<td>0.22 ± 0.101 / 0.92 ± 0.030</td>
</tr>
<tr>
<td>Right pre</td>
<td>0.18 ± 0.102 / 0.87 ± 0.049</td>
<td>0.15 ± 0.053 / 0.95 ± 0.012</td>
<td>0.24 ± 0.062 / 0.84 ± 0.044</td>
</tr>
<tr>
<td>Right on</td>
<td>0.26 ± 0.197 / 0.86 ± 0.142</td>
<td>0.12 ± 0.031 / 0.96 ± 0.015</td>
<td>0.24 ± 0.105 / 0.88 ± 0.047</td>
</tr>
</tbody>
</table>
Table 4.13 All levels of baseline chance used to evaluate each model. Estimating finite chance levels uses number of trials, number of classes, and level of statistical significance as parameters, and are also included below.

<table>
<thead>
<tr>
<th>Subject No.</th>
<th>Classification Paradigm</th>
<th>$N_{trials}$</th>
<th>$N_{classes}$</th>
<th>inf. (p ≤ 0.05)</th>
<th>fin. (p ≤ 0.01)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Still-Rest</td>
<td>2441</td>
<td>2</td>
<td>0.50</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>Still-Move-pre-Move-on</td>
<td>2573</td>
<td>3</td>
<td>0.33</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>Left-Right</td>
<td>118</td>
<td>2</td>
<td>0.50</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>Left-Left-on</td>
<td>134</td>
<td>2</td>
<td>0.50</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>Right-Right-on</td>
<td>102</td>
<td>2</td>
<td>0.50</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>Left-all-Right-all</td>
<td>236</td>
<td>2</td>
<td>0.50</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>Rest-Still-Move-pre-Move-on</td>
<td>2711</td>
<td>4</td>
<td>0.25</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>Still-Left-Left-on-Right-Right-on</td>
<td>2539</td>
<td>5</td>
<td>0.20</td>
<td>0.21</td>
</tr>
<tr>
<td>2</td>
<td>Still-Rest</td>
<td>17204</td>
<td>2</td>
<td>0.50</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>Still-Move-pre-Move-on</td>
<td>10720</td>
<td>3</td>
<td>0.33</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>Left-Right</td>
<td>505</td>
<td>2</td>
<td>0.50</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>Left-Left-on</td>
<td>455</td>
<td>2</td>
<td>0.50</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>Right-Right-on</td>
<td>557</td>
<td>2</td>
<td>0.50</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>Left-all-Right-all</td>
<td>1012</td>
<td>2</td>
<td>0.50</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>Rest-Still-Move-pre-Move-on</td>
<td>18390</td>
<td>4</td>
<td>0.25</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>Still-Left-Left-on-Right-Right-on</td>
<td>10546</td>
<td>5</td>
<td>0.20</td>
<td>0.21</td>
</tr>
<tr>
<td>3</td>
<td>Still-Rest</td>
<td>42427</td>
<td>2</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>Still-Move-pre-Move-on</td>
<td>18980</td>
<td>3</td>
<td>0.33</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>Left-Right</td>
<td>590</td>
<td>2</td>
<td>0.50</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>Left-Left-on</td>
<td>432</td>
<td>2</td>
<td>0.50</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>Right-Right-on</td>
<td>748</td>
<td>2</td>
<td>0.50</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>Left-all-Right-all</td>
<td>1180</td>
<td>2</td>
<td>0.50</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>Rest-Still-Move-pre-Move-on</td>
<td>43757</td>
<td>4</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>Still-Left-Left-on-Right-Right-on</td>
<td>18830</td>
<td>5</td>
<td>0.20</td>
<td>0.20</td>
</tr>
</tbody>
</table>
4.8 Supplementary Figures

Figure 4.10 Balancing baseline features across window sizes. Sampling the same baseline period with decreasing window sizes yields an increasing number of samples for that same period. To account for this imbalance, baseline features at every window size were down-sampled to match the number of features generated from the largest (1000\,ms) window size. Specifically, the features at each window size were matched by nearest time stamp to each baseline feature generated with the largest (1000\,ms) window. This ensured that baseline features at each window size represented similar points in time relative to the end of their respective sampling windows.
Figure 4.11 Example of neural features from top electrode over sensorimotor region (all Subjects). Distributions of 8-32Hz low frequency band (LFB) and 76-100Hz high frequency band (HFB) RMS-power. The total number of epochs for each class are reported in the legend. Subject 1 was sampled from a window size of 200\textit{ms}, and taken 350\textit{ms} prior to movement onset. Subject 2 was sampled from a window size of 1000\textit{ms}, and taken 250\textit{ms} prior to movement onset. Subject 3 was sampled from a window size of 800\textit{ms}, and taken 250\textit{ms} prior to movement onset.
Figure 4.12 **Mapping single-electrode scores for 'Left_all' vs 'Right_all' onset classification, using only LFB.** Each electrode was scored by the ability of their LFB features to correctly classify movement onset labels, such as 'Left_all' vs 'Right_all'. The first column shows each electrode score averaged across 5-folds cross-validation, showing which electrodes scored above (red) the less stringent 'infinite' chance level using a divergent color map. Electrode references are also provided to orient onto each subject’s electrode reconstruction map (third, fourth column). In the second column, electrodes were grouped into three discrete categories based on how their score compared to both 'infinite' and 'finite' levels of chance. (pink) Electrodes with a solo classification score above the less stringent 'infinite'-level of chance, but below the more stringent 'finite'-level of chance, suggest marginal distinction between features; (yellow) electrodes with a solo classification score above the 'finite'-level of chance suggest linearly distinguishable distinctions in estimated band power between movement labels; (blue) electrodes with solo classification below both baselines suggest no distinction between labels, 'Left_all' vs 'Right_all'. For all subjects, these electrodes were identified over or near central sulcus. The third and fourth columns show the post-implant electrode reconstruction maps for each subject. Subjects with ECoG coverage (Subject 1) show electrode responses mapped to the cortical surface. Subjects with sEEG coverage (Subjects 2,3) show where along the cortical surface each probe was inserted.
Figure 4.13 **Mapping single-electrode scores for 'Left_all' vs 'Right_all' onset classification, using only HFB.** Each electrode was scored by the ability of their HFB features to correctly classify movement onset labels, such as 'Left_all' vs 'Right_all'. The first column shows each electrode score averaged across 5-folds cross-validation, showing which electrodes scored above (red) the less stringent 'infinite' chance level using a divergent color map. Electrode references are also provided to orient onto each subject’s electrode reconstruction map (third, fourth column). In the second column, electrodes were grouped into three discrete categories based on how their score compared to both 'infinite' and 'finite' levels of chance. (pink) Electrodes with a solo classification score above the less stringent 'infinite'-level of chance, but below the more stringent 'finite'-level of chance, suggest marginal distinction between features; (yellow) electrodes with a solo classification score above the 'finite'-level of chance suggest linearly distinguishable distinctions in estimated band power between movement labels; (blue) electrodes with solo classification below both baselines suggest no distinction between labels, 'Left_all' vs 'Right_all'. For all subjects, these electrodes were identified over or near central sulcus. The third and fourth columns show the post-implant electrode reconstruction maps for each subject. Subjects with ECoG coverage (Subject 1) show electrode responses mapped to the cortical surface. Subjects with sEEG coverage (Subjects 2,3) show where along the cortical surface each probe was inserted.
Figure 4.14 **Best model scores for each classifier paradigm, Subject 1.** Linear Discriminant Analysis (LDA), Support Vector Machine (SVM), and Multilayer Perceptron (MLP) classifiers were trained on features from movement (‘Left’, ‘Right’, or ‘Move’) and non-movement periods (‘Idle’, ‘Rest’). Uniform class priors were enforced while training each model, and test scores were unweighted to allow comparison between classifier paradigms. Classifier accuracies are reported as confusion matrices that summarize model evaluation over 5-fold cross validation. Confusion matrices are normalized so each value represents N\% classification performance, rounded to the nearest digit.
Figure 4.15 **Best model scores for each classifier paradigm, Subject 2.** Description available in Figure 4.14.
Figure 4.16 Best model scores for each classifier paradigm, Subject 3. Description available in Figure 4.14.
Figure 4.17 **Percent of electrodes used by best LDA classifiers.** A key hyperparameter for LDA classifier training and evaluation was the number of input features for each classifier variant. HFB and LFB features were selected sequentially, starting from the electrode with highest solo accuracy for a given classification paradigm. The mean and variance of the number of electrodes selected by the best LDA classifiers is reported by the bar plot with error lines, for each subject and classification paradigm.
Figure 4.18 **Videos of subject behaviors show unstructured, uninstructed movements.** Example frame of review videos provided for Subjects 1, 2, and 3 (supp_V1.mp4, supp_V2.mp4, and supp_V3.mp4). Each video consists of 1-3 examples each of Left (green), Right (blue), Idle/Still (gray), and Rest (black) periods identified by our semi-automated methods. A variety of behaviors are shown, including basic reaching and scratching movements. Examples where clinical care is being provided are also shown. Finally, a few limits of the coarse labeling process are demonstrated for Subject 3 (RCH3). *Top left:* Motion report for a given trial, showing magnitude of flow consolidated in Left, Right, and Clinical Care (red) ROIs. Beneath each flow signal is the movement segment as labeled by our methods. The vertical black line traces video playback. *Top right:* Video segment for a given trial as recorded by the Kinect v2 color (RGB) camera. Recorded images are blurred in post to protect patient confidentiality. *Bottom:* Legend describes which subject, behavior label, and recording time the given trial corresponds to. For visualization purposes, trials were arranged by label and then onset time, and the red vertical line marks the given trial.
Figure 4.19 Best model scores for the four- and five-class paradigms, Subject 1. Linear Discriminant Analysis (LDA), Support Vector Machine (SVM), and Multilayer Perceptron (MLP) classifiers were evaluated on larger subsets of movement (‘Left’, ‘Right’, or ‘Move’) and non-movement (‘Idle’, ‘Rest’) labels. Uniform class priors were enforced while training each model, and test sets were unweighted to allow comparison between classifier paradigms. Classifier accuracies are reported as confusion matrices that summarize model evaluation over 5-fold cross validation. Confusion matrices are normalized so each value represents N% classification performance, rounded to the nearest digit.
Figure 4.20 Best model scores for the four- and five-class paradigms, Subject 2. Description available in Figure 4.19.

Figure 4.21 Best model scores for the four- and five-class paradigms, Subject 3. Description available in Figure 4.19.
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Chapter 5

Patient-Specific Pose Estimation in Clinical Environments

Abstract

Reliable posture labels in hospital environments can augment research studies on neural correlates to natural behaviors and clinical applications that monitor patient activity. However, many existing pose estimation frameworks are not calibrated for these unpredictable settings. In this paper we propose a semi-automated approach for improving upper-body pose estimation in noisy clinical environments, whereby we adapt and build around an existing joint tracking framework to improve its robustness to environmental uncertainties. The proposed framework uses subject-specific convolutional neural network (CNN) models trained on a subset of a patient’s RGB video recording chosen to maximize the feature variance of each joint. Furthermore, by compensating for scene lighting changes and by refining the predicted joint trajectories through a Kalman filter with fitted noise parameters, the extended system yields more consistent and accurate posture annotations when compared to two state-of-the-art generalized pose tracking algorithms for three hospital patients recorded in two research clinics.
5.1 Introduction

Accurate patient joint tracking and posture estimates provide quantitative data that can be experimentally and clinically informative. Upper-body annotations for long-term continuous video of patients in the epilepsy monitoring unit (EMU), for example, can be used to further explore the relationship between neural activity and unconstrained human movement when combined with a neural recording system [1, 2]. Analysis of neural correlates to behavioral labels extracted from long duration naturalistic datasets collected in the hospital could then provide a pathway for more robust brain-computer interfaces (BCI’s). These include assistive robotic arms [3–5] and neural prostheses [6, 7] for those with limb loss or total paralysis. Alternatively, posture annotations can be used to objectively score patient motor capabilities to enhance current subjective assessments. For instance, the Unified Parkinson’s disease rating scale (UPDRS) [8] is the current standard for evaluating the severity of motor impairment associated with Parkinson’s disease, but it involves a qualitative evaluation by interview and clinical observation. The outcome of this process is limited to the clinician’s interpretation during examination and can be inconsistent between evaluators. Combining such assessments with additional insight from objective motion analysis could help improve the efficacy of treatment protocols. Other motor scoring assessments (e.g., BOT-2 [9], FMA [10], MAS [11]) would benefit similarly.

Several studies in automated motor scoring incorporate wearable devices (such as inertial measurement units [12, 13], accelerometers [14–16], and internet-connected personalized healthcare systems (PHS) [17]) that collect kinematic data of subject appendages, but may risk complications from prolonged wear of physical sensors [18]. These systems can be complemented with less invasive video-based tracking methods that supplant physical sensors when they are temporarily removed for relief. Additionally, for patients who are unable to wear such sensors due to injuries at the wrists or at other attachment areas, video-based joint tracking can create a nonintrusive means to monitor their safety and well-beings.

To this end, we introduce PatientPose, an adaptation of Caffe-Heatmap [19] for semi-automated pose estimation in clinical environments. Our additions to the existing pose estimation framework include three key elements that enable more accurate and consistent patient posture tracking than before: 1) a preprocessing step to accommodate for the frequent scene lighting changes found in hospital rooms; 2) a training technique that targets separate convolutional neural network (CNN) models specifically to each patient to capture the high variance of postures a subject can realize during their hospital stay; and 3) a Kalman filter with tuned noise parameters which refines the predicted joint trajectories. We show that for three subjects recorded in two research clinics, the extended system provides an increase in tracking
Figure 5.1 **Comparison of pose estimation models.** Upper-body posture annotations and their corresponding probability heatmaps using (a) a prepackaged model and (b) our patient-specific model. Both models were developed using the Caffe-Heatmap architecture. Our proposed framework accounts for variability in clinical environments to improve pose estimates and can be more confident and accurate than generalized methods. Subject 1 is depicted in these images.

**Related Work**

The importance and potential impact of human pose estimation is supported by the substantial history of research in this field. Recent work in computer vision [19–27] suggests using deep CNN’s to automatically estimate joint locations in long-term recording sessions. Toshev and Szegedy [25] were the first to use CNN’s for human pose estimation and regressed joint coordinates directly from a cascade of deep CNN regressors. More recently, Pfister et al. [19] instead regressed confidence heatmaps for the joint positions of each input frame and improved estimates by aligning and pooling heatmaps with neighboring frames. This framework was then extended by Charles et al. [26] who recursively processed the estimates for further improvements. Cao et al. [27] used a two-branch multi-stage CNN architecture to encode the location and orientation of body parts into a set of 2D vector fields and achieved real-time multi-person pose estimation.

While general pose estimation frameworks are effective when subjects are located in uncluttered settings, they can be unreliable when applied to noisy environments such as epilepsy monitoring and intensive care units. Such locations present several visual challenges that these generic frameworks do not account for, including variance in lighting conditions throughout a recording session, non-subject (e.g., clinician, nurse, visitor) interferences, and environmental occlusions (e.g., bed blankets, head wrapping, hospital gown). As a result, joint confidence heatmaps generated from hospital video using all-inclusive pose estimators may either be weak and distributed across the whole image, or confidently confused with
another object in the room (Fig. 5.1a).

Previous works on improving pose estimation performance in complex clinical environments take advantage of a wide range of available sensors [28–33]. Achilles et al. [28] used a single depth camera to regress joint coordinates specifically for body tracking under blanket occlusion, and Liu et al. [29] relied on a novel infrared image acquisition technique using a bird’s-eye view in order to monitor patient sleeping postures. Belagiannis et al. [30] combined information from multiple RGB cameras to track surgeons and medical staff in operating rooms, and Kadkhodamohammadi et al. [31] improved upon pose estimation in operating rooms by using depth sensors in tandem with multiple RGB cameras. Chaaraoui et al. [32] also used a multi-camera setup but for vision-based monitoring and action recognition by learning subject activity patterns from estimated silhouettes. However, none have attempted to extract high-quality joint estimates to track freely-behaving patients in hospitals across hours of data using a single RGB camera. Capturing RGB video is trivial with the current state of consumer technology, and to our knowledge this work is the first to create a pose estimation framework that specifically targets subjects in clinical environments using only one angle of recorded RGB video. Additionally, the proposed extensions to Pfister et al.’s Caffe-Heatmap [19] do not modify the original framework’s central CNN architecture and could potentially be adopted to improve other general pose estimators (Fig. 5.2), and our framework is capable of a real-time implementation after a patient’s initial training procedure.

5.2 Methods and Procedures

5.2.1 Subject Recording and Dataset Description

In this study, we conducted our experiments using a novel dataset. Three patients with intractable epilepsy were enrolled according to protocols approved by the Institutional Review Board (IRB) at the New York University (NYU) Langone Comprehensive Epilepsy Center and the Rady Children’s Hospital (RCH), San Diego, Pediatric Epilepsy Center. Video was recorded using a Microsoft Kinect v2 during each patient’s stay, targeting 1–2 days post-implant of electrodes when the subjects were expected to be most active. Video was recorded using multiple modalities (i.e., RGB, depth, infrared), but only the RGB images were considered for this study. Specific details regarding the duration of each subject’s recording session and the number of frames used for framework training/evaluation are provided in Table 5.1. Note that the Kinect v2 RGB camera samples at either 15 or 30 frames-per-second (fps) depending on room luminance and horizontally flips all images when saving to disk. Our data acquisition system was fit onto a custom-built mount that stood five feet tall and was placed about 20 degrees to the left of Subjects 1 and 3 (S1 and
Figure 5.2 **Pipeline of proposed framework.** The proposed framework extends Caffe-Heatmap to improve pose estimation of patient video recorded in clinical environments. Prior to estimation, a new patient-specific CNN model is trained using a subset of preprocessed video frames that maximizes feature variance (①). This model is then used to estimate the joint positions of the same patient from additional video, which are then refined using a Kalman filter with noise parameters trained using another subset of preprocessed frames (②). This work used 2,000 frames for ① and 500 frames for ②.

S3) and 45 degrees to the left of Subject 2 (S2).

### 5.2.2 Image Preprocessing

**Cropping**

To maintain memory efficiency during GPU training, recorded RGB frames were cropped and resized from 1920x1080 to 256x256 pixels in width and height. The location of cropping was centered around the patient and manually selected once per patient dataset.

**Scene Lighting Normalization**

To account for the fluctuations in lighting conditions often found in hospital rooms, image brightness was normalized by first transforming each frame to the Hue-Saturation-Value (HSV) color space and then applying contrast-limited adaptive histogram equalization (CLAHE) [34] onto the value layer with an 8x8 tile size. Regions with similar surroundings (e.g., bed sheets) were susceptible to noise amplification when normalized using global or regular adaptive equalization [35], and CLAHE limited the amount those regions could increase in contrast (Fig. 5.3).
Figure 5.3 **Scene lighting normalization.** Raw patient images (left) during daytime (top) and evening (bottom) were significantly different in lighting conditions for the same clinic. However, after applying contrast-limited histogram equalization (CLAHE, right), the frames across a dataset became more consistent in brightness. Subject 3 is depicted in these images.

### 5.2.3 Convolutional Neural Network Models

**Motivation**

Convolutional neural networks can be used to build models that predict subsequent data by learning and extracting patterns from a training set; this machine learning technique is used in a wide range of applications aside from pose estimation, such as human action recognition [36], predicting blood glucose levels [37], natural language processing [38], and more [39–42]. However, the performance of a trained model is heavily reliant on the quality of its training data. In human pose estimation, prepackaged CNN models trained using movie or video frames work well against other generic pose estimation datasets (e.g., British Broadcasting Corporation (BBC) Pose [43], Common Objects in Context (COCO) [44], Frames Labeled in Cinema (FLIC) [45], Max Planck Institute for Informatics (MPII) Human Pose [46]), but can be less reliable when applied to videos of hospital patients due to various challenges unique to the clinical setting. Therefore, we trained a separate CNN model for each of our subjects using an extracted subset of frames held out from the test set (Fig. 5.2). These high-quality training sets were designed to capture the wide range of postures the corresponding patient may naturally take on throughout a recording session.
Extracting High-Quality Training Data

To maximize posture diversity and therefore feature variance in a patient’s training data, frames were selected from both movement and non-movement periods. This was accomplished by first applying the Gunnar-Farnebäck dense optical flow algorithm [47] onto the raw RGB video of the same patient to calculate the average magnitude of scene movement between adjacent frames. A threshold on this average flow empirically set to 0.15 pixels per frame then partitioned patient RGB video into periods of movement and idleness. Afterwards, a subset of frames was uniformly sampled from the segmented video such that frames drawn from movement and rest periods were distributed 70%/30%. Using this strategy, 2,000 frames for model training were selected across the entire span of each patient’s dataset which captured different postures the patient may take on during their stay. Frames with significant patient occlusions were manually excluded.

Patient-Specific Model Training

Ground truth \((x, y)\) coordinates of the seven joints (i.e., head, left/right hands, elbows, and shoulders) were manually marked for each training set using a custom labeling script. A CNN model was then trained for each patient using the Caffe-Heatmap model training architecture [19] on an NVIDIA GeForce GTX 1080 Ti GPU with the annotated images. One million iterations of batch size 14 were used with a learning rate of \(10^{-8}\) and momentum of 0.95, and each iteration took approximately 0.75 seconds for a total of nine days of training per model; these hyperparameter values were chosen to match those of the original Caffe-Heatmap. The resulting models learned features specific to each patient through the high-quality training set. Using the same hardware and configurations, training a generic model on the FLIC dataset with about 4,500 frames would span around twelve days.

5.2.4 Inference via Patient-Specific Model

To enable easy adoption of our augmentations onto other pose estimators, we did not directly modify the Caffe-Heatmap framework. We therefore treated it as a black box, with the inputs as the patient-specific Caffe [48] model and \(N\) number of frames, and an output of seven 256x256 confidence heatmaps for each frame. Each joint location was then taken to be at the \(\text{argmax}\) of its corresponding heatmap, resulting in a 2x7x\(N\) structure of \((x, y) \in [0, 256]\) joint coordinates. For each frame, inference spanned \(\sim 0.03\) seconds when using the same NVIDIA GeForce GTX 1080 Ti (compared to \(\sim 10\) seconds per frame on an Intel Xeon CPU E5-2630), enabling the potential for a real-time implementation. Specific details of the
Caffe-Heatmap architecture can be found in [19].

### 5.2.5 Kalman Filter

**Motivation**

Joint locations estimated by a patient-specific CNN model were generally reasonable, but occasionally contained jitter or large jumps when a patient moved quickly or was occluded. Therefore, a standard Kalman filter [49] was used as a post-processing step to leverage the temporal information found between frames in order to refine any noisy measurements. The Kalman filter consists of two primary components (a state transition function and a measurement function) that model the underlying physics of a system to predict its state over time, making it an appropriate choice for denoising estimated joint trajectories. In addition, we chose to use a Kalman filter (as opposed to a non-causal Kalman smoother [50]) to preserve our framework’s potential to be implemented in real-time due to the filter’s causality.

**General Equations**

The Kalman filter is a recursive two-step process which iteratively predicts a system’s next state using past information and a predefined model, then updates its predictions using external sensor measurements. These two functions are defined by the linear state transition and measurement matrices $A$ and $H$. In addition, the estimated state $\hat{\mu}_t$ at each $t^{th}$ iteration is accompanied with a covariance $\hat{\Sigma}_t$ that measures the accuracy of the estimate at that time step. In the Kalman filter’s prediction step, we have:

\[
\hat{\mu}_t = A\mu_{t-1}, \tag{5.1}
\]

\[
\hat{\Sigma}_t = A\Sigma_{t-1}A^\top + Q, \tag{5.2}
\]

where the hat indicates that these values are purely estimates by the filter without considering any outside measurements yet. The $Q$ term above is the covariance of the process noise that captures the error between the transition model and the true dynamics of the system, and it is assumed to be Gaussian distributed in this work. In the update step, we have:

\[
K_t = \hat{\Sigma}_t H^\top (H\hat{\Sigma}_t H^\top + R)^{-1}, \tag{5.3}
\]

\[
\mu_t = \hat{\mu}_t + K_t (z_t - H\hat{\mu}_t), \tag{5.4}
\]

\[
\Sigma_t = \hat{\Sigma}_t - K_t H\hat{\Sigma}_t, \tag{5.5}
\]

where $K_t$ is the Kalman gain that adjusts the next predicted state $\mu_t$ and covariance $\Sigma_t$ depending on the accuracy of the model. In this step, external sensor measurements $z_t$ provide the filter with additional
information on the system’s next possible state, and the $R$ term captures the noise in these measurements (also assumed to be Gaussian). Complete derivations of these equations can be found in [51–53].

In this work, we used a constant velocity model [54] to define the state transition and measurement matrices $A$ and $H$ in these equations, and we assumed independent movement between the seven joints. Therefore, we ran a separate Kalman filter on each joint, in which the 4D state estimates $\mu_t$ contained a joint’s $(x,y)$ pixel position and velocity at time $t$. Additionally, we used the $(x,y)$ coordinates provided by a patient’s CNN model as the external $z_t$ measurements to update the filter’s predictions on the system’s state. These Kalman filter equations recursively computed a next-best-guess on a joint’s position using the predefined constant velocity model and the pose estimates by the CNN model.

Learning the Noise Parameters

The $Q$ and $R$ process and measurement noise covariances are critical components to the Kalman filter that model unforeseen perturbations on the system. In the context of this work, the $Q$ term captures how erroneous the constant velocity model is to the real dynamics of a patient and the $R$ term captures the variability in the CNN’s pose estimates to the true positions. However, these matrices are frequently difficult to estimate and are often constructed using prior knowledge of the problem, tediously tuned by hand, or assumed to be independent between variables for convenience. Abbeel et al. [55] demonstrated that $Q$ and $R$ can be learned by maximizing the joint likelihood between the states and the measurements of a training dataset. More specifically, for $T$ number of training datapoints, the optimal parameters $Q_{MLE}^j$ and $R_{MLE}^j$ for each $j^{th}$ patient joint can be formulated as:

$$\langle Q_{MLE}^j, R_{MLE}^j \rangle = \arg \max_{Q,R} \log p(x_{0:T}^j, z_{0:T}^j). \quad (5.6)$$

Here, the joint probability distribution between the sequence of ground truth states $x_{0:T}^j$ and CNN pose estimates $z_{0:T}^j$ is:

$$p(x_{0:T}^j, z_{0:T}^j) = p(x_{0}^j) \prod_{t=1}^{T} p(x_{t}^j | x_{t-1}^j) \prod_{t=0}^{T} p(z_{t}^j | x_{t}^j) \quad (5.7)$$

with some prior $p(x_{0}^j)$, where the Gaussian motion and observation models are:

$$p(x_{t}^j | x_{t-1}^j) = \mathcal{N}(x_{t}^j; Ax_{t-1}^j, Q), \quad (5.8)$$

$$p(z_{t}^j | x_{t}^j) = \mathcal{N}(z_{t}^j; Hx_{t}^j, R). \quad (5.9)$$

Substituting (5.7), (5.8), and (5.9) into (5.6) and then computing the closed form solutions results in the
equations:

\[ Q_{MLE}^j = \frac{1}{T} \sum_{t=1}^{T} (x_t^j - Ax_{t-1}^j)(x_t^j - Ax_{t-1}^j)^\top, \quad (5.10) \]

\[ R_{MLE}^j = \frac{1}{T + 1} \sum_{t=0}^{T} (z_t^j - Hx_t^j)(z_t^j - Hx_t^j)^\top. \quad (5.11) \]

**Patient-Specific Noise Parameter Training**

Equations (5.10) and (5.11) require ground truth states \( x_t^j \) and CNN pose estimates \( z_t^j \) from a set of training data for each patient joint. In addition, because (5.10) depends on states at times \( t \) and \( t-1 \), the training joints must be continuous over time. Therefore, in an attempt to capture the process variability across the entire span of a patient dataset, we constructed a "semi-continuous" training subset using the following steps. First, we segmented a patient’s video into periods of movement and idleness using the same optical flow method as described in Section II.C.1. Afterwards, we extracted the first 10 frames of a movement period for 50 periods chosen uniformly across the span of the patient’s video. This resulted in a set of 500 "semi-continuous" frames (50 discontinuous movement periods of 10 continuous frames each) for each patient which we used to train patient-specific noise parameters. Occluded segments, movements less than 10 frames in length, and frames used for evaluation were excluded during period selection. After extraction, these 500 frames were manually annotated for ground truth joint positions. To obtain the ground truth states \( x_t^j \), joints were assumed to have zero initial velocity at the start of each movement period, and the remaining velocity values were calculated as the difference in pixel position between adjacent frames within the same period. The frames of each segment were then sent through Caffe-Heatmap’s pose estimator along with the corresponding patient-specific model to obtain \( z_t^j \).

To calculate a patient’s set of measurement noise covariances \( R_e^j \), we directly implemented (5.11) for each joint such that \( R_e^j = R_{MLE}^j \) using all 500 training datapoints. Equation (5.11) only depends on values at time \( t \), and therefore its training set need not be continuous. However, because (5.10) depends on values at times \( t \) and \( t-1 \), we first calculated a separate \( Q_{MLE}^{j,m} \) for each \( m^{th} \) movement period of length \( T = 10 \) frames in the semi-continuous set using (5.10). The resulting \( M = 50 \) matrices per joint were the covariances that maximized the data likelihood in their corresponding movement sequence. A joint’s process noise parameter \( Q_e^j \) was then taken to be the average of these covariances, such that:

\[ Q_e^j = \frac{1}{M} \sum_{m=1}^{M} Q_{MLE}^{j,m}. \quad (5.12) \]

These calculated parameters \( Q_e \in \mathbb{R}^{4 \times 4 \times 7} \) and \( R_e \in \mathbb{R}^{2 \times 2 \times 7} \) for each patient modeled any unforeseen perturbations on the system throughout a patient’s dataset at runtime of the filter.
Figure 5.4 **Mean frame brightness before and after CLAHE normalization.** Overlaid distributions of the average image brightness before (gray) and after (blue) CLAHE confirm that the lighting conditions across images are more similar after equalization. Average brightness of a frame was measured by taking the mean of a frame’s value-layer intensity. Each histogram used the entire Subject 2 dataset ($N = 625,127$ frames).

### Table 5.1 Dataset Summary

<table>
<thead>
<tr>
<th>Subject</th>
<th>Study ID</th>
<th>Hours</th>
<th>Number of Frames</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Total</td>
</tr>
<tr>
<td>S1</td>
<td>NY531</td>
<td>1.8</td>
<td>94,470</td>
</tr>
<tr>
<td>S2</td>
<td>RCH1</td>
<td>5.8</td>
<td>625,127</td>
</tr>
<tr>
<td>S3</td>
<td>RCH3</td>
<td>22.2</td>
<td>2,399,469</td>
</tr>
</tbody>
</table>
5.3 Results

In this section, we first provide an analysis of each component to convince the reader that our additions to the original framework are reasonable for improving pose estimation in clinical environments. Then, to validate our methods as a whole, we present pose estimation accuracy comparisons between our framework and two state-of-the-art generalized frameworks using selected test sets of patient data for three subjects recorded in various clinical monitoring units. A representative demo video of patient pose estimation can be viewed at https://youtu.be/c3DZ5ojPa9k.¹

5.3.1 Analysis of Components

Scene Lighting Normalization

After normalizing image brightness by applying CLAHE onto the value layer of each HSV frame, we observed a significant reduction in scene lighting variance throughout each patient dataset. This reduction is depicted by the histograms of the mean V-channel magnitude for each frame in the S2 dataset using 0.005 bin widths before and after lighting normalization (Fig. 5.4). The value-layer in the HSV color space corresponds to image brightness, and therefore the lower histogram variance after normalization indicates a higher similarity in lighting conditions within the patient dataset than before. This translates into joint features that are more likely to be consistent in visibility.

High-Quality Training

To establish that our high-quality training strategy can capture a large variety of postures within a patient dataset, we compared against another manually annotated subset defined as the first 15 minutes of frames for the same patient (≈13.5k frames at 15 fps). Patients were observed to engage in different postures depending on the time of day (e.g., upright vs. rest), and we therefore inferred that frames extracted using our ”high-variance” (HV) training strategy would contain greater posture diversity than frames within this ”low-variance” (LV) set. To investigate this, we first defined each posture as a 14-dimensional vector containing the \((x, y)\) pixel coordinates for each of the seven joints. These vectors were then projected down to 2-dimensional space using t-distributed stochastic neighbor embedding (t-SNE) [56] for a graphical intuition of the posture coverage between the two strategies. Only unique datapoints were considered in this analysis, and we observed that the HV set initially contained twice as many unique postures than the LV set. Therefore, prior to t-SNE dimensionality reduction, we uniformly sampled the HV set to ensure an equal

¹Video frames have been blurred for patient confidentiality
Clustering of Training Set Postures

* via t-SNE

Figure 5.5 Visualization of posture varieties covered by training strategies. Manually annotated postures from two training strategies were projected onto a 2D space using t-SNE to provide a graphical intuition of the various poses included in each set. ”High-variance” training frames were selected from periods of movement and rest across the entire span of the patient dataset, whereas ”low-variance” training frames were the first 15 minutes of recording. Note that the ”high-variance” set initially contained twice as many unique postures than ”low-variance” but was uniformly downsampled to prevent bias in the projection. Points within the same cluster resemble similar postures.
number of datapoints that would have otherwise biased the t-SNE manifold towards the more represented HV postures. In addition, the two sets were concatenated prior to projection to ensure compatibility in the output space. In this analysis, the exact t-SNE algorithm was implemented with a standard Euclidean distance metric for 1,000 iterations at a perplexity of 50 and a learning rate of 500, and the two subsets were derived from S1.

The results after projecting the 14D postures onto a 2D space (Fig. 5.5) represent a low-dimensional clustering of different patient postures extracted from the two training strategies. Each color-coded datapoint represents a unique set of seven joint coordinates, and points within the same cluster resemble similar postures. Despite downsampling the HV set to match the size of the LV set for an unbiased projection, the HV set still visually occupies a larger area in the projected space. This suggests that our high-quality training strategy can capture a diverse collection of patient postures. In addition, the spread of the HV datapoints encompasses nearly all of the LV points, indicating that there may be little to no trade-off between posture diversity and coverage quality when extracting training frames from the entire span of video. Therefore, our high-quality training strategy constructs a more informative training set when compared to frames extracted from a limited window of time and can provide the CNN architecture with more representations of each joint to train on.

**Kalman Filter with Trained Noise Parameters**

Immediate joint coordinates estimated by Caffe-Heatmap using a patient-specific CNN model are still subject to inconsistencies during periods of quick movements or patient occlusions. However, a Kalman filter with trained noise parameters refines these predictions and reduces the jitter and noise within estimated paths. Prior to optimizing S1’s left hand in the testing data, the original trajectory demonstrated reasonable tracking with an average error of $10.42 \pm 5.85$ pixels from the ground truth. In contrast, a denoised trajectory using patient-specific parameters followed the true path more closely at an average error of $8.23 \pm 5.19$ pixels and exhibited less jitter at sharp turns. This is illustrated in Fig. 5.6 which shows a segment of S1’s left hand trajectory using the different $Q$ and $R$ noise parameters. For reference, using stock constant velocity parameters resulted in an average error of $9.94 \pm 6.34$ pixels within the same test set. These observations were consistent throughout all joints and subjects.

### 5.3.2 Pose Estimation Results

Performance was measured using the Euclidean distance of estimated joint coordinates against an additional set of manually annotated frames held out from the training set for each patient. These frames
Figure 5.6 **Comparison of trajectories.** Estimated \((x, y)\) coordinates of S1’s left hand during an example segment of movement before (blue) and after (orange) using a Kalman filter with fitted noise parameters, as compared to the ground truth (black). A filtered path using constant velocity (CV) noise parameters (green) is also provided for reference. Across all testing data for Subject 1’s left hand, the trained Kalman filter produced a lower average prediction error of \(8.23 \pm 5.19\) pixels from the ground truth, compared to the original path’s error of \(10.42 \pm 5.85\) pixels.
were chosen for their variety in postures, fluctuations in lighting conditions, and occasional nurse appearances. For each patient test set, we compared our framework’s pose estimation performance against two state-of-the-art generic frameworks by evaluating joint estimates from each method at distances between 0 and 30 pixels (px) from the ground truth. These methods included Caffe-Heatmap by Pfister et al. [19] trained on FLIC and OpenPose by Cao et al. [27] trained on COCO.\textsuperscript{2} Fig. 5.7a provides a spatial reference of 15 pixels (approximately 3 inches) and Fig. 5.7b shows the joint accuracies at varying tolerances for Subject 2’s test set. For a progression of pose estimation performance after each proposed contribution, refer to Fig. 5.9 in the appendix.

At a tolerance of 15 pixels, our framework was more accurate than Caffe-Heatmap by $42.4 \pm 8.3\%$\textsuperscript{2}Models were provided out-of-box by their respective authors

\textsuperscript{2}
and OpenPose by $11.4 \pm 3.9\%$ on average across our three patient test sets (Table 5.2). Patient hands and elbows were typically the most challenging joints to estimate for every method, but we saw more consistent tracking in these categories using our framework. Fig. 5.8 shows a complete performance comparison against the two generalized methods for all three subjects. With Subjects 1 and 2, we observed a considerable improvement on tracking performance for all seven joints, and our framework labeled at least 80% of frames for any joint within 15 pixels from the ground truth. In addition, our framework provided $\sim 50\%$ more hand annotations at this tolerance when compared to OpenPose for these two subjects.

In contrast to the test sets for Subjects 1 and 2, Subject 3’s chosen test set contained more frequent hand occlusions in which Subject 3 often placed their left and right hands behind their head during rest. This decreased the overall tracking consistency across all methods for these two joints. However, our framework still on average provided $22.0 \pm 9.5\%$ and $9.8 \pm 6.8\%$ more hand labels than Caffe-Heatmap and OpenPose, respectively. For Subject 3’s elbows, the second most challenging category, we saw an overall increase in performance by $38.2 \pm 17.7\%$ against Caffe-Heatmap and $11.3 \pm 5.7\%$ against OpenPose when using our framework. This suggests that our framework can be more consistent within reasonable spatial tolerances for particularly noisy segments of video compared to general methods.

5.4 Conclusion

In this paper, we presented several extensions onto an existing pose estimation framework to improve posture tracking in clinical environments. By extracting images from periods of movement and idleness across the entire span of a patient’s dataset, we can construct a subset of training frames that captures a diverse collection of postures for a patient-specific CNN model. Furthermore, by accounting for the frequent lighting changes often found in these environments and by refining the predicted trajectories through a Kalman filter with trained noise parameters, our framework can provide more reliable annotations on a patient’s pose in these settings when compared to generic pose estimation frameworks.

Our framework relies solely on low-resolution RGB images to be implemented and therefore can be used by anyone with a means of recording RGB video. In addition, our augmentations can be potentially adopted to improve other pose estimators, and our framework is capable of running in real-time after training as a consequence of the Kalman filter’s causality. We have open-sourced our standalone PatientPose toolbox,3 and we encourage others to use our framework for their own experimental or clinical studies or to apply and build upon our methods. However, we suggest that the trade-off between PatientPose and

3https://github.com/TNEL-UCSD/PatientPose
Table 5.2 Pose Estimation Accuracy Rates @ 15px [%]

<table>
<thead>
<tr>
<th>Method</th>
<th>Subject 1</th>
<th></th>
<th></th>
<th></th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Head</td>
<td>Hands</td>
<td>Elbows</td>
<td>Shoulders</td>
<td>Average</td>
</tr>
<tr>
<td>CH-FLIC</td>
<td>95.6</td>
<td>0.4</td>
<td>22.1</td>
<td>30.7</td>
<td>49.8 ±41.0</td>
</tr>
<tr>
<td>OpenPose</td>
<td>99.4</td>
<td>37.3</td>
<td>93.4</td>
<td>88.4</td>
<td>83.7 ±28.6</td>
</tr>
<tr>
<td>Ours</td>
<td>99.9</td>
<td>87.8</td>
<td>99.1</td>
<td>95.6</td>
<td>96.5 ±5.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Subject 2</th>
<th></th>
<th></th>
<th></th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Head</td>
<td>Hands</td>
<td>Elbows</td>
<td>Shoulders</td>
<td>Average</td>
</tr>
<tr>
<td>CH-FLIC</td>
<td>78.4</td>
<td>2.0</td>
<td>16.6</td>
<td>48.8</td>
<td>49.2 ±34.1</td>
</tr>
<tr>
<td>OpenPose</td>
<td>99.4</td>
<td>49.4</td>
<td>69.2</td>
<td>92.9</td>
<td>82.3 ±23.1</td>
</tr>
<tr>
<td>Ours</td>
<td>98.5</td>
<td>94.5</td>
<td>93.7</td>
<td>97.1</td>
<td>96.8 ±2.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Subject 3</th>
<th></th>
<th></th>
<th></th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Head</td>
<td>Hands</td>
<td>Elbows</td>
<td>Shoulders</td>
<td>Average</td>
</tr>
<tr>
<td>CH-FLIC</td>
<td>82.0</td>
<td>38.9</td>
<td>23.9</td>
<td>12.0</td>
<td>49.7 ±30.9</td>
</tr>
<tr>
<td>OpenPose</td>
<td>97.9</td>
<td>48.0</td>
<td>52.5</td>
<td>79.5</td>
<td>75.6 ±23.5</td>
</tr>
<tr>
<td>Ours</td>
<td>99.4</td>
<td>60.1</td>
<td>73.0</td>
<td>80.2</td>
<td>82.5 ±16.4</td>
</tr>
</tbody>
</table>
Figure 5.8 **Pose estimation comparison.** Performance of our proposed method as compared to OpenPose and Caffe-Heatmap with FLIC (CH-FLIC) for each subject is shown above. The left column provides the accuracies of each joint at various tolerances from the ground truth using our framework, and the middle compares the error rates at 15 pixels. The right column compares the accuracies of each category of joints averaged between the left and right body parts.
generalized frameworks should be considered before use. In particular, although we have demonstrated the potential to substantially improve posture estimation quality with our add-ons, we note that our framework’s upfront cost of labeling and training a separate CNN model for each patient is greater. Frameworks that are built independent from subjects and environments are often prepackaged with general models that can be applied to patient data right away without any additional work, and therefore may be the preferred choice for those seeking an immediate solution. However, for others who require a more custom approach which can result in a higher consistency and accuracy of pose annotations in these environments, we encourage them to look into PatientPose as a means to extend beyond current general methods.

This trade-off directly motivates future work that could explore the use of insights from generalized frameworks in order to reduce the upfront efforts per patient, or to develop a framework for “hospital-specific” models that generalize across patients within the same hospital using techniques such as transfer learning. Specifically, a reduction in training time can be achieved by using more powerful hardware and software solutions as this area of research and development continues to mature, and a “hospital-specific” framework which meets halfway between general and specific methods could mitigate concerns of model overfitting in more varied clinical environments. Work in this field will continue to expand with the increasing desire for automated behavioral labels, since these labels can be informative for both research studies and clinical applications. Analysis of neural correlates to natural behaviors extracted from pose estimates, for example, could enable more robust brain-machine prostheses that would benefit those with motor disabilities. In addition, patient tracking can provide a way to automate patient safety monitoring and could improve current motor scoring assessments, overall patient management, and the effectiveness of treatment protocols. Such studies and applications all seek to improve the quality of our health care.
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5.5 Supplement

A progression of pose estimation performance after each contribution to the original framework is shown in Fig. 5.9. These observations were consistent across all subject test sets.
Figure 5.9 Step-wise performance. A progression of pose estimation performance after each contribution for all joints is shown above, comparing combinations of high-variance training (HV), lighting normalization (CLAHE), and Kalman filtering (KF) to low-variance training (LV) and Caffe-Heatmap with FLIC (CH-FLIC). The results for Subject 1’s test set are shown here.
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Chapter 6

Big Picture Discussion

6.1 Summary of Contributions

The works presented in Chapters 2–5 describe methods to collect and annotate unstructured behaviors from the epilepsy monitoring unit, as well as analyses to functionally map and classify neural activity with respect to behaviors labeled in a coarse manner.

Chapter 2 was our preliminary demonstration of the continuous video and neural recording system used throughout the entirety of the presented study. As a proof-of-concept, we showed that neural activity from the continuous monitoring paradigm can be used to map electrode response to left- and right-sided movements tracked using optical flow of an edge-based hand detector.

Chapter 3 evaluated whether continuously recorded intracortical signals could be used to classify coarsely labeled behavior contexts. We demonstrated that traditional features (high-frequency band spectral power) could be used to distinguish between abstract behavior contexts. We also extended our electrode assessment and functional mapping methods to the sEEG/depth modality.

Chapter 4 demonstrated an evaluation framework to study neural activity related to natural movements not evoked by a task, annotated over hours of video. We found that neural signal features previously identified from task-based experiments are also modulated before and during a variety of movement behaviors. These movement behaviors were coarsely labeled by time period and movement side using dense optical flow, meaning movements within a label represented a wide variety of uninstructed behaviors. A rigorous nested cross-validation framework was used to classify both movement onset and lateralization with statistical significance for three subjects.

Finally, Chapter 5 attempted to improve the fidelity of movement annotations extracted from clinical video by way of a semi-automated pose tracking framework. The extended system trained subject-specific convolutional neural network models on a subset of patient-specific video recordings chosen to maximize
the variety of poses trained on. Scene lighting changes were also accommodated. Afterwards, these estimations were refined over time through a Kalman filter with fitted noise parameters.

All in all, these collective works address the general challenges of recording, annotating, and evaluating neural correlates to unstructured human behaviors. The preliminary nature of this work means that a majority of our demonstrations are whether the continuous paradigm can be leveraged, how one might go about leveraging it, and evaluations that tie our results back to earlier task-based studies. The context of this work is specifically the epilepsy monitoring unit. Our advances here motivate future works that focus more intently on what types of behaviors and neural signal features to explore.

6.2 Lessons Learned

We learned many things over the course of this study, which led to discussions both published and spoken. These lessons are consolidated here, while further details can be found in each previous chapter.

6.2.1 Continuous and Passive Monitoring in the Clinic

Collecting data in clinical environments is challenging for multiple reasons. Before a new recording system can deployed, it has to go through several designs and reviews as assessed by multiple fronts. This process can add several months to a year to a new study, but is critical for human-focused research.

On the patient side, our monitoring system was designed to be as minimally intrusive during the study. This meant that it could not produce any irritating noises, sounds, or any other offenses to their senses. Had the system included wearable sensors, for example, we would have to show that wearing said sensors for a long period of time would not cause skin irritations. Protecting patient privacy was also important, both during data collection and subsequent offline analysis. As part of the study protocol, for example, we provided a log that the participants and caregivers could use in order to censor certain times of the day. Whether there was a need for biological cycle or if a delicate matter was being discussed, logged periods were immediately deleted. These recorded data were also anonymized prior to analysis, which really means that videos were processed into non-identifying features before anyone saw them.

On the clinical side, our monitoring system had to be mobile with a small footprint, so that the workflow of nurses and physicians would not be impeded. This also meant familiarizing clinicians, research coordinators, and nurses with the system. The clinical environment introduces a lot of confounding noise due to the amount of motion and equipment around the subjects. Factors like outside movement, scene lighting changes, and external electromagnetic noise had to be accounted for in offline analyses, as discussed.
in Chapters 2–5.

On the system side, our monitoring system was built to collect consistent and synchronized signals. Ensuring the quality of data collected and establishing tests to routinely monitor the status of data quality turned out to be incredibly important endeavors at the beginning of this study. This also extended to the synchronizing hardware we built, which was designed to align our video and neural signals as closely as possible (at the frame level).

IRB Protocols

As part of human-focused research, a protocol must be submitted to and approved by the Institutional Review Board (IRB) of each institution in which the study is being conducted. The protocol consists of a formal set of documents detailing the study, specifically focusing on subject protection, as described in the previous section. Between writing the protocol and several types of consent forms, collecting letters of support from all teams involved in the study, and waiting on/addressing feedback from the IRB, expect six to nine months before the study is formally approved.

6.2.2 Nuances of Unstructured Behaviors

We found that when patient behavior was monitored completely passively, in that none of their movements or behaviors were instructed by the researcher, the total number of observed active behaviors was low. Even when labeling broad movement periods using optical flow, the ratio of non-moving to moving periods (that were relevant) was almost 100:1. Clinically this was to be expected, as the study participants were recovering from neurosurgery, under the influence of various medications, and prone to seizures. In addition, many of the movement periods excluded from study were confounded or perturbed by external activity. For example, mealtimes were typically excluded even when the subject was moving because they were both obscured by their bedside table as well as movement from their caregivers.

The annotation methods in this work applied to either individual video frames or segments of video made of sequences of frames. These manual and semi-automated methods could a) mark on/offset timestamps of behaviors defined by a rubric; b) quantize the position of joints representing subject posture in each frame; c) calculate optical flow between sequential pairs of frames. These annotations are intended to represent the movement behaviors being studied, but limiting in what exactly the represented. On one hand, the coarse movement labels from Chapters 3 and 4 limited the number of distinct classes of behaviors being evaluated to an appropriate level given the sample size. In doing so, however, we disregarded the nuances between, say, the variety of left-sided movements that were possible. On the other hand, the raw values of
pose estimation and optical flow from Chapters 4 and 5 produced data consisting of many extracted values agnostic to the actual behaviors. For example, this meant that additional parsing was required to turn a sequence of x,y positions of the right hand to some other representation conducive to rapid analysis. With the potential to observe a wide variety of behaviors in the unstructured paradigm, new ways to describe and relate these behaviors are clearly necessary.

6.2.3 Neural Signal Processing

Our neural feature selection was primarily motivated by previous task-based ECoG analyses like [1] and [2]. These works identified spectral responses to various movement modalities in the high-frequency band and low-frequency band of cortical signals near central sulcus. These frequency bands were fixed at 76–100Hz and 8–32Hz, respectively, though these values tend to vary across other works. This standard approach also averages the filtered signals over a fixed window time, as a measure of signal power. While these methods are drawn from the field of digital signal processing, they are inconsiderate of the underlying properties of electrophysiological signals, in that they exhibit both periodic and aperiodic features. Recent evidence shows that these aperiodic features can be dynamic with factors like age, task demands, and cognitive state. Methods like [3] and [4] can enable informed analyses of neural correlates to unstructured behaviors, which we hope to motivate into future work.

In a related direction, there are works like [5], [6], and [7] exploring methods to learn informative encodings from raw neural signals. A particular strength of these methods is their ability to compress the increasing number of neural channels being recorded into informative encodings. Strategies that scale with increasingly larger data sets, both in terms of number of sensors and subjects, may allow for analysis of individual behaviors and their underlying neural activity.

6.3 Proof-of-Concept Results

6.3.1 Movement Sequences in 3D

While computer vision algorithms to track pose from video (which is generally 2D) are continuing to improve, we are still far from having consistently confident and reliable methods to track pose in 3D without wearing some suite of sensors such as a motion capture suit covered in infrared (IR) markers. Using our depth and infrared recording modalities and human annotation, we began generating example datasets of segmented movement sequences. To generate these 3D data, we mapped manual annotates from the infrared images onto their corresponding depth frames. The pixel x and y locations, combined with the
depth reading, can be transformed into real-world coordinate systems and is centered around the sensor by default. With this added dimension, these pose sequences are more representative of the subject’s movement as compared to their 2D counterpart in Chapter 5.

### 6.3.2 Characterization of Individual Movement Sequences

To begin addressing, or rather organizing, our 3D movement sequences, we drew from methods in the machine learning literature focused on encoding sequential data of variable lengths [8]. Discovering sequence clusters can reveal latent characteristics of subject movement and can also support high-level applications such as neural signal analysis, clinical motor evaluations, and anomaly detection. This work addresses the movement sequence clustering problem by developing a method that can detect space- and time- invariant movement clusters. Given the input sequences, our goal was to convert each trajectory into a fixed-length representation that well encodes the subject’s movement behavior. Once these high-quality trajectories are learned, we can then apply clustering algorithms on the fixed-length representations. We then show that there is mutual information between movement kinematics and these representations. We demonstrated this framework by re-characterizing monkey reaching movements from the [9] center-out reach task.

### 6.4 Future Directions

These contributions to the study of neural correlates to unstructured motor behaviors are but one step towards practical destinations like passive functional mapping of and generalizing neuroprosthetics to naturalistic behaviors. Our advances here motivate future works that focus more intently on what types of behaviors and neural signal features to explore. In the short term, these directions aim to analyze large-scale multi-modal datasets of unstructured motor behaviors from the epilepsy monitoring unit. Cortical coverage in this setting is entirely driven by patient need, which means it may not be possible to study nuances in behavior just yet. However, the broad coverage represented in such datasets may allow us to question broader areas such as the connectivity between cortical regions and how they relate to spatio-temporal patterns of neural signal indicative of abstract brain states. In the long term, we hope our demonstrations motivate new iterations of the unstructured experiment paradigm. Our works can serve as starting point for designing, deploying, and analyzing experiments in clinical settings. The need for methods that monitor and annotate multi-modal clinical data remain important. Accepting that our ability to interface with the brain and behavior will continue to evolve with growing technology, it is difficult to predict exactly how
future experiments will be designed. Some of the challenges these experimenters will face may be similar to the ones described in these works. If you are one such researcher, we hope this writing helped you in some way. Good Luck.
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