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CHAPTER 1

Introduction

The world is full of uncertainty. Computer systems in many applications need to take decisions and reason under uncertainty. For example, an autonomous robot exploring Mars may encounter unexpected obstacles, and may need to take critical decisions while partially observing the environment.

Probability theory has been around for centuries and can be used to effectively provide answers to probabilistic questions. However, storing probability distributions, which are required to answer these probabilistic questions, can be problematic for real-world problems. For example, in an application where we have 100 binary random variables, the computer needs to store $2^{100}$ numbers. This calls for an efficient way to store probability distributions compactly, and do automated reasoning directly using such compact representations.

Fortunately, in some cases, there is a way to compactly store a distribution in the form of a graphical model, which exploits conditional independence assumptions, and stores the distribution as a graph structure associated with some probabilities, called parameters. The number of parameters required to populate the graph structure can be modest compared to the size of the represented probability distribution.

Indeed, graphical models are powerful tools for reasoning under uncertainty, and have been used in many fields including computer science, cognitive science, statistics, and philosophy. In particular, graphical models have benefited applications in computer vision, bioinformatics, natural language processing, and statistical physics; for example see (Li, 2001; Yanover, Schuler-Furman, & Weiss, 2007; Lafferty, McCallum, &
The creation of useful graphical models for real-world problems has been a challenge. Domain experts crafting models and parameters usually fail to cope with large-scale problems. Fortunately, due to the wide availability of data, one attractive method of determining graphical model parameters is to learn them from data.

Learning graphical model parameters from data is typically reduced to finding the maximum likelihood estimates, which are the estimates that maximize the probability of observing the data. Such estimates are attractive as they are asymptotically consistent, which means that as the size of the data goes to infinity, the maximum likelihood estimates converge to the true unknown parameters (Fisher, 1922).

When the data is complete, i.e. has no missing values, learning can be viewed as solving a convex optimization problem. However, for some types of graphical models, every step of the optimization requires inference which is \#P-hard (Roth, 1996). As a result, commonly used convex optimization algorithms, such as gradient descent, conjugate gradient (CG) (Hestenes & Stiefel, 1952), L-BFGS (Liu & Nocedal, 1989), and Iterative Proportional Fitting (IPF) (Jirousek & Preucil, 1995) can be very slow, due to the many function evaluations, and therefore inferences, they require.

When the data has missing values, the problem is generally non-convex. In that case, Expectation Maximization (EM) (Dempster, Laird, & Rubin, 1977; Lauritzen, 1995) has been widely used to get a locally optimal solution. While EM enjoys the monotonic enhancement property, it can be very slow for large models as it requires inference at every iteration.

Due to the complexity of learning maximum likelihood estimates, other simplified methods have been proposed in the literature such as ratio matching (Hyvarinen & Dayan, 2005), composite maximum likelihood (Varin, Reid, & Firth, 2011), and contrastive divergence (Hinton, 2000). For relational Markov networks or Markov networks that otherwise assume a feature-based representation (Domingos & Lowd, 2009),
evaluating the likelihood is typically intractable, in which case one typically optimizes instead the pseudo-log-likelihood (Besag, 1975). The efficiency gains of these methods are however counterbalanced by less attractive statistical properties. For more on parameter estimation in graphical models, see (Koller & Friedman, 2009; Murphy, 2012).

We argue in this thesis that the degree of incompleteness is a main indicator of the difficulty of a learning problem. As such, we investigate a number of learning approaches, which are driven and motivated by this degree.

We have proposed the Edge Deletion Maximum Likelihood (EDML) algorithm, which is used for learning Maximum a Posteriori (MAP) parameters of a Bayesian network from incomplete data (Choi, Refaat, & Darwiche, 2011; Refaat, Choi, & Darwiche, 2012). EDML is procedurally very similar to Expectation Maximization (EM) (Dempster et al., 1977; Lauritzen, 1995), yet it has certain advantages, both theoretically and practically. Theoretically, EDML can in certain specialized cases provably converge in one iteration, whereas EM may require many iterations to solve the same learning problem. Some empirical evaluations further suggested that EDML and hybrid EDML/EM algorithms could find better parameter estimates than vanilla EM, in fewer iterations and less time. Furthermore, the learned parameters and running time of EDML improve as the data becomes less incomplete.

EDML was originally derived in terms of approximate inference on a meta-network used for Bayesian approaches to parameter estimation. This graphical representation of the estimation problem lent itself to the initial derivation of EDML, as well as to the identification of certain key theoretical properties, such as the ones we just described. The formal details, however, can be somewhat tedious, as EDML draws on a number of different concepts.

Later, we discovered a new perspective on EDML, giving new insights (Refaat, Choi, & Darwiche, 2013), by relating it to coordinate descent for continuous optimization, where sub-problems are parameterized by inference. This new perspective has a number of advantages. First, it makes immediate some results that were previously
obtained for EDML, but through some effort. Second, it facilitates the design of new
EDML algorithms for new classes of models, where graphical formulations of param-
er estimation, such as meta-networks, are lacking. In particular, we derived a new
parameter estimation algorithm for Markov networks, which is in many ways a more
challenging task, compared to the case of Bayesian networks. Empirically, we find
that EDML is sometimes capable of finding better parameter estimates, under complete
data, in less time than more popular approaches like conjugate-gradient and L-BFGS
methods, and in some cases, an order-of-magnitude faster.

In addition to this, we proposed a method to exactly decompose the problem of
learning Bayesian network parameters from incomplete data into independent learning
problems, which can lead to orders-of-magnitude speed-ups in learning time, without
sacrificing quality (Refaat, Choi, & Darwiche, 2014). In particular, we exploit vari-
ables that are always observed in the dataset to decompose the learning problem. We
show that as a result of this decomposition, the dataset can be compressed and the
decomposed problems can converge independently. Moreover, we show that similar
decomposition techniques can be used to compress the dataset when learning Markov
random fields (MRFs) from incomplete data. We show that compressing the dataset
may allow learning MRFs from large datasets hundreds of times faster.

We next give an overview of each chapter.

In Chapter 2, we give an introduction to graphical models, define our notation, and
discuss the problem of learning graphical model parameters from data.

In Chapter 3, we propose EDML for learning MAP parameters in binary Bayesian
networks under incomplete data. The method assumes Beta priors and can be used
to learn maximum likelihood parameters when the priors are uninformative. EDML
exhibits interesting behaviors, especially when compared to EM. We introduce EDML,
explain its origin, and study some of its properties both analytically and empirically.

In Chapter 4, we provide a simple characterization of EDML that enables us to
prove that its fixed points are exactly the stationary points of the likelihood (MAP) function. Furthermore, we modify EDML to guarantee improving the likelihood (MAP), at every step. In addition to this, we generalize EDML to support multivalued variables. We also propose a simple iterative method for solving its optimization problems. Finally, we provide experimental results suggesting that the modified EDML can be faster than EM.

In Chapter 5, we propose a greatly simplified perspective on EDML, which casts it as a general approach to continuous optimization. The new perspective simplifies some proofs and facilitates the design of EDML algorithms for new graphical models, leading to a new algorithm for learning parameters in Markov networks. We derive this algorithm in this chapter, and show empirically that it can sometimes learn estimates more efficiently from complete data, compared to commonly used optimization methods, such as conjugate gradient and L-BFGS.

In Chapter 6, we propose a technique for decomposing the parameter learning problem in Bayesian networks into independent learning problems. Our technique applies to incomplete datasets and exploits variables that are either hidden or observed in the given dataset. We show empirically that the proposed technique can lead to orders-of-magnitude savings in learning time. We explain analytically and empirically the reasons behind our reported savings, and compare the proposed technique to related ones that are sometimes used by inference algorithms.

In Chapter 7, we propose a technique for decomposing and compressing the dataset in the parameter learning problem in Markov random fields. Our technique applies to incomplete datasets and exploits variables that are always observed in the given dataset. We show that our technique allows exact computation of the gradient and the likelihood, and can lead to orders-of-magnitude savings in learning time. We summarize our contributions in Chapter 8.
CHAPTER 2

Technical Preliminaries

In this chapter, we give an introduction to Bayesian networks and Markov Random Fields as probabilistic graphical models. After that, we discuss the problem of learning graphical model parameters from data, and briefly discuss the notion of soft evidence.

2.1 Bayesian Networks

Consider the following scenario, which is due to (Pearl, 1988). Suppose that we have an alarm in our house that triggers when there is a burglary. However, the alarm could also trigger if an earthquake occurs. Our neighbor who has a hearing problem will give us a call in case she hears the alarm. One day we are at work and we receive a call from our neighbor saying that she heard the alarm. Given that we received this phone call, what is the probability that there is a burglary?

To answer this and other similar questions, we first need to specify the random variables of interest in this problem. There is Alarm \( A \), Burglary \( B \), Earthquake \( E \), and Call \( C \). Each variable can take one of two values: true or false. For example, \( E = \text{true} \) means that an earthquake occurred, whereas \( E = \text{false} \) means that it did not occur. Once the variables are known, we need to know the probability of every assignment for those variables. For example, what is the probability of \( E = \text{false} \), \( B = \text{false} \), \( A = \text{false} \), \( C = \text{false} \)? If we are living in a safe place with no earthquakes, and both the alarm and our neighbor are reliable, then the probability of such an assignment will be close to 1. The probabilities of all assignments is called the joint probability distribution which
can take the following form:

<table>
<thead>
<tr>
<th></th>
<th>B</th>
<th>A</th>
<th>C</th>
<th>Pr(.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>false</td>
<td>false</td>
<td>true</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>false</td>
<td>true</td>
<td>false</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

where \( Pr(.) \) denotes the probability of a value assignment to each of the variables.

Using probability theory, it is now easy to compute the probability of burglary given the call.

The joint probability distribution in this problem has 16 entries since we have 4 binary variables. In real world problems, the number of variables could be large leading to an impractical number of entries in the joint distribution which calls for a compact representation.

A Bayesian network could be used to provide a compact representation of the joint distribution. Figure 2.1 shows a Bayesian network for this problem. To build a Bayesian network, we start with the random variables in the problem definition as our nodes. After that, a directed edge is added from variable \( i \) to variable \( j \) if we perceive variable \( i \) to be a direct cause of variable \( j \). In this problem, both Earthquake and Burglary directly cause the Alarm and therefore there are edges from Earthquake to Alarm, and from Burglary to Alarm. In this case, Earthquake and Burglary are called the parents of Alarm, whereas Alarm is called their child. Moreover, the Alarm causes the Call and therefore we add an edge from Alarm to Call. Note that Earthquake and Burglary affects the Call variable. However, an edge was not added from Earthquake or Burglary to Call because they only affect the call indirectly (through Alarm). Formally, the graph structure is interpreted as a set of conditional independence constraints (Pearl, 1988). For example, given \( A, E \) and \( C \) are conditionally independent, and also \( B \) and \( C \).
Figure 2.1: A Bayesian network for the Burglary problem

After building the Bayesian network structure, we associate with each variable a table called the conditional probability table (CPT). A CPT of a variable is a conditional probability distribution of this variable given its parents. For example, for Call, we have the following CPT:

| $A$ | $C$ | $Pr(C|A)$ |
|-----|-----|-----------|
| false | false | 0.7       |
| false | true  | 0.3       |
| true  | false | 0.2       |
| true  | true  | 0.8       |

Such CPTs could be created by a domain expert or by learning techniques, (see (Darwiche, 2009)). Once all of the CPTs are ready, there are many inference algorithms that could help us answer questions like the one raised at the beginning of this chapter. In other words, the CPTs (and conditional independencies) uniquely specify a joint probability distribution.

Note that the largest CPT will be the CPT of the variable with the largest number of direct causes (parents), assuming all variables have the same cardinality. However, the size of this CPT is typically much smaller than that of the joint probability distribution. The CPT size is exponential in the number of parents, whereas the size of
the joint probability distribution is exponential in all of the variables involved in the problem definition. This is the main advantage of Bayesian networks over the explicit representation of joint probability distributions.

In our burglary example, we have manually built the network structure using the notion of cause and effect. Sometimes, deriving such relations is problematic or unknown in advance. For example, in a bioinformatics application, the role of a certain gene in causing a disease might not be known and therefore we might not be sure if we should add an edge from this gene to the disease.

One method to create a Bayesian network modeling some system or phenomenon is to learn the network from data examples. This learning problem was proved to be NP-Hard (Chickering & Heckerman, 1995).

### 2.2 Markov Random Fields

We have discussed Bayesian networks as a useful tool for representing a probability distribution. However, for some domains, being forced to choose a direction for edges can be rather awkward. For example, when we model an image, we may assume that the intensity values of neighboring pixels are correlated. We can then create a node for each pixel, and an edge between each two neighboring pixels. However, deciding on the direction of each edge may seem unnatural. An alternative is to use a Markov Random Field (MRF) which is a graphical model where edges do not have directions. MRFs can be more natural for problems such as image analysis (Murphy, 2012).

In brief, MRFs are probabilistic graphical models that have been useful to many fields, including computer vision, bioinformatics, natural language processing, and statistical physics. Like a Bayesian network, an MRF represents a joint probability distribution compactly using a structure populated with parameters. The structure is an undirected graph defining conditional independence relationships between variables in the graph, whereas the parameters consist of a factor for every maximal clique in the
graph; see (Kindermann & Snell, 1980; Koller & Friedman, 2009; Murphy, 2012).

Figure 2.2 shows an MRF for the same Burglary problem we discussed. The graph is now undirected, and every maximal clique is associated with a factor. For example, the factor over variables $A$ and $C$ can take the form:

<table>
<thead>
<tr>
<th>$A$</th>
<th>$C$</th>
<th>$f(A, C)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>false</td>
<td>false</td>
<td>7</td>
</tr>
<tr>
<td>false</td>
<td>true</td>
<td>3</td>
</tr>
<tr>
<td>true</td>
<td>false</td>
<td>2</td>
</tr>
<tr>
<td>true</td>
<td>true</td>
<td>8</td>
</tr>
</tbody>
</table>

The number associated with a particular value assignment in the factor denotes the affinity between these values: the higher the number, the more compatible these values are. Roughly speaking, $f(A, C)$ asserts that it is more likely that $A = \text{true}$, $C = \text{true}$ than $A = \text{true}$, $C = \text{false}$.

Like in a Bayesian network, the parameters of the MRF defines the local interactions between directly related variables. In a Bayesian network, we combine the CPTs by multiplication. However, in an MRF, we have no guarantees that the result of this process is a normalized joint distribution. Thus, in an MRF, we combine the factors by multiplication, and then normalize the result to define a legal distribution; see (Koller & Friedman, 2009).

### 2.3 Learning Graphical Models

We use upper case letters ($X$) to denote random variables and lower case letters ($x$) to denote their specific values. Variable sets are denoted by bold-face upper case letters ($X$) and their sets of instantiations by bold-face lower case letters ($x$). Generally, we will use $X$ to denote a variable in a Bayesian network and $U$ to denote its parents. A network parameter will therefore have the general form $\theta_{x|u}$, representing the probability $Pr(X = x|U = u)$. 
Each variable \(X\) in a Bayesian network can be thought of as inducing a number of conditional random variables, denoted by \(X|u\), where the values of variable \(X|u\) are drawn based on the conditional distribution \(Pr(X|u)\). Parameter estimation in Bayesian networks can be thought of as a process of estimating the distributions of these conditional random variables.

We will use \(\theta\) to denote the set of all network parameters. Given a network structure \(G\), our goal is to learn its parameters from an incomplete dataset, such as:

<table>
<thead>
<tr>
<th>example</th>
<th>E</th>
<th>B</th>
<th>A</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(e_1)</td>
<td>(b_1)</td>
<td>(a_1)</td>
<td>?</td>
</tr>
<tr>
<td>2</td>
<td>?</td>
<td>(b_2)</td>
<td>(a_2)</td>
<td>?</td>
</tr>
<tr>
<td>3</td>
<td>(e_1)</td>
<td>(b_2)</td>
<td>(a_2)</td>
<td>(c_1)</td>
</tr>
</tbody>
</table>

We use \(D\) to denote a dataset, and \(d_i\) to denote an example. The dataset above has three examples, with example \(d_2\) being \(B = b_2\), \(A = a_2\), and \(E\) and \(C\) being unknown.

### 2.3.1 Learning Parameters in Bayesian Networks

A commonly used measure for the quality of parameter estimates \(\theta\) is their likelihood, defined as:

\[
L(\theta|D) = \prod_{i=1}^{N} Pr_\theta(d_i),
\]
where $Pr_{\theta}$ is the distribution induced by network structure $G$ and parameters $\theta$, and $N$ is the number of data examples. We assume that the data examples are drawn independently from the true distribution. The likelihood is computed by computing the probability of each data example, and multiplying these probabilities to get the probability of observing the dataset. In the case of complete data (each example fixes the value of each variable), the maximum likelihood (ML) parameters are unique and easily obtainable by counting. For example, $\theta_{x|u}$ is computed as $\frac{\#(x,u)}{\#(u)}$, where $\#(x,u)$ is the number of times that $x$ and $u$ appear in the dataset, and $\#(u)$ is the number of times that $u$ appears in the dataset; see (Darwiche, 2009).

Learning ML parameters is harder when the data is incomplete and the EM algorithm (Dempster et al., 1977; Lauritzen, 1995) is typically employed. EM starts with some initial parameters $\theta^0$, called a seed, and successively improves on them via iteration. EM uses the update equation:

$$\theta_{x|u}^{k+1} = \frac{\sum_{i=1}^{N} Pr_{\theta^k}(x|u|d_i)}{\sum_{i=1}^{N} Pr_{\theta^k}(u|d_i)},$$

which requires inference on a Bayesian network parameterized by $\theta^k$, in order to compute $Pr_{\theta^k}(x|u|d_i)$ and $Pr_{\theta^k}(u|d_i)$. This iterative equation uses the current learned parameters $\theta^k$ to compute the most likely new parameters $\theta^{k+1}$. Given the new learned parameters $\theta^{k+1}$, it computes new statistics $Pr_{\theta^{k+1}}(x|u|d_i)$ and $Pr_{\theta^{k+1}}(u|d_i)$ to be used to compute new parameters $\theta^{k+2}$, and the process repeats.

It is known that one run of the jointree algorithm on each example is sufficient to implement an iteration of EM, which is guaranteed to never decrease the likelihood of its estimates across iterations. EM can also converge to every local maximum given that it starts with an appropriate seed. It is common to run EM with multiple seeds, keeping the best local maximum it finds. See (Darwiche, 2009; Koller & Friedman, 2009) for recent treatments on parameter learning in Bayesian networks via EM and related methods.

EM can also be used to find Maximum a Posteriori (MAP) parameters given Dirich-
let priors on network parameters. The Dirichlet prior for the parameters of a random variable \( X | u \) is specified by a set of exponents, \( \psi_{x|u} \), leading to a density \( \propto \prod_x \theta_{x|u}^{\psi_{x|u} - 1} \). It is common to assume that exponents are greater than one, which guarantees a unimodal density. For MAP parameters, EM uses the update (see, e.g., Darwiche (2009)):

\[
\theta_{k+1}^{x|u} = \frac{\psi_{x|u} - 1 + \sum_{i=1}^N P_{\theta^k}(x|d_i)}{\psi_{X|u} - |X| + \sum_{i=1}^N P_{\theta^k}(u|d_i)},
\]

(2.1)

where \( \psi_{X|u} = \sum_x \psi_{x|u} \). This iterative equation uses the current learned parameters \( \theta^k \) to compute the most likely new parameters \( \theta^{k+1} \). Given the new learned parameters \( \theta^{k+1} \), it computes new statistics \( P_{\theta^{k+1}}(x|d_i) \) and \( P_{\theta^{k+1}}(u|d_i) \) to be used to compute new parameters \( \theta^{k+2} \), and the process repeats. When \( \psi_{x|u} = 1 \), the equation reduces to the one for computing ML parameters. Moreover, using \( \psi_{x|u} = 2 \) leads to ML parameters with Laplace smoothing. This is a common technique to deal with the problem of insufficient counts (i.e., instantiations that never appear in the dataset, leading to zero probabilities and division by zero). We will use Laplace smoothing in our experiments.

### 2.3.2 Learning Parameters in MRFs

In Bayesian networks, computing the probability of a complete variable assignment is done by multiplying CPT values. However, in MRFs, factors do not have direct probabilistic semantics, and therefore a normalization constant, called the partition function, \( Z_\theta \), is used to give them probabilistic meaning. The log-likelihood in the case of a Markov network is:

\[
\ell_\ell(\theta|D) = \sum_{i=1}^N \log \frac{Z_\theta(d_i)}{Z_\theta} = -N \log Z_\theta + \sum_{i=1}^N \log Z_\theta(d_i)
\]

(2.2)

where \( Z_\theta \) is the partition function, and where \( Z_\theta(d_i) \) is similar to \( P_{\theta}(d_i) \) except that it is not normalized. The second term \( \sum_{i=1}^N \log Z_\theta(d_i) \) takes the same form as the log-likelihood used for BNs, whereas the first term \( -N \log Z_\theta \) is added for normalization, in order to ensure computing valid probability values. Namely, we have \( \frac{Z_\theta(d_i)}{Z_\theta} = P_{\theta}(d_i) \).

The goal is to maximize the likelihood as in the case of Bayesian networks.
2.3.3 Soft Evidence

EDML makes heavy use of soft evidence (i.e., evidence that changes the distribution of a variable without necessarily fixing its value). In this section, we give an introduction to the semantics of soft evidence.

We follow the treatment of (Pearl, 1988) for soft evidence, which models soft evidence as hard evidence on a virtual event $\eta$. In particular, soft evidence on some variable $X$ with $k$ values is quantified by a vector $\lambda_{x_1}, \ldots, \lambda_{x_k}$ with $\lambda_{x_i} \in [0, \infty)$. The semantics is that $\lambda_{x_1} : \cdots : \lambda_{x_k} \propto Pr(\eta|x_1) : \cdots : Pr(\eta|x_k)$. The soft evidence on variable $X$ is then emulated by asserting the hard evidence $\eta$. That is, the new distribution on variable $X$ after having asserted the soft evidence is modeled by $Pr(X|\eta)$. Note that $Pr(X|\eta)$ depends only on the ratios $\lambda_{x_1} : \cdots : \lambda_{x_k}$, not on their absolute values. Hard evidence of the form $X = x_j$ can be modeled using $\lambda_{x_i} = 0$ for all $i \neq j$, and $\lambda_{x_j} = 1$. Moreover, neutral evidence can be modeled using $\lambda_{x_i} = 1$ for all $i$. The reader is referred to (Pearl, 1988) for more details.

As an example of soft evidence, consider the burglary problem, and suppose that rumors were heard that an earthquake occurred. Since the rumors are not conclusive, we would like to model this evidence as soft rather than hard. One way to assert the soft evidence to model the rumors is to add an auxiliary node Rumors as shown in Figure 2.3 and fix Rumors to true. The CPT of Rumors quantifies the strength of the soft evidence.
Figure 2.3: A Bayesian network for the Burglary problem with soft evidence on Earthquake
CHAPTER 3

EDML: A Method for Learning Parameters in Bayesian Networks

We propose a method called EDML for learning MAP parameters in binary Bayesian networks under incomplete data. The method assumes Beta priors and can be used to learn maximum likelihood parameters when the priors are uninformative. EDML exhibits interesting behaviors, especially when compared to EM. We introduce EDML, explain its origin, and study some of its properties both analytically and empirically. This chapter is based on (Choi et al., 2011).

3.1 Introduction

We consider in this chapter the problem of learning Bayesian network parameters given incomplete data, while assuming that all network variables are binary. We propose a specific method, EDML,\(^1\) which has a similar structure and complexity to the EM algorithm (Dempster et al., 1977; Lauritzen, 1995). EDML assumes Beta priors on network parameters, allowing one to compute MAP parameters. When using uninformative priors, EDML reduces to computing maximum likelihood (ML) parameters.

EDML originated from applying an approximate inference algorithm (Choi & Darwiche, 2006) to a meta network in which parameters are explicated as variables, and on which data is asserted as evidence. The update equations of EDML resemble the

---

\(^1\)EDML stands for Edge-Deletion MAP-Learning or Edge-Deletion Maximum-Likelihood as it is based on an edge-deletion approximate inference algorithm that can compute MAP or maximum likelihood parameters.
ones for EM, yet EDML appears to have different convergence properties which stem from its being an inference method as opposed to a local search method. For example, we will identify a class of incomplete datasets on which EDML is guaranteed to converge immediately to an optimal solution, by simply reasoning about the behavior of its underlying inference method.

Even though EDML originates in a rather involved approximate inference scheme, its update equations can be intuitively justified independently. We therefore present EDML initially in Section 3.3 before delving into the details of how it was originally derived in Section 3.5.

Intuitively, EDML can be thought of as relying on two key concepts. The first concept is that of estimating the parameters of a single random variable given soft observations, i.e., observations that provide soft evidence on the values of a random variable. The second key concept behind EDML is that of interpreting the examples of an incomplete data set as providing soft observations on the random variables of a Bayesian network. As to the first concept, we also show that MAP and ML parameter estimates are unique in this case, therefore, generalizing the fundamental result which says that these estimates are unique for hard observations. This result is interesting and fundamental enough that we treat it separately in Section 3.4 before we move on and discuss the origin of EDML in Section 3.5.

We discuss some theoretical properties of EDML in Section 3.6, where we identify situations in which it is guaranteed to converge immediately to optimal estimates. We present some empirical results in Section 3.7 that corroborate some of the convergence behaviors predicted. In Section 3.8, we close with some concluding remarks on related work. We note that while we focus on binary variables in this chapter, our approach generalizes to multivalued variables as well. We will comment later on this and the reason we restricted our focus here.
As discussed earlier, EM can be used to find MAP parameters, assuming one has some priors on network parameters. The Beta distribution is commonly used as a prior on the probability of a binary random variable. In particular, the Beta for random variable $X_u$ is specified by two exponents, $\alpha_{X_u}$ and $\beta_{X_u}$, leading to a density $\propto [\theta_{x|u}]^{\alpha_{X_u}-1}[1 - \theta_{x|u}]^{\beta_{X_u}-1}$. It is common to assume that exponents are $> 1$ (the density is then unimodal). For MAP parameters, EM uses the update equation (see, e.g., (Darwiche, 2009)):

$$
\theta_{x|u}^{k+1} = \frac{\alpha_{X_u} - 1 + \sum_{i=1}^{N} Pr_{\theta^k}(x_{i|d})}{\alpha_{X_u} + \beta_{X_u} - 2 + \sum_{i=1}^{N} Pr_{\theta^k}(u|d)}.
$$

When $\alpha_{X_u} = \beta_{X_u} = 1$ (uninformative prior), the equation reduces to the one for computing ML parameters. When computing ML parameters, using $\alpha_{X_u} = \beta_{X_u} = 2$ leads to what is usually known as Laplace smoothing. This is a common technique to deal with the problem of insufficient counts (i.e., instantiations that never appear in the dataset, leading to zero probabilities and division by zero). We will indeed use Laplace smoothing in our experiments.

Our method for learning MAP and ML parameters makes heavy use of two notions: (1) the odds of an event, which is the probability of the event over the probability of its negation, and (2) the Bayes factor (Good, 1950), which is the relative change in the odds of one event, say, $X = x$, due to observing some other event, say, $\eta$. In this case, we have the odds $O(x)$ and $O(x|\eta)$, where the Bayes factor is $\kappa = O(x|\eta)/O(x)$, which is viewed as quantifying the strength of soft evidence $\eta$ on $X = x$. It is known that $\kappa = Pr(\eta|x)/Pr(\eta|\bar{x})$ and $\kappa \in [0, \infty]$. When $\kappa = 0$, the soft evidence reduces to hard evidence asserting $X = \bar{x}$. When $\kappa = \infty$, the soft evidence reduces to hard evidence asserting $X = x$. When $\kappa = 1$, the soft evidence is neutral and bears no information on $X = x$. A detailed discussion on the use of Bayes factors for soft evidence is given in (Chan & Darwiche, 2005).
Algorithm 1 EM

input:
- \( G \): A Bayesian network structure
- \( D \): An incomplete dataset \( d_1, \ldots, d_N \)
- \( \theta \): An initial parameterization of \( G \)
- \( \alpha_{X_u}, \beta_{X_u} \): Beta prior for each variable \( X_u \)

1: while not converged do
2: \( P \leftarrow \) distribution induced by \( \theta \) and \( G \)
3: Compute probabilities:
   \[ Pr(xu|d_i) \quad \text{and} \quad Pr(u|d_i) \]
   for each family instantiation \( xu \) and example \( d_i \)
4: Update parameters:
   \[ \theta_{x|u} \leftarrow \frac{\alpha_{X_u} - 1 + \sum_{i=1}^{N} Pr(xu|d_i)}{\alpha_{X_u} + \beta_{X_u} - 2 + \sum_{i=1}^{N} Pr(u|d_i)} \]
5: return parameterization \( \theta \)

Algorithm 2 EDML

input:
- \( G \): A Bayesian network structure
- \( D \): An incomplete dataset \( d_1, \ldots, d_N \)
- \( \theta \): An initial parameterization of \( G \)
- \( \alpha_{X_u}, \beta_{X_u} \): Beta prior for each variable \( X_u \)

1: while not converged do
2: \( P \leftarrow \) distribution induced by \( \theta \) and \( G \)
3: Compute Bayes factors:
   \[ \kappa_{x|u}^{i} \leftarrow \frac{Pr(xu|d_i)/Pr(x|u) - Pr(u|d_i) + 1}{Pr(x|d_i)/Pr(x|u) - Pr(u|d_i) + 1} \quad (3.1) \]
   for each family instantiation \( xu \) and example \( d_i \)
4: Update parameters:
   \[ \theta_{x|u} \leftarrow \arg \max_p \left[ p^{\alpha_{X_u} - 1} (1 - p)^{\beta_{X_u} - 1} \times \prod_{i=1}^{N} [\kappa_{x|u}^{i} \cdot p - p + 1] \right] \quad (3.2) \]
5: return parameterization \( \theta \)

3.3 An Overview of EDML

Consider Algorithm 1, which provides pseudocode for EM. EM typically starts with some initial parameter estimates, called a seed, and then iterates to monotonically improve on these estimates. Each iteration consists of two steps. The first step, Line 3, computes marginals over the families of a Bayesian network that is parameterized by the current estimates. The second step, Line 4, uses the computed probabilities to update the network parameters. The process continues until some convergence criterion is met. The main point here is that the computation on Line 3 can be implemented by a single run of the jointree algorithm, while the update on Line 4 is immediate.
Consider now Algorithm 2, which provides pseudocode for EDML, to be contrasted with the one for EM. The two algorithms clearly have the same overall structure. That is, EDML also starts with some initial parameters estimates, called a seed, and then iterates to update these estimates. Each iteration consists of two steps. The first step, Line 3, computes Bayes factors using a Bayesian network that is parameterized by the current estimates. The second step, Line 4, uses the computed Bayes factors to update network parameters. The process continues until some convergence criterion is met. Much like EM, the computation on Line 3 can be implemented by a single run of the jointree algorithm. Unlike EM, however, the update on Line 4 is not immediate as it involves solving an optimization problem, albeit a simple one. Aside from this optimization task, EM and EDML have the same computational complexity.

We next explain the two concepts underlying EDML and how they lead to the equations of Algorithm 2.

3.3.1 Estimation from Soft Observations

Consider a random variable $X$ with values $x$ and $\bar{x}$, and suppose that we have $N > 0$ independent observations of $X$, with $N_x$ as the number of positive observations. It is well known that the ML parameter estimates for random variable $X$ are unique in this case and characterized by $\theta_x = N_x/N$. If one further assumes a Beta prior with exponents $\alpha$ and $\beta$ that are $\geq 1$, it is also known that the MAP parameter estimates are unique and characterized by $\theta_x = \frac{N_x + \alpha - 1}{N + \alpha + \beta - 2}$.

Consider now a more general problem in which the observations are soft in that they only provide soft evidence on the values of random variable $X$. That is, each soft observation $\eta_i$ is associated with a Bayes factor $\kappa_x^i = O(x|\eta_i)/O(x)$ which quantifies the evidence that $\eta_i$ provides on having observed the value $x$ of variable $X$. We will show later that the ML estimates remain unique in this more general case, if at least one of the soft observations is not trivial (i.e., with Bayes factor $\kappa_x^i \neq 1$). Moreover, we
will show that the MAP estimates are also unique assuming a Beta prior with exponents \( \geq 1 \). In particular, we will show that the unique MAP estimates are characterized by Equation 3.2 of Algorithm 2. Further, we will show that the unique ML estimates are characterized by the same equation while using a Beta prior with exponents \( = 1 \). This is the first key concept that underlies our proposed algorithm for estimating ML and MAP parameters in a binary Bayesian network.

### 3.3.2 Examples as Soft Observations

The second key concept underlying EDML is to interpret each example \( d_i \) in a dataset as providing a soft observation on each random variable \( X_u \). As mentioned earlier, soft observations are specified by Bayes factors and, hence, one needs to specify the Bayes factor \( \kappa_{x|u}^i \) that example \( d_i \) induces on random variable \( X_u \). EDML uses Equation 3.1 for this purpose, which will be derived in Section 3.5. We next consider a few special cases of this equation to highlight its behavior.

Consider first the case in which example \( d_i \) implies parent instantiation \( u \) (i.e., the parents \( U \) of variable \( X \) are instantiated to \( u \) in example \( d_i \)). In this case, Equation 3.1 reduces to \( \kappa_{x|u}^i = \frac{O(x|u,d_i)}{O(x|u)} \), which is the relative change in the odds of \( x \) given \( u \) due to conditioning on example \( d_i \). Note that for root variables \( X \), which have no parents \( U \), Equation 3.1 further reduces to \( \kappa_{x|u}^i = \frac{O(x|d_i)}{O(x)} \).

The second case we consider is when example \( d_i \) is inconsistent with parent instantiation \( u \). In this case, Equation 3.1 reduces to \( \kappa_{x|u}^i = 1 \), which amounts to neutral evidence. Hence, example \( d_i \) is irrelevant to estimating the distribution of variable \( X_u \) in this case, and will be ignored by EDML.

The last special case of Equation 3.1 we shall consider is when the example \( d_i \) is complete; that is, it fixes the value of each variable. In this case, one can verify that \( \kappa_{x|u}^i \in \{0, 1, \infty\} \) and, hence, the example can be viewed as providing either neutral or hard evidence on each random variable \( X_u \). Thus, an example will provide soft obser-
observations on variables only when it is incomplete (i.e., missing some values). Otherwise, it is either irrelevant to, or provides a hard observation on each variable $X_u$.

In the next section, we prove Equation 3.2 of Algorithm 2. In Section 3.5, we discuss the origin of EDML, where we go on and derive Equation 3.1 of Algorithm 2.

### 3.4 Estimation from Soft Observations

Consider a binary variable $X$. Figure 3.1 depicts a network where $\theta_x$ is a parameter representing $Pr(X = x)$ and $X^1, \ldots, X^N$ are independent observations of $X$. Suppose further that we have a Beta prior on parameter $\theta_x$ with exponents $\alpha \geq 1$ and $\beta \geq 1$. A standard estimation problem is to assume that we know the values of these observations and then estimate the parameter $\theta_x$. We now consider a variant on this problem, in which we only have soft evidence $\eta_i$ about each observation, whose strength is quantified by a Bayes factor $\kappa^i_x = O(x|\eta_i)/O(x)$. Here, $\kappa^i_x$ represents the change in odds that the $i$-th observation is positive due to evidence $\eta_i$. We will refer to $\eta_i$ as a soft observation on variable $X$, and our goal in this section is to compute (and optimize) the posterior density on parameter $\theta_x$ given these soft observations $\eta_1, \ldots, \eta_N$. 

![Figure 3.1: Estimation given independent observations.](image)
We first consider the likelihood:

$$Pr(\eta_1, \ldots, \eta_N|\theta_x) = \prod_{i=1}^{N} Pr(\eta_i|\theta_x)$$

$$= \prod_{i=1}^{N} [Pr(\eta_i|x, \theta_x) Pr(x|\theta_x) + Pr(\eta_i|x, \theta_x) Pr(x|\theta_x)]$$

$$= \prod_{i=1}^{N} [Pr(\eta_i|x) \theta_x + Pr(\eta_i|x)(1 - \theta_x)]$$

$$\propto \prod_{i=1}^{N} [\kappa^i_x \cdot \theta_x - \theta_x + 1].$$

The last step follows because $\kappa^i_x = O(x|\eta_i)/O(x) = Pr(\eta_i|x)/Pr(\eta_i|x)$. The posterior density is then:

$$\rho(\theta_x|\eta_1, \ldots, \eta_N) \propto \rho(\theta_x) Pr(\eta_1, \ldots, \eta_N|\theta_x)$$

$$\propto [\theta_x^{\alpha-1}(1 - \theta_x)^{\beta-1}] \prod_{i=1}^{N} [\kappa^i_x \cdot \theta_x - \theta_x + 1].$$

This is exactly Equation 3.2 of Algorithm 2 assuming we replace the random variable $X$ with the conditional random variable $X_u$.\textsuperscript{2}

The second derivative of the log posterior is

$$-\frac{\alpha - 1}{[\theta_x]^2} - \frac{\beta - 1}{[1 - \theta_x]^2} - \sum_i \left[\frac{(\kappa^i_x - 1)}{(\kappa^i_x - 1)\theta_x + 1}\right]^2$$

which is strictly negative when $\kappa^i_x \neq 1$ for at least one $i$. This remains true when $\alpha = \beta = 1$. Hence, both the likelihood function and the posterior density are strictly log-concave and therefore have unique modes. This means that both ML and MAP parameter estimates are unique in the case of soft, independent observations, which generalizes the uniqueness result for hard, independent observations on a variable $X$.

### 3.5 The Origin of EDML

This section reveals the technical origin of EDML, showing how Equation 3.1 of Algorithm 2 is derived, and providing the basis for the overall structure of EDML as spelled out in Algorithm 2.

\textsuperscript{2} The case of $\kappa^i_x = \infty$ needs to be handled carefully in Equation 3.2. First note that $\kappa^i_x = \infty$ iff $Pr(\eta_i|x) = 0$ in the derivation of this equation. In this case, the term $Pr(\eta_i|x)\theta_x + Pr(\eta_i|x)(1 - \theta_x)$ equals $c \cdot \theta_x$ for some constant $c \in (0, 1]$. Since the value of Equation 3.2 does not depend on constant $c$, we will assume $c = 1$. Hence, when $\kappa^i_x = \infty$, the term $[\kappa^i_x \cdot \theta_x - \theta_x + 1]$ evaluates to $\theta_x$ by convention.
EDML originated from an approximation algorithm for computing MAP parameters in a meta network. Figure 3.2 depicts an example meta network in which parameters are represented explicitly as nodes (Darwiche, 2009). In particular, for each conditional random variable $X_u$ in the original Bayesian network, called the base network, we have a node $\theta_{x|u}$ in the meta network which represents a parameter that characterizes the distribution of this random variable. Moreover, the meta network includes enough instances of the base network to allow the assertion of each example $d_i$ as evidence on one of these instances. Assuming that $\theta$ is an instantiation of all parameter variables, and $D$ is a dataset, MAP estimates are then:

$$\theta^* = \arg\max_{\theta} \rho(\theta|D),$$

where $\rho$ is the density induced by the meta network.

Computing MAP estimates exactly is usually prohibitive due to the structure of the meta network. We therefore use the technique of edge deletion (Choi & Darwiche, 2006), which formulates approximate inference as exact inference on a simplified network that is obtained by deleting edges from the original network. The technique com-
Figure 3.3: Introducing generators into a meta network and then deleting copy edges from the resulting meta network, which leads to introducing clones.

pensates for these deletions by introducing auxiliary parameters whose values must be chosen carefully (and usually iteratively) in order to improve the quality of approximations obtained from the simplified network. EDML is the result of making a few specific choices for deleting edges and for choosing values for the auxiliary parameters introduced, which we explain next.

3.5.1 Introducing Generators

Let $X^i$ denote the instance of variable $X$ in the base network corresponding to example $d_i$. The first choice of EDML is that for each edge $\theta_{x|u} \rightarrow X^i$ in the meta network, we introduce a generator variable $X^i_u$, leading to the pair of edges $\theta_{x|u} \rightarrow X^i_u \rightarrow X^i$. Figure 3.3(a) depicts a fragment of the meta network in Figure 3.2, in which we introduced two generator variables for edges $\theta_{e|h} \rightarrow E^3$ and $\theta_{e|\bar{h}} \rightarrow E^3$, leading to $\theta_{e|h} \rightarrow E^3_h \rightarrow E^3$ and $\theta_{e|\bar{h}} \rightarrow E^3_{\bar{h}} \rightarrow E^3$.

Variable $X^i_u$ is meant to generate values of variable $X^i$ according to the distribution specified by parameter $\theta_{e|u}$. Hence, the conditional distribution of a generator $X^i_u$ is
such that $P_r(x^i_u|\theta_x|u) = \theta_x|u$. Moreover, the CPT of variable $X^i$ is set to ensure that variable $X^i$ copies the value of generator $X^i_u$ if and only if the parents of $X^i$ take on the value $u$. That is, the CPT of variable $X^i$ acts as a selector that chooses a particular generator $X^i_u$ to copy from, depending on the values of its parents $U$. For example, in Figure 3.3(a), when parent $H^3$ takes on its positive value $h$, variable $E^3$ copies the value of generator $E^3_h$. When parent $H^3$ takes on its negative value $\bar{h}$, variable $E^3$ copies the value of generator $E^3_{\bar{h}}$.

Adding generator variables does not change the meta network as it continues to have the same density over the original variables. Yet, generators are essential to the derivation of EDML as they will be used for interpreting data examples as soft observations.

### 3.5.2 Deleting Copy Edges

The second choice made by EDML is that we only delete edges of the form $X^i_u \rightarrow X^i$ from the augmented meta network, which we shall call copy edges. Figure 3.3(b) depicts an example in which we have deleted the two copy edges from Figure 3.3(a).

Note here the addition of another auxiliary variable $X^i_u$, called a clone, for each generator $X^i_u$. The addition of clones is mandated by the edge deletion framework. Moreover, if the CPT of clone $X^i_u$ is chosen carefully, it can compensate for the parent-to-child information lost when deleting edge $X^i_u \rightarrow X^i$. We will later see how EDML sets these CPTs. The other aspect of compensating for a deleted edge is to specify soft evidence on each generator $X^i_u$. This is also mandated by the edge deletion framework, and is meant to compensate for the child-to-parent information lost when deleting edge $X^i_u \rightarrow X^i$. We will later see how EDML sets this soft evidence as well, which effectively completes the specification of the algorithm. We prelude this specification, however, by making some further observations about the structure of the meta network after edge deletion.
Figure 3.4: An edge-deleted network obtained from the meta network in Figure 3.2 found by: (1) adding generator variables, (2) deleting copy edges, and (3) adding cloned generators. The figure highlights the island for example $d_2$, and the island for parameter $\theta_{s|h}$.

### 3.5.3 Parameter & Example Islands

Consider the network in Figure 3.4, which is obtained from the meta network in Figure 3.2 according to the edge-deletion process indicated earlier.

The edge-deleted network contains a set of disconnected structures, called *islands*. Each island belongs to one of two classes: a *parameter island* for each network parameter $\theta_{x|u}$ and an *example island* for each example $d_i$ in the dataset. Figure 3.4 provides the full details for one example island and one parameter island. Note that each parameter island corresponds to a Naive Bayes structure, with parameter $\theta_{x|u}$ as the root and generators $X^i_u$ as children. When soft evidence is asserted on these generators, we get the estimation problem we treated in Section 3.4.

EDML can now be fully described by specifying (1) the soft evidence on each generator $X^i_u$ in a parameter island, and (2) the CPT of each clone $X^{i^*}_u$ in an example island. These specifications are given next.
3.5.4 Child-To-Parent Compensation

The edge deletion approach suggests the following soft evidence on generators $X_u^i$, specified as Bayes factors:

$$
\kappa_{x|u}^i = \frac{O(x_u^i|d_i)}{O(x_u^i)} = \frac{Pr^i(d_i|x_u^i)}{Pr^i(d_i|x_u^i)},
$$

where $Pr^i$ is the distribution induced by the island of example $d_i$. We will now show that this equation simplifies to Equation 3.1 of Algorithm 2.

Suppose that we marginalize all clones $X_u^i$ from the island of example $d_i$, leading to a network that induces a distribution $Pr$. The new network has the following properties. First, it has the same structure as the base network. Second, $Pr(x|u) = Pr^i(x_u^i)$, which means that the CPTs of clones in example islands correspond to parameters in the base network. Finally, if we use $\bar{u}$ to denote the disjunction of all parent instantiations excluding $u$, we get:

$$
\kappa_{x|u}^i = \frac{Pr^i(d_i|x_u^i)}{Pr^i(d_i|x_u^i)} = \frac{Pr(d_i|x_u^i)Pr(u) + Pr(d_i|\bar{u})Pr(\bar{u})}{Pr(d_i|x_u^i)Pr(u) + Pr(d_i|\bar{u})Pr(\bar{u})} = \frac{Pr(xu|d_i)/Pr(x|u) - Pr(\bar{u}|d_i)}{Pr(\bar{x}u|d_i)/Pr(\bar{x}|u) - Pr(\bar{u}|d_i) + 1}.
$$

This is exactly Equation 3.1 of Algorithm 2. Hence, we can evaluate Equation 3.3 by evaluating Equation 3.1 on the base network, as long as we seed the base network with parameters that correspond to the CPTs of clones in an example island.

3.5.5 Parent-To-Child Compensation

We now complete the derivation of EDML by showing how it specifies the CPTs of clones in example islands, which are needed for computing soft evidence as in the previous section.

In a nutshell, EDML assumes an initial value of these CPTs, typically chosen randomly. Given these CPTs, example islands will be fully specified and EDML will
compute soft evidence as given by Equation 3.3. The computed soft evidence is then injected on the generators of parameter islands, leading to a full specification of these islands. EDML will then estimate parameters by solving an exact optimization problem on each parameter island as shown in Section 3.4. The estimated parameters are then used as the new values of CPTs for clones in example islands. This process repeats until convergence.

We have shown in the previous section that the CPTs of clones are in one-to-one correspondence with the parameters of the base network. We have also shown that soft evidence, as given by Equation 3.3, can be computed by evaluating Equation 3.1 of Algorithm 2 (with parameters $\theta$ corresponding to the CPTs of clones in an example island). EDML takes advantage of this correspondence, leading to the simplified statement spelled out in Algorithm 2.
3.6 Some Properties of EDML

Being an approximate inference method, one can sometimes identify good behaviors of EDML by identifying situations under which the underlying inference algorithm will produce high quality approximations. We provide a result in this section that illustrates this point in the extreme, where EDML is guaranteed to return optimal estimates and in only one iteration. Our result relies on the following observation about parameter estimation via inference on a meta network.

When the parents $U$ of a variable $X$ are observed to $u$ in an example $d_i$, all edges $\theta_{x|u} \rightarrow X^i$ in the meta network become superfluous and can be pruned, except for the one edge that satisfies $u_\ast = u$. Moreover, edges outgoing from observed nodes can also be pruned from a meta network. Suppose now that the parents of each variable are observed in a dataset. After pruning edges as indicated earlier, each parameter variable $\theta_{x|u}$ will end up being the root of an isolated naive Bayes structure that has some variables $X^i$ as its children (those whose parents are instantiated to $u$ in example $d_i$). Figure 3.5 depicts the result of such pruning in the meta network of Figure 3.2, given a dataset with $H_1 = \bar{h}$, $H_2 = h$ and $H_3 = \bar{h}$.

The above observation implies that when the parents of each variable are observed in a dataset, parameters can be estimated independently. This leads to the following well known result.

**Proposition 1** When the dataset is complete, the ML estimate for parameter $\theta_{x|u}$ is unique and given by $D\#(xu) / D\#(u)$, where $D\#(xu)$ is the number of examples containing $xu$ and $D\#(u)$ is the number of examples containing $u$.

It is well known that EM returns such estimates and in only one iteration (i.e., independently of its seed). The following more general result is also implied by our earlier observation.
Proposition 2  When only leaf variables have missing values in a dataset, the ML estimate for each parameter $\theta_{x|u}$ is unique and given by $D\#(xu)/D^+\#(u)$. Here, $D^+\#(u)$ is the number of examples containing $u$ and in which $X$ is observed.

We can now prove the following property of EDML, which is not satisfied by EM, as we show next.

Theorem 1 When only leaf variables have missing values in a dataset, EDML returns the unique ML estimates given by Proposition 2 and in only one iteration.

Proof  Consider an example $d_i$ that fixes the values of parents $U$ for variable $X$ and consider Equation 3.1. First, $\kappa_{x|u}^i = 1$ iff example $d_i$ is inconsistent with $u$ or does not set the value of $X$. Next, $\kappa_{x|u}^i = 0$ iff example $d_i$ contains $\bar{x}u$. Finally, $\kappa_{x|u}^i = \infty$ iff example $d_i$ contains $xu$. Moreover, these values are independent of the EDML seed so the algorithm converges in one iteration. Given these values of the Bayes factors, Equation 3.2 leads to the estimate of Proposition 2. □

We have a number of observations about this result. First, since Proposition 1 is implied by Proposition 2, EDML returns the unique ML estimates in only one iteration when the dataset is complete (just like EM). Next, when only the values of leaf variables are missing in a dataset, Proposition 2 says that there is a unique ML estimate for each network parameter. Moreover, Theorem 1 says that EDML returns these unique estimates and in only one iteration. Finally, Theorem 1 does not hold for EM. In particular, one can show that under the conditions of this theorem, an EM iteration will update its current parameter estimates $\theta$ and return the following estimates for $\theta_{x|u}$:

$$\frac{D\#(xu) + D^-\#(u)Pr(x|u)}{D\#(u)}.$$

Here, $D^-\#(u)$ is the number of examples that contain $u$ and in which the value of $X$ is missing. This next estimate clearly depends on the current parameter estimates. As a result, the behavior of EM will depend on its initial seed, unlike EDML.
When only the values of leaf variables are missing, there is a unique optimal solution as shown by Proposition 2. Since EM is known to converge to a local optimum, it will eventually return the optimal estimates as well, but possibly after some number of iterations. In this case, the difference between EM and EDML is simply in the speed of convergence.

Theorem 1 clearly suggests better convergence behavior of EDML over EM in some situations. We next present initial experiments supporting this suggestion.

3.7 More on Convergence

We highlight now a few empirical properties of EDML. In particular, we show how EDML can sometimes find higher quality estimates than EM, in fewer iterations and also in less time.

We highlight different types of relative convergence behavior in Figure 3.6, which depicts example runs on a selection of networks: spect, win95pts, emdec6g, and tcc4e. Network spect is a naive Bayes network induced from a dataset in the UCI ML repository, with 1 class variable and 22 attributes. Network win95pts (76 variables) is an expert system for printer troubleshooting in Windows 95. Networks emdec6g (168 variables) and tcc4e (98 variables) are noisy-or networks for diagnosis (courtesy of HRL Laboratories).

We simulated datasets of size $2^k$, using the original CPT parameters of the respective networks, and then used EDML and EM to learn new parameters for a network with the same structure. We assumed that certain variables were hidden (latent); in Figure 3.6, we randomly chose $\frac{1}{4}$ of the variables to be hidden. Hidden nodes are of particular interest to EM, because it has been observed that local extrema and convergence rates can be problematic for EM here; see, for example (Elidan & Friedman, 2005; Salakhutdinov, Roweis, & Ghahramani, 2003).

In Figure 3.6, each plot represents a simulated data set of size $2^{10}$, where EDML and
EM have been initialized with the same random parameter seeds. Both algorithms were run for a fixed number of iterations, 1024 in this case, and we observed the quality of the parameter estimates found, with respect to the log posterior probability (which has been normalized so that the maximum log probability observed is 0.0). We assumed a Beta prior with exponents 2. EDML damped its parameter updates by a factor of $\frac{1}{2}$, which is typical for (loopy) belief propagation algorithms.\(^3\)

In the left column of Figure 3.6, we evaluated the quality of estimates over iterations of EDML and EM. In these examples, EDML (represented by a solid red line) tended to have better quality estimates from iteration to iteration (curves that are higher are better), and further managed to find them in fewer iterations (curves to the left are faster).\(^4\) This is most dramatic in network spect, where EDML appears to have converged almost immediately, whereas EM spent a significant number of iterations to reach estimates of comparable quality. As most nodes hidden in network spect were leaf nodes, this may be expected due to the considerations from the previous section.

In the right column of Figure 3.6, we evaluated the quality of estimates, now in terms of time. We remark again that procedurally, EDML and EM are very similar, and each algorithm needs only one evaluation of the jointree algorithm per distinct example in the data set (per iteration). EDML solves an optimization problem per distinct example, whereas EM has a closed-form update equation in the corresponding step (Line 4 in Algorithms 1 and 2). Although this optimization problem is a simple one, EDML does require more time per iteration than EM. The right column of Figure 3.6 suggests that EDML can still find better estimates faster, especially in the cases where EDML has converged in significantly fewer iterations. In network emdec6g, we find that although EDML appeared to converge in fewer iterations, EM was able to find better estimates in less time. We anticipate in larger networks with higher treewidth, the time

\(^3\)The simple bisection method suffices for the optimization sub-problem in EDML for binary Bayesian networks. In our current implementation, we used the conjugate gradient method, with a convergence threshold of $10^{-8}$.

\(^4\)We omit the results of the first 10 iterations as initial parameter estimates are relatively poor, which make the plots difficult to read.
spent in the simple optimization sub-problem will be dominated by the time to perform jointree propagation.

We also performed experiments on networks learned from binary haplotype data (Elidan & Gould, 2008), which are networks with bounded treewidth. Here, we simulated data sets of size $2^{10}$, where we again randomly selected $\frac{1}{4}$ of the variables to be hidden. We further ran EDML and EM for a fixed number of iterations (512, here). For each of the 74 networks available, we ran EDML and EM with 3 random seeds, for a total of 222 cases. In Figure 3.7, we highlight a selection of the runs we performed, to illustrate examples of relative convergence behaviors. Again, in the first row, we see a case where EDML identifies better estimates in fewer iterations and less time. In the next two rows, we highlight two cases where EDML appears to converge to a superior fixed point than the one that EM appears to converge to. In the last row, we highlight an instance where EM instead converges to a superior estimate. In Figure 3.8, we compare the estimates of EDML and EM at each iteration, computing the percentage of the $74 \times 3 = 222$ cases considered, where EDML had estimates no worse than those found by EM. In this set of experiments, the estimates identified by EDML are clearly superior (or at least, no worse in most cases), when compared to EM.

We remark however, that when both algorithms are given enough iterations to converge, we have observed that the quality of the estimates found by both algorithms are often comparable. This is evident in Figure 3.6, for example. The analysis from the previous section indicates however that there are (very specialized) situations where EDML would be clearly preferred over EM. One subject of future study is the identification of situations and applications where EDML would be preferred in practice as well.
3.8 Related Work

EM has played a critical role in learning probabilistic graphical models and Bayesian networks (Dempster et al., 1977; Lauritzen, 1995; Heckerman, 1998). However learning (and Bayesian learning in particular) remains challenging in a variety of situations, particularly when there are hidden (latent) variables; see, e.g., (Elidan, Ninio, Friedman, & Shuurmans, 2002; Elidan & Friedman, 2005). Slow convergence of EM has also been recognized, particularly in the presence of hidden variables. A variety of techniques, some incorporating more traditional approaches to optimization, have been proposed in the literature; see, e.g., (Thiesson, Meek, & Heckerman, 2001).

Variational approaches are an increasingly popular formalism for learning tasks as well, and for topic models in particular, where variational alternatives to EM are used to maximize a lower bound on the log likelihood (Blei, Ng, & Jordan, 2003). Expectation Propagation also provides variations of EM (Minka & Lafferty, 2002) and is closely related to (loopy) belief propagation (Minka, 2001).

Our empirical results have been restricted to a preliminary investigation of the convergence of EDML, in contrast to EM. A more comprehensive evaluation is called for in relation to both EM and other approaches based on Bayesian inference. We have also focused this chapter on binary variables. EDML, however, generalizes to multivalued variables since edge deletion does not require a restriction to binary variables and the key result of Section 3.4 also generalizes to multivalued variables. The resulting formulation is less transparent though when compared to the binary case since Bayes factors no longer apply directly and one must appeal to a more complex method for quantifying soft evidence; see (Chan & Darwiche, 2005).
Figure 3.6: Quality of parameter estimates over iterations (left column) and time (right column). Going right on the $x$-axis, we have increasing iterations and time. Going up on the $y$-axis, we have increasing quality of parameter estimates. EDML is depicted with a solid red line, and EM with a dashed black line.
Figure 3.7: Quality of parameter estimates over iterations (left column) and time (right column). Going right on the $x$-axis, we have increasing iterations and time. Going up the $y$-axis, we have increasing quality of parameter estimates. EDML is depicted with a solid red line, and EM with a dashed black line.
Figure 3.8: Quality of EDML estimates over 74 networks (3 cases each) induced from binary haplotype data. Going right on the $x$-axis, we have increasing iterations. Going up the $y$-axis, we have an increasing percentage of instances where EDML’s estimates were no worse than those given by EM.
CHAPTER 4

Advances and Theoretical Insight into EDML

We provide a simple characterization of EDML that enables us to prove that its fixed points are exactly the stationary points of the likelihood (MAP) function. Furthermore, we modify EDML to guarantee improving the likelihood (MAP), at every step. In addition to this, we generalize EDML to support multivalued variables. We also propose a simple iterative method for solving its optimization problems. Finally, we provide experimental results suggesting that the modified EDML can sometimes be faster, in running time, than EM. This chapter is based on (Refaat et al., 2012).

4.1 Introduction

In this chapter, we present a number of new results and insights on the EDML algorithm. First, we provide a simple extension of EDML to Bayesian networks over multivalued variables. We also show that the convex optimization problem that underlies the binary version of EDML, remains convex for the multivalued case.

Next, we identify a new and simplified characterization of EDML, which facilitates a number of theoretical observations about EDML. For example, this new characterization implies a simple, fixed-point iterative algorithm for solving the convex optimization problems underlying EDML. Moreover, we show that this fixed-point algorithm monotonically improves the solutions of these convex optimization problems, which correspond to an approximate factorization of the posterior over network parameters.

Armed with this new characterization of EDML, we go on to identify a surprising
Algorithm 3 EM

\[ \text{Algorithm 4 Multivalued EDML} \]

\begin{align*}
\text{input:} & \quad G: \text{A Bayesian network structure} \\
& \quad D: \text{An incomplete dataset } d_1, \ldots, d_N \\
& \quad \theta: \text{An initial parameterization of structure } G \\
& \quad \psi: \text{A Dirichlet prior for each parameter set } \theta_{X|u} \\
1: & \text{while not converged do} \\
2: & \quad Pr \leftarrow \text{distribution induced by } \theta \text{ and } G \\
3: & \quad \text{Compute probabilities:} \\
& \quad \quad Pr(x|u|d_i) \text{ and } Pr(u|d_i) \\
& \quad \text{for each family instantiation } xu \text{ and example } d_i \\
4: & \quad \text{Update parameters:} \\
& \quad \quad \theta_{x|u} \leftarrow \frac{\psi_{x|u} - 1 + \sum_{i=1}^{N} Pr(x|u|d_i)}{\psi_{x|u} - |X| + \sum_{i=1}^{N} Pr(u|d_i)} \\
5: & \quad \text{return parameterization } \theta \\
\end{align*}

connection between EDML and EM (considering their theoretical and practical differences). In particular, we show that a fixed point of EDML is a fixed point of EM, and vice versa. This observation has a number of implications. First, it provides a new perspective on EM fixed points, based on the semantics of EDML, which was originally inspired by an approximate inference algorithm for Bayesian networks that subsumed the influential loopy belief propagation algorithm as a degenerate case (Pearl, 1988; Choi & Darwiche, 2006). Second, it suggests a hybrid EDML/EM algorithm that seeks to take advantage of the desirable properties from each: the improved convergence behavior of EDML, and the monotonic improvement property of EM.

4.2 Multivalued EDML
One contribution of this chapter is the extension of binary EDML so that it handles multivalued variables as well. In principle, the extension turns out to be straightforward and is depicted in Algorithm 4. However, two issues require further discussion. The first concerns the specification of soft evidence for multivalued variables. The second is confirming that the optimization problem corresponding to a parameter island (on Line 4 of Algorithm 4) remains strictly concave, therefore, admitting unique solutions. We will consider both issues next.

4.2.1 Examples as Soft Evidence

The first key concept of EDML is to interpret a data example $d_i$ in the dataset as soft evidence on a conditional random variable $X|u$. As mentioned earlier, soft evidence on a variable is modeled using a vector of parameters, one for each value of the variable. We will therefore use $\lambda_{x|u}$ to denote the parameter pertaining to value $x$ of variable $X|u$.

EDML uses Equation 4.1 in Algorithm 4 to compute soft evidence. In particular, example $d_i$ is viewed as soft evidence on conditional random variable $X|u$ that is quantified as follows:

$$
\lambda_{x|u}^i \leftarrow Pr(xu|d_i)/Pr(x|u) - Pr(u|d_i) + 1
$$

We will not derive this equation here as it resembles the one for binary EDML. We will, however, discuss some of its key properties in this and further sections.

Consider the case when the example $d_i$ is inconsistent with the parent instantiation $u$. In this case, the example should be irrelevant to variable $X|u$. Equation 4.1 does the right thing here as it reduces to 1 for all values of $x$, which amounts to neutral evidence.

Another special case is when example $d_i$ is complete; that is, it has no missing values. In this case, one can verify that if $d_i$ is consistent with $u$ (relevant), then $\lambda_{x|u}^i = 0$ for all values $x$ except the value $x^*$ consistent with $d_i$. This is equivalent to hard evidence in favor of $x^*$. On the other hand, if $d_i$ is inconsistent with $u$ (irrelevant), then
Figure 4.1: Learning from independent, hard observations $X^1, \ldots, X^N$. The distribution of variable $X$ is specified by parameter set $\theta_X$.

$\lambda^i_{x|u} = 1$ for all values $x$, providing neutral evidence. In a nutshell, a complete example provides either hard evidence, if it is relevant; or neutral evidence, if it is irrelevant.

### 4.2.2 Learning from Soft Evidence

Consider the standard learning problem depicted in Figure 4.1. Here, we have a variable $X$ that takes $k$ values $x_1, \ldots, x_k$ and has a distribution specified by a parameter set $\theta_X : \theta_{x_1}, \ldots, \theta_{x_k}$. That is, each parameter $\theta_{x_i}$ represents the corresponding probability $Pr(X = x_i)$. Suppose further that we have a Dirichlet prior $\rho(\theta_X)$ on the parameter set with exponents $\psi_{x_i}$ greater than one. A standard learning problem here is to compute the MAP estimates of parameter set $\theta_X$ given $N$ independent observations on the variable $X$. MAP estimates are known to be unique in this case and have a corresponding closed form. In particular, it is known that the posterior $\rho(\theta_X|X^1, \ldots, X^N)$ is a unimodal Dirichlet and, hence, has a unique maximum; see for example (Darwiche, 2009).

EDML is based on a variant of this learning problem in which we are given $N$ soft observations on variable $X$ instead of hard observations. This variant is shown in Figure 4.2, where each observation $X^i$ has a child $\eta^i$ that is used to emulate soft evidence on $X^i$. That is, to represent soft evidence $\lambda^i_{x_1}, \ldots, \lambda^i_{x_k}$, we simply choose the CPT for $\eta^i$ so that $Pr(\eta^i|x_1) : \cdots : Pr(\eta^i|x_k) = \lambda^i_{x_1} : \cdots : \lambda^i_{x_k}$.

Note here that the posterior density $\rho(\theta_X|\eta^1, \ldots, \eta^N)$ is no longer Dirichlet, but takes the more complex form given by Equation 4.2 of Algorithm 4. Yet, we have the fol-
Theorem 2 Given $N$ soft observations $\eta^i$ on a variable $X$, and a Dirichlet prior on its parameters $\theta_X$, with Dirichlet exponents $\psi_x > 1$, the posterior density $\rho(\theta_X | \eta^1 \ldots \eta^N)$ is strictly log concave.

Therefore, the posterior density, $\rho(\theta_X | \eta^1 \ldots \eta^N)$, has a unique maximum. We next provide a simple iterative method for obtaining the maximum in this case.

4.3 Simple EDML

Multivalued EDML, as given in Algorithm 4, works as follows. We start with some initial parameter estimates, just like EM. We then iterate, while performing two steps in each iteration. In the first step, each example $d_i$ in the dataset is used to compute soft evidence on each variable $X|u$, as in Equation 4.1 of Algorithm 4. Using this soft evidence, a learning problem is set up for the parameter set $\theta_{X|u}$ as given in Figure 4.2, which is a learning sub-problem in the context of Equation 4.2 of Algorithm 4. The solution to this learning sub-problem provides the next estimate for parameter set $\theta_{X|u}$. The process repeats. In principle, any appropriate optimization algorithm could be used to solve each of these learning sub-problems.

We will next derive a simpler description of EDML that has two key components.
First, we will provide a convergent update equation that iteratively solves the optimization problem in Equation 4.2 of Algorithm 4. Second, we will use this update equation to provide a characterization of EDML’s fixed points.

First, consider the likelihood:

\[
Pr(\eta^1, \ldots, \eta^N \mid \theta_X) = \prod_{i=1}^{N} Pr(\eta^i \mid \theta_X) = \prod_{i=1}^{N} \sum_x Pr(\eta^i \mid x) Pr(x \mid \theta_X) = \prod_{i=1}^{N} \sum_x \lambda_x^i \theta_x
\]

Next, we have the posterior:

\[
\rho(\theta_X \mid \eta^1, \ldots, \eta^N) \propto \rho(\theta_X) Pr(\eta^1, \ldots, \eta^N \mid \theta_X) = \rho(\theta_X) \prod_{i=1}^{N} \sum_x \lambda_x^i \theta_x
\]

Assuming a Dirichlet prior over parameter set \( \theta_X \), with Dirichlet exponents \( \psi_x \), the log of the posterior is:

\[
\log \rho(\theta_X \mid \eta^1 \ldots \eta^N)
= \sum_x (\psi_x - 1) \log \theta_x + \sum_{i=1}^{N} \log \sum_x \lambda_x^i \theta_x + \gamma
\]

where \( \gamma \) is a constant that is independent of \( \theta_X \), which we can ignore. By Theorem 2 we know that the log of the posterior is strictly concave when \( \psi_x > 1 \).

To get the unique maximum of the log posterior, we solve the optimization problem:

\[
\begin{align*}
\text{minimize} & -\log \rho(\theta_X \mid \eta^1, \ldots, \eta^N) \\
\text{subject to} & \sum_x \theta_x = 1
\end{align*}
\]

In order to characterize the unique maximum of the log posterior, we start by taking the Lagrangian:

\[
L(\theta_X, \bar{u}) = -\log \rho(\theta_X \mid \eta^1, \ldots, \eta^N) + \bar{u} \cdot (\sum_x \theta_x - 1)
\]
where $\mathbf{u}$ is a Lagrange multiplier. We get the following condition for the optimal parameter estimates, by setting the gradient of $L(\theta_X, \mathbf{u})$ with respect to $\theta_X$ to zero:

$$
\theta_x = \frac{\psi_x - 1 + \sum_{i=1}^N \lambda^i_x \theta_x}{\psi_X - |X| + N}
$$

where $\psi_X = \sum_x \psi_x$, and where we used the constraint $\sum_x \theta_x = 1$ to identify that $\mathbf{u} = \psi_X - |X| + N$.

The above equation leads to a much stronger result.

**Theorem 3** The following update equation monotonically increases the posterior $\rho(\theta_X|\mathbf{u} \mid \eta^1, \ldots, \eta^N)$:

$$
\theta^t_x|\mathbf{u} = \frac{\psi_x|\mathbf{u} - 1 + \sum_{i=1}^N \lambda^i_x \theta^t_{x|\mathbf{u}}}{\psi_X|\mathbf{u} - |X| + N}
$$

(4.3)

This theorem suggests a convergent iterative algorithm for solving the convex optimization problem of Equation 4.2 in Algorithm 4. First, we start with some initial parameter estimates $\theta^0_x|\mathbf{u}$ at iteration $t = 0$. For iteration $t > 0$, we use the above update to compute parameters $\theta^t_x|\mathbf{u}$ given the parameters $\theta^{t-1}_x|\mathbf{u}$ from the previous iteration. If at some point, the parameters of one iteration do not change in the next (in practice, up to some limit), we say that the iterations have converged to a fixed point. The above theorem, together with Theorem 2, shows that these updates are convergent to the unique maximum of the posterior.

Given Equation 4.3, one can think of two types of iterations in EDML: local and global. A global iteration corresponds to executing Lines 2–4 of Algorithm 4 and is similar to an EM iteration. Within each global iteration, we have local iterations which correspond to the evaluations of Equation 4.3. Note that each parameter set $\theta_X|\mathbf{u}$ has its own local iterations, which are meant to find the optimal values of this parameter set. Moreover, the number of local iterations for each parameter set $\theta_X|\mathbf{u}$ may be different, depending on the soft evidence pertaining to that set (i.e., $\lambda^i_x|\mathbf{u}$) and depending on how Equation 4.3 is seeded for that particular parameter set (i.e., $\theta^0_x|\mathbf{u}$).
This leads to a number of observations on the difference between EM updates (Equation 2.1) and EDML updates (Equation 4.3). From a time complexity viewpoint, an EM update implies exactly one local iteration for each parameter set since Equation 2.1 needs to be evaluated only once for each parameter set. As mentioned earlier, however, an EDML update requires a varying number of local iterations. We have indeed observed that some parameter sets may require several hundred local iterations, depending on the seed of Equation 4.3 and the convergence criteria used. Another important observation is that EDML has a secondary set of seeds, as compared to EM, which are needed to start off Equation 4.3 at the beginning of each global iteration of EDML. In our experiments, we seed Equation 4.3 using the parameter estimates obtained from the previous global iteration of EDML. We note, however, that the choice of these secondary seeds is a subject that can significantly benefit from further research.

4.4 EDML Fixed Points

One of the more well known facts about EM is that its fixed points are precisely the stationary points of the log-likelihood function (or more generally, the posterior density when Dirichlet priors are used). This property has a number of implications, one of which is that EM is capable of converging to every local maxima of the log-likelihood, assuming that the algorithm is seeded appropriately.

In this section, we show that the fixed points of EDML are precisely the fixed points of EM. We start by formally defining what a fixed point is.

Both EM and EDML can be viewed as functions \( f(\theta) \) that take a network parameterization \( \theta \) and returns another network parameterization \( f(\theta) \). Each algorithm is seeded with initial parameters \( \theta^0 \). After the first iteration, each algorithm produces the next parameters \( \theta^1 = f(\theta^0) \). More generally, at iteration \( i \), each algorithm produces the parameters \( \theta^{i+1} = f(\theta^i) \). When \( \theta^{i+1} = \theta^i \), we say that parameters \( \theta^i \) are a fixed point for an algorithm. We also say that the algorithm has converged to \( \theta^i \). We now have the
following results.

**Theorem 4** A parameterization $\theta$ is a fixed point for EDML if and only if it is a fixed point for EM.

The proof of this theorem rests on two observations. First, using the update equation of EM given on Line 4 of Algorithm 3, one immediately gets that the EM fixed points are characterized by the following equation

$$P_r(x|u) = \frac{\psi_{x|u} - 1 + \sum_{i=1}^{N} P_r(x|u)d_i}{\psi_{x|u} - |X| + \sum_{i=1}^{N} P_r(u|d_i)}$$

(4.4)

That is, we can test whether a network parameterization $\theta$ is a fixed point for EM by simply checking the probability distribution $P_r$ it induces to see if satisfies the above equation (this is actually a set of equations, one for each family instantiation $x|u$ in the network).

Consider now EDML updates as given by Equation 4.3 and suppose that we have reached a fixed point, where $\theta_{x|u}^t = \theta_{x|u}^{t-1} = P_r(x|u)$ for all $x|u$. If we now replace each $\lambda_{i}^{x|u}$ by its corresponding value in Equation 4.1 of Algorithm 4, we obtain, after some simplification:

$$P_r(x|u) = \frac{\psi_{x|u} - 1 + \sum_{i=1}^{N} \frac{\lambda_{i}^{x|u}P_r(x|u)}{\sum_{x^*} \lambda_{x^*|u}^{x^*}P_r(x^*|u)}}{\psi_{x|u} - |X| + N}$$

$$= \frac{\psi_{x|u} - 1 + \sum_{i=1}^{N} P_r(x|u)d_i + P_r(-u|d_i)P_r(x|u)}{\psi_{x|u} - |X| + N}$$

(4.5)

Thus, a parameterization $\theta$ is a fixed point for EDML iff it satisfies Equation 4.5. After noting that $N = \sum_{i=1}^{N} P_r(u|d_i) + P_r(-u|d_i)$, we rearrange Equation 4.5 to obtain Equation 4.4, which is the characteristic equation for EM fixed points. Thus, a parameterization $\theta$ satisfies Equation 4.5 iff it is a fixed point for EM.
4.5 Hybrid EDML/EM

By Theorem 4, EDML and EM share the same fixed points. This result is fairly surprising, considering the theoretical and practical differences between the two algorithms. For example, certain specialized situations were identified where EDML converges to optimal parameter estimates in a single global iteration (regardless of how it is seeded), whereas EM may require many iterations to converge to the same estimates (Choi et al., 2011). On the other hand, EDML is not guaranteed to monotonically improve its estimates after each global iteration as EM does (improvement here is in terms of increasing the likelihood of estimates, or the MAP when Dirichlet priors are used).

By carefully examining EDML updates (Equation 4.3), one can see that the quantities it needs to perform a single local iteration are the same quantities needed to perform an EM update (Equation 2.1). Hence, without any additional computational effort, one can obtain EM updates as a side effect of computing EDML updates (the converse is not true since Equation 4.3 may require many local iterations). As both algorithms share the same fixed points, it thus makes sense to consider a hybrid algorithm that takes advantage of the improved theoretical and practical benefits of EDML (with respect to faster convergence) and the monotonic improvement property of EM.

We thus propose a very simple hybrid algorithm. At each global iteration of EDML, we also compute EM updates simultaneously. We then evaluate each update and choose the one that increases the posterior the most. As EM is guaranteed to improve the posterior, this hybrid algorithm is also trivially guaranteed to monotonically improve the posterior, therefore, inheriting the most celebrated feature of EM.

While additionally computing an EM update is not much overhead if one is computing an EDML update, evaluating both updates with respect to the posterior incurs a non-trivial cost. As we shall see in the following section, however, the improved convergence behavior of EDML enables this hybrid algorithm to realize improvements over EM, both in terms of faster convergence (i.e., number of global iterations) and in
terms of time (i.e., when taking both global and local iterations under consideration).

4.6 Experimental Results

![Graphs showing MAP error over iterations for different datasets: (a) andes, (b) andes, (c) asia, (d) asia, (e) diagnose, (f) diagnose, (g) alarm, (h) alarm.]

Figure 4.3: MAP Error of parameter estimates over iterations. Going right on the $x$-axis, we have increasing iterations. Going up on the $y$-axis, we have increasing error. EDML is depicted with a solid red line, and EM with a dashed black line. The curves are, in pairs, for the networks: andes, asia, diagnose, and alarm. Each pair of curves represents a selection of two different datasets of size $2^{10}$.

In our first set of experiments, we show that simple EDML, as compared to EM, can often find better estimates in fewer global iterations. In our second set of experiments, we show that a hybrid EDML/EM algorithm can find better estimates in less time, as
well as fewer global iterations. We use the following networks: alarm, andes, asia, diagnose, pigs, spect, water, and win95pts. Network spect is a naive Bayes network induced from a dataset in the UCI ML repository, with 1 class variable and 22 attributes. Network diagnose is from the UAI 2008 evaluation. The other networks are commonly used benchmarks.¹

Using these networks, we simulated data sets of a certain size \(2^{10}\), then made the data incomplete by randomly selecting a certain percentage of the nodes to be hidden (10%, 25%, 35%, 50%, and 70%). For each of these cases, and for each network, we further generated 3 data sets at random. A combination of a network, a percentage of hidden nodes, and a generated data set constitutes a learning problem. Both EM and EDML are seeded with the same set of randomly generated parameters. Local EDML iterations are seeded with the estimates of the previous global iteration.

### 4.6.1 Experiments I

First, we study the behavior of EDML compared to EM, with respect to global iterations (more on the computation time, in the next section). For every learning problem, we run both EM and EDML² for 1000 global iterations and identify the best MAP estimates achieved by either of them, for the purpose of evaluation. In each global iteration, EM and EDML each try to improve their current estimates by improving the posterior (again, EM is provably guaranteed to increase the posterior, while EDML is not). The difference between the (log) posterior of the current estimates, and the best (log) posterior found, by either algorithm, is considered to be the error. The error is measured at every global iteration of EM and EDML until it decreases below \(10^{-4}\). Table 4.1 summarizes the results by showing the percentage of global iterations in which each algorithm had less error than the other. In the global iterations where an algorithm had

---


²Soft evidence and parameter updates are damped in EDML, which is typical for algorithms like loopy belief propagation, which EDML is, in part, inspired by (Choi & Darwiche, 2006).
less error, the factor by which it decreases the error of the other algorithm, on average, is computed, and is considered the relative improvement: $r$ and $r'$, for EM and EDML, respectively. Table 4.1 shows the results for three different breakdowns: (1) by different networks, (2) by different hiding percentages, and (3) on average.

We see here that EDML can obtain better estimates than EM in much fewer global iterations. Interestingly, this is the case even though EDML is not guaranteed to improve estimates after each global iteration, as EM does. Another interesting observation is that decreasing the percentage of hidden nodes widens the gap between EDML and EM, in favor of EDML. This is not surprising though since the approximate inference scheme on which EDML is based becomes more accurate with more observations. In particular, the local optimization problems that EDML solves exactly and independently, become more independent with more observations (i.e., as the dataset becomes more complete). Figure 4.3 highlights a selection of error curves given by EM and EDML for different learning problems. One can see that in most cases shown, the EDML error goes to zero much faster than EM.

4.6.2 Experiments II

Figure 4.4: MAP of parameter estimates over time. Going right on the $x$-axis, we have increasing time (ms). Going up on the $y$-axis, we have increasing MAP. Hybrid EDML is depicted with a solid red line, EM with a dashed black line, and EDML with a blue dotted dashed line. The curves are from left to right for the following problems: alarm with hiding 25%, win95pts with hiding 35%, and water with hiding 50%.
### Table 4.1: Speedup results (iterations)

<table>
<thead>
<tr>
<th>category</th>
<th>% EDML</th>
<th>% EM</th>
<th>$r$</th>
<th>$r'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>alarm</td>
<td>89.25%</td>
<td>10.75%</td>
<td>76.21%</td>
<td>76.44%</td>
</tr>
<tr>
<td>andes</td>
<td>75.89%</td>
<td>24.11%</td>
<td>88.95%</td>
<td>79.29%</td>
</tr>
<tr>
<td>asia</td>
<td>99.01%</td>
<td>0.99%</td>
<td>92.05%</td>
<td>76.91%</td>
</tr>
<tr>
<td>diagnose</td>
<td>78.99%</td>
<td>21.01%</td>
<td>77.99%</td>
<td>80.18%</td>
</tr>
<tr>
<td>pigs</td>
<td>83.34%</td>
<td>16.66%</td>
<td>83.51%</td>
<td>60.57%</td>
</tr>
<tr>
<td>spect</td>
<td>86.65%</td>
<td>13.35%</td>
<td>82.70%</td>
<td>79.96%</td>
</tr>
<tr>
<td>water</td>
<td>82.77%</td>
<td>17.23%</td>
<td>91.55%</td>
<td>83.78%</td>
</tr>
<tr>
<td>win95pts</td>
<td>78.73%</td>
<td>21.27%</td>
<td>91.75%</td>
<td>79.89%</td>
</tr>
<tr>
<td>hiding 10%</td>
<td>93.82%</td>
<td>6.18%</td>
<td>84.59%</td>
<td>87.13%</td>
</tr>
<tr>
<td>hiding 25%</td>
<td>90.95%</td>
<td>9.05%</td>
<td>83.83%</td>
<td>75.70%</td>
</tr>
<tr>
<td>hiding 35%</td>
<td>82.24%</td>
<td>17.76%</td>
<td>86.26%</td>
<td>75.09%</td>
</tr>
<tr>
<td>hiding 50%</td>
<td>77.61%</td>
<td>22.39%</td>
<td>87.8%</td>
<td>80.21%</td>
</tr>
<tr>
<td>hiding 70%</td>
<td>75.65%</td>
<td>24.35%</td>
<td>84.48%</td>
<td>74.21%</td>
</tr>
<tr>
<td>average</td>
<td>83.05%</td>
<td>16.95%</td>
<td>85.41%</td>
<td>76.96%</td>
</tr>
</tbody>
</table>

Our first set of experiments showed that EDML can obtain better estimates in significantly fewer global iterations than EM. A global EDML iteration, however, is more costly than a global EM iteration as EDML performs local iterations which are needed to solve the convex optimization problem associated with each parameter set. Thus, EDML can potentially take more time to converge than EM in some cases, therefore reducing the overall benefit over EM, in terms of time (more on this later).EDML can still perform favorably time-wise compared to EM, but we show here that a hybrid EDML/EM can go even further.

We first run EM until convergence (or until it exceeds 1000 iterations). Second, we

---

3This could be alleviated, for example, by better seeding of the local EDML iterations (to speed up convergence of the local iterations), or by performing the local EDML iterations in parallel, across parameter sets.
Table 4.2: Speedup results (time)

<table>
<thead>
<tr>
<th>network</th>
<th>% Hybrid</th>
<th>% EM</th>
<th>s</th>
<th>s'</th>
</tr>
</thead>
<tbody>
<tr>
<td>alarm</td>
<td>46.67%</td>
<td>53.33%</td>
<td>75.80%</td>
<td>56.22%</td>
</tr>
<tr>
<td>andes</td>
<td>53.33%</td>
<td>46.67%</td>
<td>42.27%</td>
<td>47.08%</td>
</tr>
<tr>
<td>asia</td>
<td>66.67%</td>
<td>33.33%</td>
<td>70.37%</td>
<td>41.00%</td>
</tr>
<tr>
<td>diagnose</td>
<td>26.67%</td>
<td>73.33%</td>
<td>52.71%</td>
<td>43.14%</td>
</tr>
<tr>
<td>pigs</td>
<td>73.33%</td>
<td>26.67%</td>
<td>52.35%</td>
<td>31.32%</td>
</tr>
<tr>
<td>spect</td>
<td>100%</td>
<td>0%</td>
<td>98.03%</td>
<td>—</td>
</tr>
<tr>
<td>water</td>
<td>35.71%</td>
<td>64.29%</td>
<td>46.15%</td>
<td>43.55%</td>
</tr>
<tr>
<td>win95pts</td>
<td>80.00%</td>
<td>20.00%</td>
<td>66.37%</td>
<td>54.95%</td>
</tr>
<tr>
<td><strong>average</strong></td>
<td>60.50%</td>
<td>39.50%</td>
<td>67.45%</td>
<td>45.55%</td>
</tr>
</tbody>
</table>

run our hybrid EDML/EM until it achieves the same quality of parameter estimates as EM (or until it exceeds 1000 iterations). To summarize the results, Table 4.2 shows the percentage of learning problems in which each algorithm was faster than the other. In the cases where the hybrid EDML/EM algorithm was faster, the average percentage by which it decreases the execution time of EM is reported as the speedup ($s$). The speedup for the cases in which EM was faster is given by $s'$.

The results suggest that hybrid EDML/EM can be used to get better estimates in less time. Specifically, on average, the hybrid method decreases the execution time by a factor of 3.07 in about 60.50% of the cases, and, in the rest of the cases, EM was faster by a factor of roughly 1.84. This is particularly interesting in light of the non-trivial overhead associated with hybrid EDML/EM, as it has to evaluate both EDML and EM estimates in order to select the better estimate. In comparison, EDML alone was on average faster than EM by a factor of 2.59 times in about 54.17% of the cases, whereas EM was faster than EDML alone by a factor of 2.38 in the remaining 45.83% of the cases.

Figure 4.4 shows a sample of the time curves showing two cases where EDML/EM
reached better MAP estimates, faster than EM, and one case where EDML/EM finished slightly after EM. EDML alone is also plotted in Figure 4.4 where it is usually slower than EDML/EM except in some cases; see the center plot in Figure 4.4.
CHAPTER 5

Generalized EDML for Learning Parameters in Directed and Undirected Graphical Models

In this chapter, we propose a greatly simplified perspective on EDML, which casts it as a general approach to continuous optimization. The new perspective has several advantages. First, it makes immediate some results that were non-trivial to prove initially. Second, it facilitates the design of EDML algorithms for new graphical models, leading to a new algorithm for learning parameters in Markov networks. We derive this algorithm in this chapter, and show, empirically, that it can sometimes learn estimates more efficiently from complete data, compared to commonly used optimization methods, such as conjugate gradient and L-BFGS. This chapter is based on (Refaat et al., 2013).

5.1 Introduction

In this chapter, we propose a new perspective on EDML, which views it more abstractly in terms of a simple method for continuous optimization. This new perspective has a number of advantages, including the design of new EDML algorithms for new classes of models, where graphical formulations of parameter estimation, such as meta-networks, are lacking.

This chapter is structured as follows. In Section 5.2, we highlight a simple iterative method for, approximately, solving continuous optimization problems. In Section 5.3, we formulate the EDML algorithm for parameter estimation in Bayesian networks, as
an instance of this optimization method. In Section 5.4, we derive a new EDML algorithm for Markov networks, based on the same perspective. In Section 5.5, we contrast the two EDML algorithms for directed and undirected graphical models, in the complete data case. We empirically evaluate our new algorithm for parameter estimation under complete data in Markov networks, in Section 5.6; review related work in Section 5.7; and conclude in Section 5.8. Proofs of theorems appear in the supplementary appendix.

5.2 An Approximate Optimization of Real-Valued Functions

Consider a real-valued objective function $f(x)$ whose input $x$ is a vector of components:

$$x = (x_1, \ldots, x_i, \ldots, x_n),$$

where each component $x_i$ is a vector in $\mathbb{R}^{k_i}$ for some $k_i$. Suppose further that we have a constraint on the domain of function $f(x)$ with a corresponding function $g$ that maps an arbitrary point $x$ to a point $g(x)$ satisfying the given constraint. We say in this case that $g(x)$ is a feasibility function and refer to the points in its range as feasible points.

Our goal here is to find a feasible input vector $x = (x_1, \ldots, x_i, \ldots, x_n)$ that optimizes the function $f(x)$. Given the difficulty of this optimization problem in general, we will settle for finding stationary points $x$ in the constrained domain of function $f(x)$. One approach for finding such stationary points is as follows.

Let $x^* = (x_1^*, \ldots, x_i^*, \ldots, x_n^*)$ be a feasible point in the domain of function $f(x)$. For each component $x_i$, we define a sub-function

$$f_{x^*}(x_i) = f(x_1^*, \ldots, x_{i-1}^*, x_i, x_{i+1}^*, \ldots, x_n^*).$$

That is, we use the $n$-ary function $f(x)$ to generate $n$ sub-functions $f_{x^*}(x_i)$. Each of these sub-functions is obtained by fixing all inputs $x_j$ of $f(x)$, for $j \neq i$, to their values in $x^*$, while keeping the input $x_i$ free. We further assume that these sub-functions are subject to the same constraints that the function $f(x)$ is subject to.
We can now characterize all feasible points $x^*$ that are stationary with respect to the function $f(x)$, in terms of local conditions on sub-functions $f_{x^*}(x_i)$.

**Claim 1** A feasible point $x^* = (x_1^*, \ldots, x_i^*, \ldots, x_n^*)$ is stationary for function $f(x)$ iff for all $i$, component $x_i^*$ is stationary for sub-function $f_{x^*}(x_i)$.

This is immediate from the definition of a stationary point. Assuming no constraints, at a stationary point $x^*$, the gradient $\nabla f(x^*) = 0$, i.e., $\nabla_{x_i} f(x^*) = \nabla f_{x^*}(x_i^*) = 0$ for all $x_i$, where $\nabla_{x_i} f(x^*)$ denotes the sub-vector of gradient $\nabla f(x^*)$ with respect to component $x_i$.

With these observations, we can now search for feasible stationary points $x^*$ of the constrained function $f(x)$ using an iterative method that searches instead for stationary points of the constrained sub-functions $f_{x^*}(x_i)$. The method works as follows:

1. Start with some feasible point $x^t$ of function $f(x)$ for $t = 0$

2. While some $x_i^t$ is not a stationary point for constrained sub-function $f_{x^t}(x_i)$
   
   (a) Find a stationary point $y_i^{t+1}$ for each constrained sub-function $f_{x^t}(x_i)$
   
   (b) $x_i^{t+1} = g(y_i^{t+1})$

(c) Increment $t$

The real computational work of this iterative procedure is in Steps 2(a) and 2(b), although we shall see later that such steps can, in some cases, be performed efficiently. With an appropriate feasibility function $g(y)$, one can guarantee that a fixed-point of this procedure yields a stationary point of the constrained function $f(x)$, by Claim 1. Further, any stationary point is trivially a fixed-point of this procedure (one can seed this procedure with such a point).

As we shall show in the next section, the EDML algorithm—which has been proposed for parameter estimation in Bayesian networks—is an instance of the above

---

1Under constraints, we consider points that are stationary with respect to the corresponding Lagrangian.

2We discuss this point further in the supplementary appendix.
procedure with some notable observations: (1) the sub-functions $f_{x^t}(x_i)$ are convex and have unique optima; (2) these sub-functions have an interesting semantics, as they correspond to posterior distributions that are induced by Naive Bayes networks with soft evidence asserted on them; (3) defining these sub-functions requires inference in a Bayesian network parameterized by the current feasible point $x^t$; (4) there are already several convergent, fixed-point iterative methods for finding the unique optimum of these sub-functions; and (5) these convergent methods produce solutions that are always feasible and, hence, the feasibility function $g(y)$ corresponds to the identity function $g(y) = y$ in this case.

We next show this connection to EDML as proposed for parameter estimation in Bayesian networks. We follow by deriving an EDML algorithm (another instance of the above procedure), but for parameter estimation in undirected graphical models. We will also study the impact of having complete data on both versions of the EDML algorithm, and finally evaluate the new instance of EDML by comparing it to conjugate gradient and L-BFGS when applied to complete datasets.

### 5.3 EDML for Bayesian Networks

Consider a (possibly incomplete) dataset $D$ with examples $d_1, \ldots, d_N$, and a Bayesian network with parameters $\theta$. Our goal is to find parameter estimates $\theta$ that minimize the negative log-likelihood:

$$f(\theta) = -\ell(\theta|D) = -\sum_{i=1}^{N} \log P_{\theta}(d_i).$$

Here, $\theta = (\ldots, \theta_{X|u}, \ldots)$ is a vector over the network parameters. Moreover, $P_{\theta}$ is the distribution induced by the Bayesian network structure under parameters $\theta$. As such, $P_{\theta}(d_i)$ is the probability of observing example $d_i$ in dataset $D$ under parameters $\theta$.

Each component of $\theta$ is a parameter set $\theta_{X|u}$, which defines a parameter $\theta_{x|u}$ for each value $x$ of variable $X$ and instantiation $u$ of its parents $U$. The feasibility constraint here
is that each component $\theta_{X|u}$ satisfies the convex sum-to-one constraint: $\sum_x \theta_{x|u} = 1$.

The above parameter estimation problem is clearly in the form of the constrained optimization problem that we phrased in the previous section and, hence, admits the same iterative procedure proposed in that section for finding stationary points. The relevant questions now are: What form do the sub-functions $f_{\theta^*}(\theta_{X|u})$ take in this context? What are their semantics? What properties do they have? How do we find their stationary points? What is the feasibility function $g(y)$ in this case? Finally, what is the connection to previous work on EDML? We address these questions next.

5.3.1 Form

We start by characterizing the sub-functions of the negative log-likelihood given in Equation 5.1.

**Theorem 5** For each parameter set $\theta_{X|u}$, the negative log-likelihood of Equation 5.1 has the sub-function:

$$f_{\theta^*}(\theta_{X|u}) = -\sum_{i=1}^N \log \left(C_i^u + \sum_x C_i^{x|u} \cdot \theta_{x|u}\right)$$

(5.2)

where $C_i^u$ and $C_i^{x|u}$ are constants that are independent of parameter set $\theta_{X|u}$, given by

$$C_i^u = Pr_{\theta^*}(d_i) - Pr_{\theta^*}(u, d_i) \quad \text{and} \quad C_i^{x|u} = Pr_{\theta^*}(x, u, d_i)/\theta_{x|u}^*$$

To compute the constants $C_i^u$, we require inference on a Bayesian network with parameters $\theta^*$.  

5.3.2 Semantics

Equation 5.2 has an interesting semantics, as it corresponds to the negative log-likelihood of a root variable in a naive Bayes structure, on which soft, not necessarily hard, evi-

---

3Theorem 5 assumes tacitly that $\theta_{x|u}^* \neq 0$. More generally, however, $C_i^{x|u} = \partial Pr_{\theta^*} (d_i)/\partial \theta_{x|u}^*$, which can also be computed using some standard inference algorithms (Darwiche, 2003; Park & Darwiche, 2004).
This model is illustrated in Figure 5.1, where our goal is to estimate a parameter set \( \theta_X \), given soft observations \( \eta = (\eta_1, \ldots, \eta_N) \) on variables \( X_1, \ldots, X_N \), where each \( \eta_i \) has a strength specified by a weight on each value \( x_i \) of \( X_i \). If we denote the distribution of this model by \( \mathbb{P} \), then (1) \( \mathbb{P}(\theta) \) denotes a prior over parameters sets, \( \mathbb{P}(x_i|\theta_X = (\ldots, \theta_x, \ldots)) = \theta_x \), and (3) weights \( \mathbb{P}(\eta_i|x_i) \) denote the strengths of soft evidence \( \eta_i \) on value \( x_i \). The log likelihood of our soft observations \( \eta \) is:

\[
\log \mathbb{P}(\eta|\theta_X) = \sum_{i=1}^{N} \log \sum_{x_i} \mathbb{P}(\eta_i|x_i)\mathbb{P}(x_i|\theta_X) = \sum_{i=1}^{N} \log \sum_{x_i} \mathbb{P}(\eta_i|x_i) \cdot \theta_x \quad (5.3)
\]

The following result connects Equation 5.2 to the above likelihood of a soft dataset, when we now want to estimate the parameter set \( \theta_{X|u} \), for a particular variable \( X \) and parent instantiation \( u \).

**Theorem 6**: Consider Equations 5.2 and 5.3, and assume that each soft evidence \( \eta_i \) has the strength \( \mathbb{P}(\eta_i|x_i) = C^i_u + C^i_{x|u} \). It then follows that

\[
f_{\theta^*}(\theta_{X|u}) = -\log \mathbb{P}(\eta|\theta_{X|u}) \quad (5.4)
\]

This theorem yields the following interesting semantics for EDML sub-functions. Consider a parameter set \( \theta_{X|u} \) and example \( d_i \) in our dataset. The example can then be viewed as providing “votes” on what this parameter set should be. In particular, the

---

4Soft evidence is an observation that increases or decreases one’s belief in an event, but not necessarily to the point of certainty. For more on soft evidence, see (Chan & Darwiche, 2005).

5Typically, we assume Dirichlet priors for MAP estimation. However, we focus on ML estimation here.
vote of example $d_i$ for value $x$ takes the form of a soft evidence $\eta_i$ whose strength is given by

$$P(\eta_i|x_i) = Pr_{\theta^*}(d_i) - Pr_{\theta^*}(u, d_i) + Pr_{\theta^*}(x, u, d_i)/\theta^*_x \frac{x}{u}$$

The sub-function is then aggregating these votes from different examples and producing a corresponding objective function on parameter set $\theta_{X|u}$. EDML optimizes this objective function to produce the next estimate for each parameter set $\theta_{X|u}$.

### 5.3.3 Properties

Equation 5.2 is a convex function, and thus has a unique optimum. In particular, we have logs of a linear function, which are each concave. The sum of two concave functions is also concave, thus our sub-function $f_{\theta^*}(\theta_{X|u})$ is convex, and is subject to a convex sum-to-one constraint (Refaat et al., 2012). Convex functions are relatively well understood, and there are a variety of methods and systems that can be used to optimize Equation 5.2; see, e.g., (Boyd & Vandenberghe, 2004). We describe one such approach, next.

### 5.3.4 Finding the Unique Optima

In every EDML iteration, and for each parameter set $\theta_{X|u}$, we seek the unique optimum for each sub-function $f_{\theta^*}(\theta_{X|u})$, given by Equation 5.2. Refaat, et al., has previously proposed a fixed-point algorithm that monotonically improves the objective, and is guaranteed to converge (Refaat et al., 2012). Moreover, the solutions it produces already satisfy the convex sum-to-one constraint and, hence, the feasibility function $g$ ends up being the identity function $g(\theta) = \theta$.

In particular, we start with some initial feasible estimates $\theta^t_{X|u}$ at iteration $t = 0$.

---

6 More specifically, strict convexity implies a unique optimum, although under certain assumptions, we can guarantee that Equation 5.2 is indeed strictly convex.
and then apply the following update equation until convergence:

\[
\theta_{t+1}^{x|u} = \frac{1}{N} \sum_{i=1}^{N} \frac{(C^i_u + C^i_{x|u}) \cdot \theta^i_t^{x|u}}{C^i_u + \sum_{x'} C^i_{x'|u} \cdot \theta^i_t^{x'|u}}
\]  

(5.5)

Note here that constants \( C^i_u \) are *computed by inference* on a Bayesian network structure under parameters \( \theta^t \) (see Theorem 5 for the definitions of these constants). Moreover, while the above procedure is convergent when optimizing sub-functions \( f_{\theta^t}(\theta^{X|u}) \), the global EDML algorithm that is optimizing function \( f(\theta) \) may not be convergent in general.

### 5.3.5 Connection to Previous Work

EDML was originally derived by applying an approximate inference algorithm to a meta-network, which is typically used in Bayesian approaches to parameter estimation (Choi et al., 2011; Refaat et al., 2012). This previous formulation of EDML, which is specific to Bayesian networks, now falls as a special instance of the one given in Section 5.2. In particular, the “sub-problems” defined by the original EDML (Choi et al., 2011; Refaat et al., 2012) correspond precisely to the sub-functions \( f_{\theta^t}(\theta^{X|u}) \) described here. Further, both versions of EDML are procedurally identical when they both use the same method for optimizing these sub-functions.

The new formulation of EDML is more transparent, however, at least in revealing certain properties of the algorithm. For example, it now follows immediately (from Section 5.2) that the fixed points of EDML are stationary points of the log-likelihood—a fact that was not proven until (Refaat et al., 2012), using a technique that appealed to the relationship between EDML and EM. Moreover, the proof that EDML under complete data will converge immediately to the optimal estimates is also now immediate (see Section 5.5). More importantly though, this new formulation provides a systematic procedure for deriving new instances of EDML for additional models, beyond Bayesian networks. Indeed, in the next section, we use this procedure to derive an EDML instance for Markov networks, which is followed by an empirical evaluation.
of the new algorithm under complete data.

5.4 EDML for Undirected Models

In this section, we show how parameter estimation for undirected graphical models, such as Markov networks, can also be posed as an optimization problem, as described in Section 5.2.

For Markov networks, \( \theta = (\ldots, \theta_{X_a}, \ldots) \) is a vector over the network parameters. Component \( \theta_{X_a} \) is a parameter set for a (tabular) factor \( a \), assigning a number \( \theta_{x_a} \geq 0 \) for each instantiation \( x_a \) of variables \( X_a \). The negative log-likelihood \(-\ell\ell(\theta|D)\) for a Markov network is:

\[
-\ell\ell(\theta|D) = N \log Z_{\theta} - \sum_{i=1}^{N} \log Z_{\theta}(d_i) \tag{5.6}
\]

where \( Z_{\theta} \) is the partition function, and where \( Z_{\theta}(d_i) \) is the partition function after conditioning on example \( d_i \), under parameterization \( \theta \). Sub-functions with respect to Equation 5.6 may not be convex, as was the case in Bayesian networks. Consider instead the following objective function, which we shall subsequently relate to the negative log-likelihood:

\[
f(\theta) = -\sum_{i=1}^{N} \log Z_{\theta}(d_i), \tag{5.7}
\]

with a feasibility constraint that the partition function \( Z_{\theta} \) equals some constant \( \alpha \). The following result tells us that it suffices to optimize Equation 5.7 under the given constraint, to optimize Equation 5.6.

**Theorem 7** Let \( \alpha \) be a positive constant, and let \( g(\theta) \) be a (feasibility) function satisfying \( Z_{g(\theta)} = \alpha \) and \( g(\theta_{x_a}) \propto \theta_{x_a} \) for all \( \theta_{x_a} \).\(^7\) For every point \( \theta \), if \( g(\theta) \) is optimal for Equation 5.7, subject to its constraint, then it is also optimal for Equation 5.6.

\(^7\)Here, \( g(\theta_{x_a}) \) denotes the component of \( g(\theta) \) corresponding to \( \theta_{x_a} \). Moreover, the function \( g(\theta) \) can be constructed, e.g., by simply multiplying all entries of one parameter set by \( \alpha/Z_{\theta} \). In our experiments, we normalize each parameter set to sum-to-one, but then update the constant \( \alpha = Z_{\theta} \) for the subsequent iteration.
Moreover, a point \( \theta \) is stationary for Equation 5.6 iff the point \( g(\theta) \) is stationary for Equation 5.7, subject to its constraint.

With Equation 5.7 as a new (constrained) objective function for estimating the parameters of a Markov network, we can now cast it in the terms of Section 5.2. We start by characterizing its sub-functions.

**Theorem 8** For a given parameter set \( \theta_{X_a} \), the objective function of Equation 5.7 has sub-functions:

\[
f_{\theta^*}(\theta_{X_a}) = - \sum_{i=1}^{N} \log \sum_{x_a} C_{x_a}^i \cdot \theta_{x_a} \quad \text{subject to} \quad \sum_{x_a} C_{x_a} \cdot \theta_{x_a} = \alpha
\]

where \( C_{x_a}^i \) and \( C_{x_a} \) are constants that are independent of the parameter set \( \theta_{X_a} \):

\[
C_{x_a}^i = \frac{Z_{\theta}(x_a, d_i)}{\theta_{x_a}^*} \quad \text{and} \quad C_{x_a} = \frac{Z_{\theta^*}(x_a)}{\theta_{x_a}^*}.
\]

Note that computing these constants requires inference on a Markov network with parameters \( \theta^* \).

Interestingly, this sub-function is convex, as well as the constraint (which is now linear), resulting in a unique optimum, as in Bayesian networks. However, even when \( \theta^* \) is a feasible point, the unique optima of these sub-functions may not be feasible when combined. Thus, the feasibility function \( g(\theta) \) of Theorem 7 must be utilized in this case.

We now have another instance of the iterative algorithm proposed in Section 5.2, but for undirected graphical models. That is, we have just derived an EDML algorithm for such models.

---

Footnote 3. Theorem 8 assumes that \( \theta_{x_a}^* \neq 0 \). In general, \( C_{x_a}^i = \frac{\partial Z_{\theta^*}(d_i)}{\partial \theta_{x_a}^*} \), and \( C_{x_a} = \frac{\partial Z_{\theta^*}(x_a)}{\partial \theta_{x_a}^*} \). See also Footnote 3.
5.5 EDML under Complete Data

We consider now how EDML simplifies under complete data for both Bayesian and Markov networks, identifying forms and properties of the corresponding sub-functions under complete data.

We start with Bayesian networks. Consider a variable $X$, and a parent instantiation $u$; and let $D \#(xu)$ represent the number of examples that contain $xu$ in the complete dataset $D$. Equation 5.2 of Theorem 5 then reduces to:

$$f_{\theta^*}(\theta_{X|u}) = - \sum_x D \#(xu) \log \theta_{x|u} + C,$$

where $C$ is a constant that is independent of parameter set $\theta_{X|u}$. Assuming that $\theta^*$ is feasible (i.e., each $\theta_{X|u}$ satisfies the sum-to-one constraint), the unique optimum of this sub-function is $\theta_{x|u} = \frac{D \#(xu)}{D \#(u)}$, which is guaranteed to yield a feasible point $\theta$, globally. Hence, EDML produces the unique optimal estimates in its first iteration and terminates immediately thereafter.

The situation is different, however, for Markov networks. Under a complete dataset $D$, Equation 5.8 of Theorem 8 reduces to:

$$f_{\theta^*}(\theta_{Xa}) = - \sum_{xa} D \#(xa) \log \theta_{xa} + C,$$

where $C$ is a constant that is independent of parameter set $\theta_{Xa}$. Assuming that $\theta^*$ is feasible (i.e., satisfies $Z_{\theta^*} = \alpha$), the unique optimum of this sub-function has the closed form: $\theta_{xa} = \frac{\alpha}{N} \frac{D \#(xa)}{D \#(a)}$, which is equivalent to the unique optimum one would obtain in a sub-function for Equation 5.6 (Pietra, Pietra, & Lafferty, 1997; Murphy, 2012). Contrary to Bayesian networks, the collection of these optima for different parameter sets do not necessarily yield a feasible point $\theta$. Hence, the feasibility function $g$ of Theorem 7 must be applied here. The resulting feasible point, however, may no longer be a stationary point for the corresponding sub-functions, leading EDML to iterate further. Hence, under complete data, EDML for Bayesian networks converges immediately, while EDML for Markov networks may take multiple iterations.
Both results are consistent with what is already known in the literature on parameter estimation for Bayesian and Markov networks. The result on Bayesian networks is useful in confirming that EDML performs optimally in this case. The result for Markov networks, however, gives rise to a new algorithm for parameter estimation under complete data. We evaluate the performance of this new EDML algorithm after considering the following example.

Let $D$ be a complete dataset over three variables $A$, $B$ and $C$, specified in terms of the number of times that each instantiation $a, b, c$ appears in $D$. In particular, we have the following counts:

- $D \#(a, b, c) = 4$
- $D \#(a, b, \overline{c}) = 18$
- $D \#(a, \overline{b}, c) = 2$
- $D \#(a, \overline{b}, \overline{c}) = 13$
- $D \#(\overline{a}, b, c) = 1$
- $D \#(\overline{a}, \overline{b}, c) = 42$
- $D \#(\overline{a}, b, \overline{c}) = 19$

Suppose we want to learn, from this dataset, a Markov network with 3 edges, $(A, B)$, $(B, C)$ and $(A, C)$, with the corresponding parameter sets $\theta_{AB}$, $\theta_{BC}$ and $\theta_{AC}$. If the initial set of parameters $\theta^* = (\theta^*_{AB}, \theta^*_{BC}, \theta^*_{AC})$ is uniform, i.e., $\theta^*_{XY} = (1, 1, 1, 1)$, then Equation 5.8 gives the sub-function $f_{\theta^*}(\theta_{AB}) = -22 \cdot \log \theta_{ab} - 15 \cdot \log \theta_{\overline{a}b} - 2 \cdot \log \theta_{\overline{a}b} - 61 \cdot \log \theta_{\overline{a}\overline{b}}$. Moreover, we have $Z_{\theta^*} = 2 \cdot \theta_{ab} + 2 \cdot \theta_{\overline{a}b} + 2 \cdot \theta_{\overline{a}b} + 2 \cdot \theta_{\overline{a}b}$. Minimizing $f_{\theta^*}(\theta_{AB})$ under $Z_{\theta^*} = \alpha = 2$ corresponds to solving a convex optimization problem, which has the unique solution: $(\theta_{ab}, \theta_{\overline{a}b}, \theta_{\overline{a}b}, \theta_{\overline{a}b}) = (\frac{22}{100}, \frac{15}{100}, \frac{2}{100}, \frac{61}{100})$. We solve similar convex optimization problems for the other parameter sets $\theta_{BC}$ and $\theta_{AC}$, to update estimates $\theta^*$. We then apply an appropriate feasibility function $g$ (see Footnote 7), and repeat until convergence.

### 5.6 Experimental Results

We evaluate now the efficiency of EDML, conjugate gradient (CG) and Limited-memory BFGS (L-BFGS), when learning Markov networks under complete data.\(^9\) We first learned grid-structured pairwise MRFs from the CEDAR dataset of handwritten digits,\(^6\)

\(^9\) We also considered Iterative Proportional Fitting (IPF) as a baseline. However, IPF does not scale to our benchmarks, as it invokes inference many times more often than the methods we considered.
which has 10 datasets (one for each digit) of 16×16 binary images. We also simulated datasets from networks used in the probabilistic inference evaluations of UAI-2008, 2010 and 2012, that are amenable to jointree inference. For each network, we simulated 3 datasets of size $2^{10}$ examples each, and learned parameters using the original structure. Experiments were run on a 3.6GHz Intel i5 CPU with access to 8GB RAM.

We used the CG implementation in the Apache Commons Math library, and the L-BFGS implementation in Mallet. Both are Java libraries, and our implementation of EDML is also in Java. More importantly, all of the CG, L-BFGS, and EDML methods rely on the same underlying engine for exact inference. For EDML, we damped parameter estimates at each iteration, which is typical for algorithms like loopy belief propagation, which EDML was originally inspired by (Choi et al., 2011). We used Brent’s method with default settings for line search in CG, which was the most efficient over all univariate solvers in Apache’s library, which we evaluated in initial experiments.

We first run CG until convergence (or after exceeding 30 minutes) to obtain parameter estimates of some quality $q_{cg}$ (in log likelihood), recording the number of iterations $i_{cg}$ and time $t_{cg}$ required in minutes. EDML is then run next until it obtains an estimate of the same quality $q_{cg}$, or better, recording also the number of iterations $i_{edml}$ and time $t_{edml}$ in minutes. The time speed-up $S$ of EDML over CG is computed as $t_{cg}/t_{edml}$.

We also performed the same comparison with L-BFGS instead of CG, recording the corresponding number of iterations ($i_{bfgs}$, $i'_{edml}$) and time taken ($t_{bfgs}$, $t'_{edml}$), giving us the speed-up of EDML over L-BFGS as $S' = t_{bfgs}/t'_{edml}$.

Table 5.1 shows results for both sets of experiments. It shows the number of vari-

---

10Network 54.wcsp is a weighted CSP problem; or-chain-{42, 45, 147, 148, 225} are from the Promemas suite; rbm-20 is a restricted Boltzmann machine; Seg2-17, Seg7-11 are from the Segmentation suite; family2-dominant, family2-recessive are genetic linkage analysis networks; and grid10x10.f5.wrap, grid10x10.10.wrap are 10x10 grid networks.

11Available at http://commons.apache.org/ and http://mallet.cs.umass.edu/.

12For exact inference in Markov networks, we employed a jointree algorithm from the SAMIAM inference library, http://reasoning.cs.ucla.edu/samiam/.

13We start with an initial factor of $\frac{1}{2}$, which we tighten as we iterate.
ables in each network (#vars), the average number of iterations taken by each algorithm, and the average speed-up achieved by EDML over CG (L-BFGS).\footnote{For CG, we used a threshold based on relative change in the likelihood at \(10^{-4}\). We used Mallet’s default convergence threshold for L-BFGS.} On the given benchmarks, we see that on average EDML was roughly \(13.5 \times\) faster than CG, and \(4.5 \times\) faster than L-BFGS. EDML was up to an order-of-magnitude faster than L-BFGS in some cases. In many cases, EDML required more iterations but was still faster in time. This is due in part by the number of times inference is invoked by CG and L-BFGS (in line search), whereas EDML only needs to invoke inference once per iteration.

### 5.7 Related Work

As an iterative fixed-point algorithm, we can view EDML as a Jacobi-type method, where updates are performed in parallel (Bertsekas & Tsitsiklis, 1989). Alternatively, a version of EDML using Gauss-Seidel iterations would update each parameter set in sequence using the most recently computed update. This leads to an algorithm that monotonically improves the log likelihood at each update. In this case, we obtain a coordinate descent algorithm, Iterative Proportional Fitting (IPF) (Jirousek & Preucil, 1995), as a special case of EDML.

The notion of fixing all parameters, except for one, has been exploited before for the purposes of optimizing the log likelihood of a Markov network, as a heuristic for structure learning (Pietra et al., 1997). This notion also underlies the IPF algorithm; see, e.g., (Murphy, 2012), Section 19.5.7. In the case of complete data, the resulting sub-function is convex, yet for incomplete data, it is not necessarily convex.

Optimization methods such as conjugate gradient, and L-BFGS (Liu & Nocedal, 1989), are more commonly used to optimize the parameters of a Markov network. For relational Markov networks or Markov networks that otherwise assume a feature-
based representation (Domingos & Lowd, 2009), evaluating the likelihood is typically intractable, in which case one typically optimizes instead the pseudo-log-likelihood (Besag, 1975). For more on parameter estimation in Markov networks, see (Koller & Friedman, 2009; Murphy, 2012).

5.8 Conclusion

In this chapter, we provided an abstract and simple view of the EDML algorithm, originally proposed for parameter estimation in Bayesian networks, as a particular method for continuous optimization. One consequence of this view is that it is immediate that fixed-points of EDML are stationary points of the log-likelihood, and vice-versa (Refaat et al., 2012). A more interesting consequence, is that it allows us to propose an EDML algorithm for a new class of models, Markov networks. Empirically, we find that EDML can more efficiently learn parameter estimates for Markov networks under complete data, compared to conjugate gradient and L-BFGS, sometimes by an order-of-magnitude.
Table 5.1: Speed-up results of EDML over CG and L-BFGS

<table>
<thead>
<tr>
<th>problem</th>
<th>#vars</th>
<th>(i_{cg})</th>
<th>(i_{edml})</th>
<th>(t_{cg})</th>
<th>(t_{edml})</th>
<th>(S)</th>
<th>(i_{lbfgs})</th>
<th>(i'_{lbfgs})</th>
<th>(t_{lbfgs})</th>
<th>(t'_{lbfgs})</th>
<th>(S')</th>
</tr>
</thead>
<tbody>
<tr>
<td>zero</td>
<td>256</td>
<td>45</td>
<td>105</td>
<td>3.6</td>
<td>3.9x</td>
<td>24</td>
<td>74</td>
<td>1.6</td>
<td>1.6</td>
<td>2x</td>
<td></td>
</tr>
<tr>
<td>one</td>
<td>256</td>
<td>104</td>
<td>73</td>
<td>8.3</td>
<td>13.3x</td>
<td>58</td>
<td>42</td>
<td>3.9</td>
<td>8.1x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>two</td>
<td>256</td>
<td>46</td>
<td>154</td>
<td>3.7</td>
<td>2.8x</td>
<td>21</td>
<td>87</td>
<td>1.5</td>
<td>1.5x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>three</td>
<td>256</td>
<td>43</td>
<td>169</td>
<td>3.6</td>
<td>2.5x</td>
<td>52</td>
<td>169</td>
<td>3.6</td>
<td>1.9x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>four</td>
<td>256</td>
<td>56</td>
<td>126</td>
<td>4.6</td>
<td>4.3x</td>
<td>61</td>
<td>115</td>
<td>3.9</td>
<td>3.2x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>five</td>
<td>256</td>
<td>43</td>
<td>155</td>
<td>3.5</td>
<td>2.7x</td>
<td>49</td>
<td>155</td>
<td>3.2</td>
<td>1.9x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>six</td>
<td>256</td>
<td>48</td>
<td>150</td>
<td>3.9</td>
<td>3.1x</td>
<td>20</td>
<td>90</td>
<td>1.5</td>
<td>1.4x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>seven</td>
<td>256</td>
<td>57</td>
<td>147</td>
<td>4.6</td>
<td>3.4x</td>
<td>23</td>
<td>89</td>
<td>1.7</td>
<td>1.6x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>eight</td>
<td>256</td>
<td>48</td>
<td>155</td>
<td>3.8</td>
<td>2.8x</td>
<td>57</td>
<td>154</td>
<td>3.8</td>
<td>2.3x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>nine</td>
<td>256</td>
<td>56</td>
<td>168</td>
<td>4.5</td>
<td>3.15x</td>
<td>45</td>
<td>141</td>
<td>2.9</td>
<td>1.9x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>54.wcsp</td>
<td>67</td>
<td>107.3</td>
<td>160.3</td>
<td>6.6</td>
<td>2.8x</td>
<td>68.3</td>
<td>172</td>
<td>1.8</td>
<td>0.7x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>or-chain-42</td>
<td>385</td>
<td>120.3</td>
<td>27</td>
<td>0.1</td>
<td>31.3x</td>
<td>110</td>
<td>54.3</td>
<td>0.1</td>
<td>6.4x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>or-chain-45</td>
<td>715</td>
<td>151</td>
<td>33.7</td>
<td>0.1</td>
<td>12.5x</td>
<td>94.3</td>
<td>36.3</td>
<td>0.1</td>
<td>4.9x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>or-chain-147</td>
<td>410</td>
<td>107.7</td>
<td>18.7</td>
<td>3.3</td>
<td>80.7x</td>
<td>105</td>
<td>58.3</td>
<td>1.6</td>
<td>12.8x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>or-chain-148</td>
<td>463</td>
<td>122.7</td>
<td>42.3</td>
<td>1</td>
<td>49.0x</td>
<td>80</td>
<td>32</td>
<td>0.3</td>
<td>14.2x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>or-chain-225</td>
<td>467</td>
<td>181.3</td>
<td>58</td>
<td>0.8</td>
<td>44.1x</td>
<td>137.7</td>
<td>69</td>
<td>0.3</td>
<td>10.8x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>rbm20</td>
<td>40</td>
<td>9</td>
<td>41</td>
<td>31</td>
<td>2.4x</td>
<td>30</td>
<td>107.2</td>
<td>30.2</td>
<td>1x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seg2-17</td>
<td>228</td>
<td>63</td>
<td>83.7</td>
<td>1.8</td>
<td>7x</td>
<td>46.7</td>
<td>64.7</td>
<td>0.7</td>
<td>4.1x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seg7-11</td>
<td>235</td>
<td>54.3</td>
<td>84</td>
<td>1.9</td>
<td>2.8x</td>
<td>48.7</td>
<td>73.3</td>
<td>1.3</td>
<td>2.3x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family2Dominant</td>
<td>385</td>
<td>117.3</td>
<td>88</td>
<td>2.4</td>
<td>5.9x</td>
<td>85.7</td>
<td>78.3</td>
<td>1</td>
<td>2.7x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family2Recessive</td>
<td>385</td>
<td>111.6</td>
<td>89.7</td>
<td>1.31</td>
<td>3.9x</td>
<td>86.3</td>
<td>81.7</td>
<td>0.7</td>
<td>2.2x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>grid10x10.f5.wrap</td>
<td>100</td>
<td>136.7</td>
<td>239</td>
<td>17.4</td>
<td>6.3x</td>
<td>142</td>
<td>180.3</td>
<td>10.3</td>
<td>4.6x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>grid10x10.f10.wrap</td>
<td>100</td>
<td>101.3</td>
<td>62.3</td>
<td>12.4</td>
<td>20.9x</td>
<td>92.7</td>
<td>59</td>
<td>5.9</td>
<td>9.7x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>average</td>
<td>275.7</td>
<td>83.9</td>
<td>101.3</td>
<td>5.4</td>
<td>13.6x</td>
<td>66.8</td>
<td>94.9</td>
<td>3.6</td>
<td>4.5x</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
We propose in this chapter a technique for decomposing the parameter learning problem in Bayesian networks into independent learning problems. Our technique applies to incomplete datasets and exploits variables that are either hidden or observed in the given dataset. We show empirically that the proposed technique can lead to orders-of-magnitude savings in learning time. We explain, analytically and empirically, the reasons behind our reported savings, and compare the proposed technique to related ones that are sometimes used by inference algorithms. This chapter is based on (Refaat et al., 2014).

6.1 Introduction

When learning the parameters of a graphical model from data, a key distinction is commonly drawn between complete and incomplete datasets. In a complete dataset, the value of each variable is known in every example. In this case, maximum likelihood parameters are unique and can be easily estimated using a single pass on the dataset. However, when the data is incomplete, the optimization problem is generally non-convex, has multiple local optima, and is commonly solved by iterative methods, such as EM (Dempster et al., 1977; Lauritzen, 1995), gradient descent (Russel, Binder, Koller, & Kanazawa, 1995) and, more recently, EDML (Choi et al., 2011; Refaat et al., 2012, 2013).
Incomplete datasets may still exhibit a certain structure. In particular, certain variables may always be observed in the dataset, while others may always be unobserved (hidden). We exploit this structure by decomposing the parameter learning problem into smaller learning problems that can be solved independently. In particular, we show that the stationary points of the likelihood function can be characterized by the ones of the smaller problems. This implies that algorithms such as EM and gradient descent can be applied to the smaller problems while preserving their guarantees. Empirically, we show that the proposed decomposition technique can lead to orders-of-magnitude savings. Moreover, we show that the savings are amplified when the dataset grows in size. Finally, we explain these significant savings analytically by examining the impact of our decomposition technique on the dynamics of the used convergence test, and on the properties of the datasets associated with the smaller learning problems.

The chapter is organized as follows. In Section 6.2, we present the decomposition technique and then prove its soundness in Section 6.3. Section 6.4 is dedicated to empirical results and to analyzing the reported savings. We discuss related work in Section 6.5 and finally close with some concluding remarks in Section 6.6. The proofs are moved to the appendix in the supplementary material.

### 6.2 Decomposing the Learning Problem

We now show how the problem of learning Bayesian network parameters can be decomposed into independent learning problems. The proposed technique exploits two aspects of a dataset: hidden and observed variables.

**Proposition 3** The likelihood function $L(\theta|D)$ does not depend on the parameters of variable $X$ if $X$ is hidden in dataset $D$ and is a leaf of the network structure.

If a hidden variable appears as a leaf in the network structure, it can be removed from the structure while setting its parameters arbitrarily (assuming no prior). This process
can be repeated until there are no leaf variables that are also hidden. The soundness of this technique follows from (Shachter, 1986, 1990).

Our second decomposition technique will exploit the observed variables of a dataset. In a nutshell, we will (a) decompose the Bayesian network into a number of sub-networks, (b) learn the parameters of each sub-network independently, and then (c) assemble parameter estimates for the original network from the estimates obtained in each sub-network.

**Definition 1 (Component)** Let $G$ be a network, $O$ be some observed variables in $G$ and let $G|O$ be the network which results from deleting all edges from $G$ which are outgoing from $O$. A component of $G|O$ is a maximal set of nodes that are connected in $G|O$.

Consider the network $G$ in Figure 6.1, with observed variables $O = \{V, X, Z\}$. Then $G|O$ has three components in this case: $S_1 = \{V\}$, $S_2 = \{X\}$, and $S_3 = \{Y, Z\}$.

The components of a network partition its parameters into groups, one group per component. In the above example, the network parameters are partitioned into the following groups:

- $S_1 : \{\theta_v, \theta_{\overline{v}}\}$
- $S_2 : \{\theta_{x|v}, \theta_{\overline{x}|v}, \theta_{x|\overline{v}}, \theta_{\overline{x}|\overline{v}}\}$
- $S_3 : \{\theta_{y|x}, \theta_{\overline{y}|x}, \theta_{y|\overline{x}}, \theta_{\overline{y}|\overline{x}}, \theta_{z|y}, \theta_{\overline{z}|y}, \theta_{z|\overline{y}}, \theta_{\overline{z}|\overline{y}}\}$. 

Figure 6.1: Identifying components of network $G$ given $O = \{V, X, Z\}$. 
We will later show that the learning problem can be decomposed into independent learning problems, each induced by one component. To define these independent problems, we need some definitions.

**Definition 2 (Boundary Node)** Let $S$ be a component of $G|O$. If edge $B \rightarrow S$ appears in $G$, $B \not\in S$ and $S \in S$, then $B$ is called a **boundary** for component $S$.

Considering Figure 6.1, node $X$ is the only boundary for component $S_3 = \{Y, Z\}$. Moreover, node $V$ is the only boundary for component $S_2 = \{X\}$. Component $S_1 = \{V\}$ has no boundary nodes.

The independent learning problems are based on the following sub-networks.

**Definition 3 (Sub-Network)** Let $S$ be a component of $G|O$ with boundary variables $B$. The **sub-network** of component $S$ is the subset of network $G$ induced by variables $S \cup B$.

Figure 6.2 depicts the three sub-networks which correspond to our running example.

The parameters of a sub-network will be learned using projected datasets.

**Definition 4** Let $D = d_1, \ldots, d_N$ be a dataset over variables $X$ and let $Y$ be a subset of variables $X$. The **projection** of dataset $D$ on variables $Y$ is the set of examples $e_1, \ldots, e_N$, where each $e_i$ is the subset of example $d_i$ which pertains to variables $Y$. 

Figure 6.2: The sub-networks induced by adding boundary variables to components.
We show below a dataset for the full Bayesian network in Figure 6.1, followed by three projected datasets, one for each of the sub-networks in Figure 6.2.

\[\begin{array}{ccc}
V & X & Y & Z \\
\hline
d_1 & \overline{v} & x & ? & \overline{z} \\
d_2 & v & \overline{x} & ? & z \\
d_3 & v & x & ? & \overline{z} \\
\end{array}\]

The projected datasets are “compressed” as we only represent unique examples, together with a count of how many times each example appears in a dataset. Using compressed datasets is crucial to realizing the full potential of decomposition, as it ensures that the size of a projected dataset is at most exponential in the number of variables appearing in its sub-network (more on this later).

We are now ready to describe our decomposition technique. Given a Bayesian network structure \(G\) and a dataset \(D\) that observes variables \(O\), we can get the stationary points of the likelihood function for network \(G\) as follows:

1. Identify the components \(S_1, \ldots, S_M\) of \(G|O\) (Definition 1).
2. Construct a sub-network for each component \(S_i\) and its boundary variables \(B_i\) (Definition 3).
3. Project the dataset \(D\) on the variables of each sub-network (Definition 4).
4. Identify a stationary point for each sub-network and its projected dataset (using, e.g., EM, EDML or gradient descent).
5. Recover the learned parameters of non-boundary variables from each sub-network.
We will next prove that (a) these parameters are a stationary point of the likelihood function for network $G$, and (b) every stationary point of the likelihood function can be generated this way (using an appropriate seed).

### 6.3 Soundness

The soundness of our decomposition technique is based on three steps. We first introduce the notion of a parameter term, on which our proof rests. We then show how the likelihood function for the Bayesian network can be decomposed into component likelihood functions, one for each sub-network. We finally show that the stationary points of the likelihood function (network) can be characterized by the stationary points of component likelihood functions (sub-networks).

Two parameters are compatible iff they agree on the state of their common variables. For example, parameters $\theta_{z|y}$ and $\theta_{y|x}$ are compatible, but parameters $\theta_{z|\overline{y}}$ and $\theta_{y|x}$ are not compatible, as $y \neq \overline{y}$. Moreover, a parameter is compatible with an example iff they agree on the state of their common variables. Parameter $\theta_{\overline{y}|x}$ is compatible with example $x, \overline{y}, z$, but not with example $x, y, z$.

**Definition 5 (Parameter Term)** Let $S$ be network variables and let $d$ be an example. A parameter term for $S$ and $d$, denoted $\Theta^d_S$, is a product of compatible network parameters, one for each variable in $S$, that are also compatible with example $d$.

Consider the network $X \rightarrow Y \rightarrow Z$. If $S = \{Y, Z\}$ and $d = x, z$, then $\Theta^d_S$ will denote either $\theta_{y|x} \theta_{z|y}$ or $\theta_{\overline{y}|x} \theta_{z|\overline{y}}$. Moreover, if $S = \{X, Y, Z\}$, then $\Theta^d_S$ will denote either $\theta_x \theta_{y|x} \theta_{z|y}$ or $\theta_x \theta_{\overline{y}|x} \theta_{z|\overline{y}}$. In this case, $Pr(d) = \sum_{\Theta^d_S} \Theta^d_S$. This holds more generally, whenever $S$ is the set of all network variables.

We will now use parameter terms to show how the likelihood function can be decomposed into component likelihood functions.
Theorem 9 Let $S$ be a component of $G|O$ and let $R$ be the remaining variables of network $G$. If variables $O$ are observed in example $d$, we have

$$\Pr_\theta(d) = \left[ \sum_{\Theta_S^d} \right] \left[ \sum_{\Theta_R^d} \right].$$

If $\theta$ denotes all network parameters, and $S$ is a set of network variables, then $\theta:S$ will denote the subset of network parameters which pertain to the variables in $S$. Each component $S$ of a Bayesian network induces its own likelihood function over parameters $\theta:S$.

Definition 6 (Component Likelihood) Let $S$ be a component of $G|O$. For dataset $D = d_1, \ldots, d_N$, the component likelihood for $S$ is defined as

$$L(\theta:S|D) = \prod_{i=1}^{N} \sum_{\Theta_S^d_i}.$$

In our running example, the components are $S_1 = \{V\}$, $S_2 = \{X\}$ and $S_3 = \{Y, Z\}$. Moreover, the observed variables are $O = \{V, X, Z\}$. Hence, the component likelihoods are

$$L(\theta:S_1|D) = [\theta_V] [\theta_V] [\theta_V]$$

$$L(\theta:S_2|D) = [\theta_{X|V}] [\theta_{X|V}] [\theta_{X|V}]$$

$$L(\theta:S_3|D) = [\theta_{Y|X}\theta_{Z|Y} + \theta_{Y|X}\theta_{Z|Y}] [\theta_{Y|X}\theta_{Z|Y} + \theta_{Y|X}\theta_{Z|Y}][\theta_{Y|X}\theta_{Z|Y} + \theta_{Y|X}\theta_{Z|Y}].$$

The parameters of component likelihoods partition the network parameters. That is, the parameters of two component likelihoods are always non-overlapping. Moreover, the parameters of component likelihoods account for all network parameters.\(^1\)

We can now state our main decomposition result, which is a direct corollary of Theorem 9.

\(^1\)The sum-to-one constraints that underlie each component likelihood also partition the sum-to-one constraints of the likelihood function.
Corollary 1 Let $S_1, \ldots, S_M$ be the components of $G|O$. If variables $O$ are observed in dataset $D$,

$$L(\theta|D) = \prod_{i=1}^{M} L(\theta:S_i|D).$$

Hence, the network likelihood decomposes into a product of component likelihoods. This leads to another important corollary (see Lemma 1 in the Appendix):

Corollary 2 Let $S_1, \ldots, S_M$ be the components of $G|O$. If variables $O$ are observed in dataset $D$, then $\theta^*$ is a stationary point of the likelihood $L(\theta|D)$ iff, for each $i$, $\theta^*:S_i$ is a stationary point for the component likelihood $L(\theta:S_i|D)$.

The search for stationary points of the network likelihood is now decomposed into independent searches for stationary points of component likelihoods.

We will now show that the stationary points of a component likelihood can be identified using any algorithm that identifies such points for the network likelihood.

Theorem 10 Consider a sub-network $G$ which is induced by component $S$ and boundary variables $B$. Let $\theta$ be the parameters of sub-network $G$, and let $D$ be a dataset for $G$ that observes boundary variables $B$. Then $\theta^*$ is a stationary point for the sub-network likelihood, $L(\theta|D)$, only if $\theta^*:S$ is a stationary point for the component likelihood $L(\theta:S|D)$. Moreover, every stationary point for $L(\theta:S|D)$ is part of some stationary point for $L(\theta|D)$.

Given an algorithm that identifies stationary points of the likelihood function of Bayesian networks (e.g., EM), we can now identify all stationary points of a component likelihood. That is, we just apply this algorithm to the sub-network of each component $S$, and then extract the parameter estimates of variables in $S$ while ignoring the parameters of boundary variables. This proves the soundness of our proposed decomposition technique.
6.4 The Computational Benefit of Decomposition

We will now illustrate the computational benefits of the proposed decomposition technique, showing orders-of-magnitude reductions in learning time. Our experiments are structured as follows. Given a Bayesian network $G$, we generate a dataset $D$ while ensuring that a certain percentage of variables are observed, with all others hidden. Using dataset $D$, we estimate the parameters of network $G$ using two methods. The first uses the classical EM on network $G$ and dataset $D$. The second decomposes network $G$ into its sub-networks $G_1, \ldots, G_M$, projects the dataset $D$ on each sub-network, and then applies EM to each sub-network and its projected dataset. This method is called D-EM (for Decomposed EM). We use the same seed for both EM and D-EM.

Before we present our results, we have the following observations on our data generation model. First, we made all unobserved variables hidden (as opposed to missing at random) as this leads to a more difficult learning problem, especially for EM (even with the pruning of hidden leaf nodes). Second, it is not uncommon to have a significant number of variables that are always observed in real-world datasets. For example, in the UCI repository: the internet advertisements dataset has 1558 variables, only 3 of which have missing values; the automobile dataset has 26 variables, where 7 have missing values; the dermatology dataset has 34 variables, where only age can be missing; and the mushroom dataset has 22 variables, where only one variable has missing values (Bache & Lichman, 2013).

We performed our experiments on three sets of networks: synthesized chains, synthesized complete binary trees, and some benchmarks from the UAI 2008 evaluation with other standard benchmarks (called UAI networks): alarm, win95pts, andes, diagnose, water, and pigs. Figure 6.3 and Table 6.1 depict the obtained time savings. As can be seen from these results, decomposing chains and trees lead to two orders-of-magnitude speed-ups for almost all observed percentages. For UAI networks, when observing 70% of the variables or more, one obtains one-to-two orders-of-magnitude
speed-ups. We note here that the time used for D-EM includes the time needed for decomposition (i.e., identifying the sub-networks and their projected datasets). Similar results for EDML are shown in the supplementary material.

The reported computational savings appear quite surprising. We now shed some light on the culprit behind these savings. We also argue that some of the most prominent tools for Bayesian networks do not appear to employ the proposed decomposition technique when learning network parameters.

Our first analytic explanation for the obtained savings is based on understanding the role of data projection, which can be illustrated by the following example. Consider a chain network over binary variables $X_1, \ldots, X_n$, where $n$ is even. Consider also a dataset $\mathcal{D}$ in which variable $X_i$ is observed for all odd $i$. There are $n/2$ sub-networks in this case. The first sub-network is $X_1$. The remaining sub-networks are in the form $X_{i-1} \rightarrow X_i \rightarrow X_{i+1}$ for $i = 2, 4, \ldots, n-2$ (node $X_n$ will be pruned). The dataset $\mathcal{D}$ can have up to $2^{n/2}$ distinct examples. If one learns parameters without decomposition, one would need to call the inference engine once for each distinct example, in each iteration of the learning algorithm. With $m$ iterations, the inference engine may be called up to $m2^{n/2}$ times. When learning with decomposition, however, each projected dataset will have at most 2 distinct examples for sub-network $X_1$, and at most 4 distinct
Table 6.1: Speed-up of D-EM over EM on UAI networks. Three random datasets per network/observed percentage with $2^{10}$ examples per dataset.

<table>
<thead>
<tr>
<th>Observed %</th>
<th>Network</th>
<th>Speed-up</th>
<th>Network</th>
<th>Speed-up</th>
<th>Network</th>
<th>Speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>95.0%</td>
<td>alarm</td>
<td>267.67x</td>
<td>diagnose</td>
<td>43.03x</td>
<td>andes</td>
<td>155.54x</td>
</tr>
<tr>
<td>90.0%</td>
<td>alarm</td>
<td>173.47x</td>
<td>diagnose</td>
<td>17.16x</td>
<td>andes</td>
<td>52.63x</td>
</tr>
<tr>
<td>80.0%</td>
<td>alarm</td>
<td>115.4x</td>
<td>diagnose</td>
<td>11.86x</td>
<td>andes</td>
<td>14.27x</td>
</tr>
<tr>
<td>70.0%</td>
<td>alarm</td>
<td>87.67x</td>
<td>diagnose</td>
<td>3.25x</td>
<td>andes</td>
<td>2.96x</td>
</tr>
<tr>
<td>60.0%</td>
<td>alarm</td>
<td>92.65x</td>
<td>diagnose</td>
<td>3.48x</td>
<td>andes</td>
<td>0.77x</td>
</tr>
<tr>
<td>50.0%</td>
<td>alarm</td>
<td>12.09x</td>
<td>diagnose</td>
<td>3.73x</td>
<td>andes</td>
<td>1.01x</td>
</tr>
<tr>
<td>95.0%</td>
<td>win95pts</td>
<td>591.38x</td>
<td>water</td>
<td>811.48x</td>
<td>pigs</td>
<td>235.63x</td>
</tr>
<tr>
<td>90.0%</td>
<td>win95pts</td>
<td>112.57x</td>
<td>water</td>
<td>110.27x</td>
<td>pigs</td>
<td>37.61x</td>
</tr>
<tr>
<td>80.0%</td>
<td>win95pts</td>
<td>22.41x</td>
<td>water</td>
<td>7.23x</td>
<td>pigs</td>
<td>34.19x</td>
</tr>
<tr>
<td>70.0%</td>
<td>win95pts</td>
<td>17.92x</td>
<td>water</td>
<td>1.5x</td>
<td>pigs</td>
<td>16.23x</td>
</tr>
<tr>
<td>60.0%</td>
<td>win95pts</td>
<td>4.8x</td>
<td>water</td>
<td>2.03x</td>
<td>pigs</td>
<td>4.1x</td>
</tr>
<tr>
<td>50.0%</td>
<td>win95pts</td>
<td>7.99x</td>
<td>water</td>
<td>4.4x</td>
<td>pigs</td>
<td>3.16x</td>
</tr>
</tbody>
</table>

examples for sub-network $X_{i-1} \rightarrow X_i \rightarrow X_{i+1}$ (variable $X_i$ is hidden, while variables $X_{i-1}$ and $X_{i+1}$ are observed). Hence, if sub-network $i$ takes $m_i$ iterations to converge, then the inference engine would need to be called at most $2m_1+4(m_2+m_4+\ldots+m_{n-2})$ times. We will later show that $m_i$ is generally significantly smaller than $m$. Hence, with decomposed learning, the number of calls to the inference engine can be significantly smaller, which can contribute significantly to the obtained savings. \(^2\)

Our analysis suggests that the savings obtained from decomposing the learning problem would amplify as the dataset gets larger. This can be seen clearly in Figure 6.4 (left), which shows that the speed-up of D-EM over EM grows linearly with

\(^2\)The analysis in this section was restricted to chains to make the discussion concrete. This analysis, however, can be generalized to arbitrary networks if enough variables are observed in the corresponding dataset.
Figure 6.4: Left: Speed-up of D-EM over EM as a function of dataset size. This is for a chain network with 180 variables, while observing 50% of the variables. Right Pair: Graphs showing the number of iterations required by each sub-network, sorted descendingly. The problem is for learning Network Pigs while observing 90% of the variables, with convergence based on parameters (left), and on likelihood (right).

the dataset size. Hence, decomposition can be critical when learning with very large datasets.

Interestingly, two of the most prominent (non-commercial) tools for Bayesian networks do not exhibit this behavior on the chain network discussed above. This is shown in Figure 6.5, which compares D-EM to the EM implementations of the GenIE/SMILE and SAMIAM systems, both of which were represented in previous inference evaluations (Darwiche, Dechter, Choi, Gogate, & Otten, 2008). In particular, we ran these systems on a chain network $X_0 \rightarrow \cdots \rightarrow X_{100}$, where each variable has 10 states, and using datasets with alternating observed and hidden variables. Each plot point represents an average over 20 simulated datasets, where we recorded the time to execute each EM algorithm (excluding the time to read networks and datasets from file, which was negligible compared to learning time).

Clearly, D-EM scales better in terms of time than both SMILE and SAMIAM, as the size of the dataset increases. As explained in the above analysis, the number of

---

The GenIE/SMILE and SAMIAM systems are available at http://genie.sis.pitt.edu/ and http://reasoning.cs.ucla.edu/samiam/. SMILE’s C++ API was used to run EM, using default options, except we suppressed the randomized parameters option. SAMIAM’s Java API was used to run EM (via the CodeBandit feature), also using default options, and the Hugin algorithm as the underlying inference engine.
calls to the inference engine by D-EM is not necessarily linear in the dataset size. Note here that D-EM used a stricter convergence threshold and obtained better likelihoods, than both SMILE and SAMIAM, in all cases. Yet, D-EM was able to achieve one-to-two orders-of-magnitude speed-ups as the dataset grows in size. On the other hand, SAMIAM was more efficient than SMILE, but got worse likelihoods in all cases, using their default settings (the same seed was used for all algorithms).

Our second analytic explanation for the obtained savings is based on understanding the dynamics of the convergence test, used by iterative algorithms such as EM. Such algorithms employ a convergence test based on either parameter or likelihood change. According to the first test, one compares the parameter estimates obtained at iteration $i$ of the algorithm to those obtained at iteration $i - 1$. If the estimates are close enough, the algorithm converges. The likelihood test is similar, except that the likelihood of estimates is compared across iterations. In our experiments, we used a convergence test based on parameter change. In particular, when the absolute change in every parameter falls below the set threshold of $10^{-4}$, convergence is declared by EM.

When learning with decomposition, each sub-network is allowed to converge in-
dependently, which can contribute significantly to the obtained savings. In particular, with enough observed variables, we have realized that the vast majority of sub-networks converge very quickly, sometimes in one iteration (when the projected dataset is complete). In fact, due to this phenomenon, the convergence threshold for sub-networks can be further tightened without adversely affecting the total running time. In our experiments, we used a threshold of $10^{-5}$ for D-EM, which is tighter than the threshold used for EM. Figure 6.4 (right pair) illustrates decomposed convergence, by showing the number of iterations required by each sub-network to converge, sorted decreasingly, with convergence test based on parameters (left) and likelihood (right). The vast majority of sub-networks converged very quickly. Here, convergence was declared when the change in parameters or log-likelihood, respectively, fell below the set threshold of $10^{-5}$.

6.5 Related Work

The decomposition techniques we discussed in this chapter have long been utilized in the context of inference, but apparently not in learning. In particular, leaf nodes that do not appear in evidence $e$ have been called Barren nodes in (Shachter, 1986), which showed the soundness of their removal during inference with evidence $e$. Similarly, deleting edges outgoing from evidence nodes has been called evidence absorption and its soundness was shown in (Shachter, 1990). Interestingly enough, both of these techniques are employed by the inference engines of SAMIAM and SMILE,\footnote{SMILE actually employs a more advanced technique known as relevance reasoning (Lin & Druzdzel, 1997).} even though neither seem to employ them when learning network parameters as we propose here (see earlier experiments). When employed during inference, these techniques simplify the network to reduce the time needed to compute queries (e.g., conditional marginals which are needed by learning algorithms). However, when employed in the context of learning, these techniques reduce the number of calls that need to be made to an infer-
ence engine. The difference is therefore fundamental, and the effects of the techniques are orthogonal. In fact, the inference engine we used in our experiments does employ decomposition techniques. Yet, we were still able to obtain orders-of-magnitude speed-ups when decomposing the learning problem. On the other hand, our proposed decomposition techniques do not apply fully to Markov random fields (MRFs) as the partition function cannot be decomposed, even when the data is complete (evaluating the partition function is independent of the data). However, distributed learning algorithms have been proposed in the literature. For example, the recently proposed LAP algorithm is a consistent estimator for MRFs under complete data (Mizrahi, Denil, & de Freitas, 2014). A similar method to LAP was independently introduced by (Meng, Wei, Wiesel, & III, 2013) in the context of Gaussian graphical models.

6.6 Conclusion

We proposed a technique for decomposing the problem of learning Bayesian network parameters into independent learning problems. The technique applies to incomplete datasets and is based on exploiting variables that are either hidden or observed. Our empirical results suggest that orders-of-magnitude speed-up can be obtained from this decomposition technique, when enough or particular variables are hidden or observed in the dataset. The proposed decomposition technique is orthogonal to the one used for optimizing inference as one reduces the time of inference queries, while the other reduces the number of such queries. The latter effect is due to decomposing the dataset and the convergence test. The decomposition process incurs little overhead as it can be performed in time that is linear in the structure size and dataset size. Hence, given the potential savings it may lead to, it appears that one must always try to decompose before learning network parameters.
CHAPTER 7

Data Compression in Learning MRFs

We propose in this chapter a technique for decomposing and compressing the dataset in the parameter learning problem in Markov random fields. Our technique applies to incomplete datasets and exploits variables that are always observed in the given dataset. We show that our technique allows exact computation of the gradient and the likelihood, and can lead to orders-of-magnitude savings in learning time. This chapter is based on (Refaat & Darwiche, 2015).

7.1 Introduction

This chapter is concerned with learning factors from incomplete data given a fixed structure. As pointed out in Koller and Friedman (2009) (Koller & Friedman, 2009), at every iteration, besides doing inference to compute the partition function, we need to run inference separately conditioned on every unique data example. In this chapter, we propose a technique that can significantly decrease the number of required inferences per iteration, without any loss of quality, which we highlight next.

Our goal is to alleviate the need for an inference for each unique data example. We decompose the dataset into smaller datasets each of which is over a subset of the variables, and is associated with some part of the MRF structure. We prove that to compute the objective function or its gradient, one can operate on the decomposed datasets rather than the original dataset. So why can operating on the decomposed datasets be better? We show that our proposed decomposition can create room for
compressing the datasets. Accordingly, the decomposed datasets can be much smaller than the original dataset. This leads to decreasing the number of inferences required by the optimization algorithm, and can significantly decrease the learning time.

Our proposed technique exploits variables that are always observed in the dataset, and it can be performed in time that is linear in the MRF structure and dataset size.

The chapter is organized as follows. In Section 7.2, we define our notation and give an introduction to the problem of learning MRF parameters. We motivate the problem we tackle in Section 7.3. In Section 7.4, we show how the data decomposition technique works. The experimental results are given in Section 7.5. We prove that our method is sound in Section 7.6. We review some of the related work in Section 7.7, and conclude in Section 7.8.

## 7.2 Learning Parameters

In this section, we review how parameter estimation for MRFs is formulated as an optimization problem. The set of all parameters of the MRF is denoted by \( \theta \). Variables and their instantiations are used as subscripts for \( \theta \) to denote a subset of the parameters. Namely, the network parameters are given by the vector \( \theta = (\ldots, \theta_{X_f}, \ldots) \). Component \( \theta_{X_f} \) is a parameter set for a factor \( f \), assigning a number \( \theta_{x_f} > 0 \) for each instantiation \( x_f \) of variable set \( X_f \).

We say that an instantiation \( x \) and a data example \( d \) are compatible, denoted by \( x \sim d \), iff they agree on the state of their common variables. For example \( x = a, b, \bar{c} \) is compatible with \( d_1 = a, \bar{c} \) but not with \( d_2 = a, c \) as \( c \neq \bar{c} \).

The negative log-likelihood of a dataset \( D = \{\ldots, d_i, \ldots\} \) is denoted by \( -\ell(\theta|D) \), and given by:

\[
-\ell(\theta|D) = - \sum_{i=1}^{N} \log Z_\theta(d_i) + N \log Z_\theta
\]  

(7.1)

where \( N \) is the number of data examples, and \( Z_\theta \) is the partition function. The partition
function is given by $Z_\theta = \sum_x \prod_f \theta_{x_f}$, where $\sum_x$ is a summation over all possible instantiations of $x$, which determines an instantiation $x_f$ for each factor $f$. Similarly, $\log Z_\theta(d_i) = \sum_{x \sim d_i} \prod_f \theta_{x_f}$ is the partition function conditioned on example $d_i$, i.e. the summation is over the instantiations that agree with the observed values of $d_i$. For simplicity, we assume, throughout the chapter, a tabular representation as given in (Refaat et al., 2013), as opposed to an exponential representation as given in Chapter 19 in (Murphy, 2012). In our experiments, however, we use the exponential representation, to avoid the need for explicit non-negativity constraints.

The first term in Equation 7.1 is called the data term, whereas the second term is called the model term. If the data is complete, Equation 7.1 is convex, if the exponential representation is used; and the data term becomes trivial to evaluate. Thus, in every optimization iteration, a single inference is typically needed to evaluate the model term.

However, when the data is incomplete, the data term is non-trivial to evaluate as it requires running inference conditioned on every data example $d_i$. Thus, the number of inferences needed per iteration would be $N + 1$. An efficient package would however detect identical data examples, and do inference for every distinct data example. However, the number of distinct data examples can still be substantially large. In this chapter, we propose a technique that decomposes the data term and compresses the dataset. As a result, the number of inferences required to evaluate the data term can decrease leading to high speed-ups. We next give a motivation and explain how the technique works.

### 7.3 Motivation

We highlight the proposed technique by taking a closer look at the underlying optimization problem. When learning maximum likelihood parameters, the objective function

---

1 $N$ iterations are needed for doing inference conditioned on each data example, and one inference is needed for the model term.
consists of the data term and the model term, as explained in Section 7.2. Unlike the data term, the model term does not depend on the dataset. In case of complete data, the data term evaluation is trivial during optimization. Thus, only one inference per iteration is required for the model term. However, when the data is incomplete, evaluation of the data term requires a number of inferences equal to the number of distinct data examples in the dataset. In this chapter, we exploit variables that are always observed in the dataset, and decompose the data term into independent terms, each of which is over a possibly much smaller dataset.

When inference is done conditioned on a data example, the graph can be pruned using the observed values, to make inference more efficient; see Chapter 6 in (Darwiche, 2009). Most learning packages, that use efficient inference engines, use such techniques that date back to Shachter (Shachter, 1986, 1990). Namely, the graph is pruned given every data example, before doing inference. The key observation that we exploit is that the pruned graphs, given all the data examples, share something in common, if some variables are always observed. This commonality is the heart of the proposed method.

To capture this commonality, we decompose the graph conditioned *only* on the variables that are always observed in the dataset. As a result, the graph is decomposed into a number of sub-graphs each of which is over a subset of the variables. We then project the dataset onto the variables of each sub-graph, by discarding the variables not in the sub-graph. We prove that evaluating the data term or computing its gradient can now be computed by doing inference in the sub-graphs and their projected datasets independently. This begs the question: *Why is this decomposition useful?*

Now, the number of variables and, therefore, unique data examples in each projected dataset is much smaller than in the original dataset. As a result, each projected dataset can be compressed significantly by detecting repetitions, and accordingly, the number of inferences required in each iteration decreases. We show empirically that the proposed method can lead to orders-of-magnitude speed-ups. In fact, data compression
becomes particularly useful as the size of the dataset grows, and as the number of observed variables increases.

7.4 Data Decomposition

In this section, we explain how the data term is decomposed and, accordingly, the dataset is compressed. The proof will be given in Section 7.6. Figure 7.1 (left) shows a $3 \times 3$ grid MRF that we use as a running example. Factors in the grid are binary, i.e. involves two variables, and variables can take 2 states: true ($t$) or false ($f$). Suppose that Variables 1, 6, and 8 have missing values in the dataset (denoted by $?$), whereas Variables 2, 3, 4, 5, 7, and 9 are always observed (cannot take $?$). The dataset takes the form:

<table>
<thead>
<tr>
<th>example/variable</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$t$</td>
<td>$f$</td>
<td>$f$</td>
<td>$f$</td>
<td>$t$</td>
<td>$?$</td>
<td>$t$</td>
<td>$?$</td>
<td>$t$</td>
</tr>
<tr>
<td>2</td>
<td>$?$</td>
<td>$t$</td>
<td>$t$</td>
<td>$f$</td>
<td>$t$</td>
<td>$?$</td>
<td>$f$</td>
<td>$?$</td>
<td>$f$</td>
</tr>
<tr>
<td>3</td>
<td>$t$</td>
<td>$f$</td>
<td>$t$</td>
<td>$f$</td>
<td>$t$</td>
<td>$t$</td>
<td>$t$</td>
<td>$?$</td>
<td>$t$</td>
</tr>
<tr>
<td>4</td>
<td>$?$</td>
<td>$t$</td>
<td>$t$</td>
<td>$f$</td>
<td>$f$</td>
<td>$?$</td>
<td>$f$</td>
<td>$f$</td>
<td>$t$</td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
</tbody>
</table>
Firstly, we create a factor graph, as given in Figure 7.1 (middle), which has a node for every factor in the original MRF. An edge between two factors exists if and only if they share a common variable. For example, \( f_{12} \) and \( f_{25} \) share Variable 2, and therefore has an edge between them in the factor graph. The decomposition will be performed on the created factor graph as shown next.

Secondly, we delete any edge, in the factor graph, if the common variables between its nodes are always observed in the dataset. For example, the edge between \( f_{12} \) and \( f_{25} \) is deleted as the common Variable 2 is always observed in the dataset. On the other hand, \( f_{58} \) and \( f_{89} \) remains intact as the common Variable 8 has missing values in the dataset. The result of this decomposition is given in Figure 7.1 (right).

Now, the decomposed factor graph in Figure 7.1 (right) decomposes the MRF into multiple sub-networks, each of which is over a subset of factors. For example, factors \( f_{12} \) and \( f_{14} \) forms a sub-network. As we will prove in Section 7.6, the data term decomposes into a summation of independent terms corresponding to each sub-network.

Thirdly, we project the dataset onto the variables of each sub-network, by discarding the variables not in the sub-network. For example, we project the dataset onto the variables of the sub-network, \( f_{12} - f_{14} \), by discarding all variables except 1, 2, and 4. Thus, this projected dataset will have only 3 columns, and will take the form:

<table>
<thead>
<tr>
<th>example/variable</th>
<th>1</th>
<th>2</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>t</td>
<td>f</td>
<td>f</td>
</tr>
<tr>
<td>2</td>
<td>?</td>
<td>t</td>
<td>f</td>
</tr>
<tr>
<td>3</td>
<td>t</td>
<td>f</td>
<td>f</td>
</tr>
<tr>
<td>4</td>
<td>?</td>
<td>t</td>
<td>f</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

Now, we have a projected dataset for each sub-network. Finally, we will compress every projected dataset by detecting repetitions and adding a count field to every distinct data example. For example, the compressed dataset for \( f_{12} - f_{14} \) may take the form:
where the count keeps record of how many times the distinct data example was repeated in the dataset. The key observation here is that the number of repetitions increases in the projected datasets. By a simple counting argument, one can show that the maximum number of possible distinct data examples that can appear in the original dataset is $2^6 \times 3^3 = 1728$. On the other hand, the maximum number of distinct data examples in the projected dataset of $f_{12} - f_{14}$, for instance, can be at most only $2^2 \times 3^1 = 12$.

Every sub-network with its own projected, and potentially compressed, dataset now induces an independent data term, defined exactly as the original data term, as we will show in Section 7.6. We will prove that the original data term is equivalent to the summation of all the independent sub-network data terms. Thus, to evaluate or compute the gradient of the original data term, one needs to evaluate or compute the gradient of the data term of each sub-network independently, and then combine them by addition.

The decomposition above suggests that as more variables are always observed, the MRF is decomposed into much smaller sub-networks leading to more repetitions. Moreover, as the dataset size gets larger, the difference between the data before and after decomposition is magnified. Now, we will show that, experimentally, data decomposition works as expected and can achieve orders-of-magnitude savings in time.

7.5 Experimental Results

We compare the time taken by the gradient method if data decomposition is used, versus if the original dataset is used. In particular, using a fixed network structure, we simulate a dataset, then make the data incomplete by randomly selecting a certain percentage of

<table>
<thead>
<tr>
<th>example/variable</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>t</td>
<td>f</td>
<td>f</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>?</td>
<td>t</td>
<td>f</td>
<td>15</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

Note that a variable with missing values can take true, false, or be missing.
variables to have missing values. After that, we learn the parameters from the data using the gradient method with and without data decomposition, to obtain a local optimum.

For 11 different networks, \(^3\) and with hiding 20\% of the variables, Table 7.1 shows the time taken by the gradient method without data decomposition \(t_{\text{grad}}\), and with data decomposition \(t_{d-\text{grad}}\), together with the speed-up achieved by data decomposition, computed as \(t_{\text{grad}}/t_{d-\text{grad}}\). In all cases, the same learned parameters were returned by both techniques, which we do not show in the table.

One can see that data decomposition achieved one-to-two orders-of-magnitude speed-up in learning time in most cases. The decomposition technique has almost left the dataset of network 54.wcsp without much decomposition leading to little speed-up.

In this experiment, we did not vary the percentage of observed variables nor the dataset size. We selected the dataset in each case to be as small as possible without making computing the data term much easier than the model term. We next analyze the behavior of the decomposition technique when the percentage of observed variables or the dataset size changes.

As the motivating example in Section 7.4 suggests, we expect that data decomposition will behave favorably as the dataset gets larger, and as more variables are always observed in the dataset.

Figure 7.2 shows the speed-up achieved with a dataset of \(2^{12}\) examples, while always observing different percentages of variables, using 4 different structures. As expected, as less nodes have missing values, the speed-up increases.

Figure 7.3 shows the speed-up achieved while using a hiding percentage of 20\%, for different dataset sizes, in log-scale. Indeed, the speed-up is directly proportional to the dataset size. In this case, orders-of-magnitude speed-up was achieved starting from \(2^{14}\) examples.

---

\(^3\)Among the used structures are randomly generated chains (Chain-50 and Chain-100), and randomly generated binary trees (Tree-63, Tree-127, Tree-225). Grid9x9 and Grid10x10 are grid networks. Network 54.wcsp is a weighted CSP problem, whereas Network win95pts is an expert system for printer troubleshooting in Windows 95. Network smokers is a relational Markov network.
Table 7.1: The execution time taken by the gradient method (without and with data decomposition), together with the speed-up achieved when data decomposition is used.

<table>
<thead>
<tr>
<th>Network</th>
<th>#vars</th>
<th>data size</th>
<th>$t_{grad}$</th>
<th>$t_{d\cdot grad}$</th>
<th>speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chain – 50</td>
<td>50</td>
<td>4096</td>
<td>4.7 mins</td>
<td>1.7 secs</td>
<td>165×</td>
</tr>
<tr>
<td>Chain – 100</td>
<td>100</td>
<td>4096</td>
<td>12.2 mins</td>
<td>2.9 secs</td>
<td>253×</td>
</tr>
<tr>
<td>Tree – 63</td>
<td>63</td>
<td>4096</td>
<td>6 mins</td>
<td>2.36 secs</td>
<td>152×</td>
</tr>
<tr>
<td>Tree – 127</td>
<td>127</td>
<td>4096</td>
<td>18 mins</td>
<td>5.77 secs</td>
<td>187×</td>
</tr>
<tr>
<td>Tree – 255</td>
<td>255</td>
<td>4096</td>
<td>53 mins</td>
<td>13 secs</td>
<td>236×</td>
</tr>
<tr>
<td>Grid9×9</td>
<td>81</td>
<td>8192</td>
<td>61 mins</td>
<td>73 secs</td>
<td>50×</td>
</tr>
<tr>
<td>Grid10×10</td>
<td>100</td>
<td>8192</td>
<td>74 mins</td>
<td>34 secs</td>
<td>130×</td>
</tr>
<tr>
<td>alarm</td>
<td>37</td>
<td>4096</td>
<td>3.4 mins</td>
<td>13.6 secs</td>
<td>15×</td>
</tr>
<tr>
<td>54.wcsp</td>
<td>67</td>
<td>1024</td>
<td>1.45 mins</td>
<td>1.32 mins</td>
<td>1.1×</td>
</tr>
<tr>
<td>win95pts</td>
<td>76</td>
<td>1024</td>
<td>4.3 mins</td>
<td>7.8 secs</td>
<td>33×</td>
</tr>
<tr>
<td>smokers</td>
<td>120</td>
<td>2048</td>
<td>16 mins</td>
<td>1.64 mins</td>
<td>9.7×</td>
</tr>
</tbody>
</table>

Given the difficulty of the problem, the speed-up achieved by data decomposition can be indispensable. For example, for a $9 \times 9$ Grid, $2^{16}$ data examples, and 20% hiding percentage, the gradient method took about 3 minutes by data decomposition versus about 17 hours by detecting repetitions in the original dataset.

Decomposition can also make learning feasible in large problems. For example, we were able to learn the parameters of a network from the field of genetics (Family2Recessive), that has 385 factors, from $2^{12}$ examples with 20% hiding, in about 55 minutes, by data decomposition. However, we were not able to get results, in less than a day, without data decomposition, for this network.

We next show that an existing prominent package (FastInf) does not appear to use the proposed data decomposition. We compare the speed-up obtained of our basic implementation of gradient descent and EM, that use data decomposition, against FastInf (Jaimovich, Meshi, McGraw, & Elidan, 2010). We provided our system and FastInf with the same initial parameters, same incomplete datasets (hiding 20%), and
Figure 7.2: The speed-up obtained by data decomposition on different percentages of always observed variables, for 4 different network structures: 9x9 grid, alarm, chain (50 variables), tree (63 variables).

the same MRF structure.

Figure 7.4 shows the speed-up obtained by our Gradient and EM methods, that use data decomposition (allowed 100 iterations), over FastInf EM (with the gradient option allowed only 2 iterations), for different dataset sizes in log-scale. One can see that as the data increases, more speed-up is achieved. We were able to get a better likelihood too as we run our system for more iterations, and still achieve high speed-ups.

In Figure 7.5, we fix the dataset size to $2^{12}$ and show the speed-up obtained by our technique over FastInf EM with different algorithm options: 0-FR, 1-PR, 2-BFGS, 3-STEEP, 4-NEWTON \(^4\). Newton method was not successful and, therefore, not shown in the figure.

Although FastInf uses approximate inference, and our implementation is based on exact inference, we were still able to realize orders-of-magnitude speed-ups over

\(^4\)For details about different algorithm options in FastInf, see (Jaimovich et al., 2010)
Figure 7.3: The speed-up obtained by data decomposition on different dataset sizes in log-scale, for 4 different network structures: 9x9 grid, alarm, chain (50 variables), tree (63 variables).

FastInf, as the dataset size increases.

We note too that data decomposition is done once and can be performed in time that is linear in the MRF structure size and dataset size. The execution time of our methods used to compute the speed-ups did involve the time needed to decompose the graph and decompose the data. In the next section, we prove that data decomposition is exact, and does not compromise quality.

### 7.6 Soundness

In this section, we prove that our decomposition technique is sound. Before we give our decomposition theorem, we review the notion of parameter terms, initially introduced in the context of Bayesian networks in (Refaat et al., 2014).
Figure 7.4: Speed-up of Gradient and EM methods (respectively) that use data decomposition, (allowed 100 iterations) over FastInf EM (allowed 2 iterations) on different dataset sizes in log-scale. Network alarm was used; 20% of the nodes have missing values in the data.

Figure 7.5: Speed-up of Gradient and EM methods, that use data decomposition, over different FastInf algorithms on $2^{12}$ data examples. Network alarm was used; 20% of the nodes have missing values in the data.

7.6.1 Parameter Terms

Two parameters are compatible, denoted by $\theta_{xf} \sim \theta_{xf'}$, iff they agree on the state of their common variables. For example, parameters $\theta_{xf=xy}$ and $\theta_{xf'=zy}$ are compatible, but parameters $\theta_{xf=x\overline{y}}$ and $\theta_{xf'=zy}$ are not compatible, as $y \neq \overline{y}$.

Moreover, a parameter is compatible with an example iff they agree on the state of their common variables. For example, parameter $\theta_{xf=x\overline{y}}$ is compatible with example $x, \overline{y}, z, v$, but not with example $x, y, z, v$. The definition of a parameter term is given as follows:
**Definition 7 (Parameter Term)** Let \( F \) be a set of network factors and let \( d \) be a data example. A parameter term for \( F \) and \( d \), denoted \( \Theta^d_F \), is a product of compatible network parameters, one for each factor in \( F \), that are also compatible with example \( d \).

For example, consider an MRF with 3 factors \( \{ \theta_{x_1}=x, \theta_{x_2}=xy, \theta_{x_3}=yz \} \); and let \( F \) be the subset of factors \( \{ \theta_{x_1}=x, \theta_{x_2}=xy \} \) and \( d = \pi, z \). Then, \( \Theta^d_F \) will denote either \( \theta_{x_1}=\pi, \theta_{x_2}=\pi y \) or \( \theta_{x_1}=\pi, \theta_{x_2}=\pi y \).

When \( F \) has all the MRF factors, i.e. \( F = \{ \theta_{x_1}=x, \theta_{x_2}=xy, \theta_{x_3}=yz \} \), then \( \Theta^d_F \) will denote either \( \theta_{x_1}=\pi, \theta_{x_2}=\pi y, \theta_{x_3}=\pi z \) or \( \theta_{x_1}=\pi, \theta_{x_2}=\pi y, \theta_{x_3}=\pi z \); in this case \( Z^s_\theta(d) = \sum_{\Theta^d_F} \Theta^d_F \). Armed with parameter terms, we are now ready to state our decomposition theorem.

**Theorem 11** The data term is decomposed into a number of smaller functions corresponding to sub-networks. The log-likelihood takes the form:

\[
\ell(\theta|D) = \sum_{s} \sum_{i=1}^{N^s} n^s_i \log Z^s_\theta(d_i) - N \log Z_\theta
\]

where \( n^s_i \) is the number of times that distinct \( d_i \) appears in the projected dataset of Sub-network \( s \), \( N^s \) is the total number of distinct data examples in the projected dataset of Sub-network \( s \), and \( Z^s_\theta(d_i) \) is the partition function of Sub-network \( s \) conditioned on example \( d_i \).

**Proof** We will proceed by induction, decomposing one sub-network, and operating inductively on the rest of the network to decompose all the sub-networks.

We note that the data term in the log-likelihood function, \( \sum_{i=1}^{N} \log Z_\theta(d_i) \), can be written as:

\[
\sum_{i=1}^{N} \log Z_\theta(d_i) = \sum_{s} \sum_{\Theta^d_F} \Theta^d_F \]

(7.3)

Where \( N \) is the number of data points in the dataset, and \( F \) is the set of all factors in the MRF. Let \( F^s \) be the set of factors in Sub-network \( s \), and \( F^{s'} \) be the set of all the rest factors.

---

5In this case, not necessarily distinct.
of the factors. By definition of parameter terms, the data term can be re-written as:

$$
\sum_{i=1}^{N} \log Z_{\theta}(d_i) = \sum_{i=1}^{N} \log \left( \sum_{\Theta_{F_s}^{d_i}} \sum_{\Theta_{F_{s'}}^{d_i}} \right)
$$

(7.4)

where the fourth summation is over all $\Theta_{F_{s'}}^{d_i}$ that agree on the state of their common variables with $\Theta_{F_s}^{d_i}$, which is denoted by the compatibility: $\Theta_{F_{s'}}^{d_i} \sim \Theta_{F_s}^{d_i}$.

By the decomposition procedure, the common variables between Sub-network $s$ and the rest of the network are always observed. Otherwise, the sub-network would not have been separated from the rest. Therefore, $\Theta_{F_{s'}}^{d_i}$ and $\Theta_{F_s}^{d_i}$ always agree on the common variables, which are determined by $d_i$. Thus, there is no need to ensure compatibility, and the data term can be written as:

$$
\sum_{i=1}^{N} \log Z_{\theta}(d_i) = \sum_{i=1}^{N} \log \left( \sum_{\Theta_{F_s}^{d_i}} \sum_{\Theta_{F_{s'}}^{d_i}} \right) =
$$

(7.5)

Now the distinct data points with respect to Sub-network $s$ can be detected, to get:

$$
\sum_{i=1}^{N} \log Z_{\theta}(d_i) = \sum_{i=1}^{N^s} n_i^s \log R_{F_s}^{d_i} + \sum_{i=1}^{N} \log \sum_{\Theta_{F_{s'}}^{d_i}} \Theta_{F_{s'}}^{d_i}
$$

(7.6)

By observing that $\sum_{\Theta_{F_s}^{d_i}} \Theta_{F_{s'}}^{d_i}$ is equivalent to the partition function of Sub-network $s$ conditioned on $d_i$, we get:

$$
\sum_{i=1}^{N} \log Z_{\theta}(d_i) = \sum_{i=1}^{N^s} n_i^s \log Z_{\theta}(d_i) + \sum_{i=1}^{N} \log \sum_{\Theta_{F_{s'}}^{d_i}} \Theta_{F_{s'}}^{d_i}
$$

(7.7)

We continue inductively on the rest of the network to decompose all the sub-networks.

□
7.7 Related Work

Some work on decomposing MRFs and Bayesian networks (BNs) exist in literature. In the context of inference in BNs, pruning Barren nodes and edges outgoing from observed variables was initially proposed in (Shachter, 1986, 1990) \(^6\).

In the context of parameter learning from incomplete data, decomposing the BN optimization problem was proposed in (Refaat et al., 2014), where the notion of parameter terms was introduced. Namely, it was shown that fully observed variables may be exploited to decompose the optimization problem into independent problems, leading to both data decomposition and independent convergence. In this chapter, we migrate this concept to the context of MRFs. While the partition function makes decomposing the optimization problem exactly, as in (Refaat et al., 2014), hard, we showed here that similar decomposition techniques can be used to decompose the data term, leading to decomposing, and potentially, compressing the dataset.

For MRFs, the LAP algorithm (Mizrahi et al., 2014) deals with approximately decomposing MRFs in the case of complete data, where they showed that LAP behaves similarly to pseudo-likelihood and maximum likelihood, for large sample sizes, while being more efficient. A similar method was independently introduced by (Meng et al., 2013) in the context of Gaussian graphical models. Our work stands out from the LAP algorithm in dealing with incomplete data, and in being equivalent to maximizing the likelihood. However, our proposed technique does not help in the case of complete data, as the data term becomes trivial.

7.8 Conclusion

We proposed a technique for decomposing the dataset to learn MRF parameters from incomplete data. The technique works by decomposing the MRF to sub-networks based

\(^6\)Pruning edges migrates to MRFs.
on variables that are always observed in the incomplete dataset. The dataset is then projected on each sub-network, and compressed by detecting repetitions.

The key observation, that data compression relies on, is that sub-networks typically have a small number of variables. Thus, it is likely that more repetitions, and, accordingly, compression can take place. Our empirical results suggest that orders-of-magnitude speed-ups may be obtained using data decomposition.

The decomposition process incurs very little overhead as it can be performed in time that is linear in the MRF structure size and dataset size. Hence, given the potential savings it may lead to, it appears that one must always try to decompose the incomplete dataset before learning maximum likelihood MRF parameters.
CHAPTER 8

Summary of Contributions

In this thesis, we showed that special structure in the dataset could be exploited to learn probabilistic graphical models from incomplete data more efficiently. Namely, fully observed variables can be used to decompose the learning problem in Bayesian networks into independent learning problems, without any loss of quality. Furthermore, in Markov Random Fields, fully observed variables can be exploited to significantly compress the dataset leading to orders-of-magnitude speed-ups in learning time. We also proposed EDML, as an alternative to EM, in the context of learning graphical models. We argued that EDML is more sensitive to the degree of completeness in the data, and can have better convergence properties than EM, both theoretically and practically.

When we solve a general optimization problem, all we know is the objective function and the constraints. However, when learning probabilistic graphical model parameters, we have a graph structure and a dataset that impose a specific structure on the underlying optimization problem. We have presented in this thesis a number of techniques that exploit this structure in order to solve the corresponding optimization problem more efficiently.
APPENDIX A

Proofs of Chapter 4

Proof of Theorem 2

Proof  We have:

\[ Pr(\theta_X|\eta^1, \ldots, \eta^n) \propto \rho(\theta_X) \prod_{i=1}^n \sum_x \lambda_x^i \theta_x \]  \hspace{1cm} (A.1)

where \( 1 \leq i \leq n \). The product of log concave functions where at least one is strictly log concave is strictly log concave (Boyd & Vandenberghe, 2004). Thus, in order to prove that \( \rho(\theta_X) \prod_{i=1}^n \sum_x \lambda_x^i \theta_x \) is strictly log concave, it is sufficient to show that \( \rho(\theta_X) \) and \( \sum_x \lambda_x^i \theta_x \) for every \( i \) are log concave and at least one of them is strictly log concave. In fact, \( \sum_x \lambda_x^i \theta_x \) for all \( i \) are strictly log concave. Consider \( f_i(\theta_X) = \sum_x \lambda_x^i \theta_x \) for some arbitrary \( i \). Firstly, \( f_i(\theta_X) \) is an affine function. Moreover, \( f_i(\theta_X) \) has a range of values from the smallest \( \lambda_x^i \) to the largest \( \lambda_x^i \). Furthermore, this range is continuous since any number in the range can be achieved by a weighted average of the maximum and the minimum. Since \( \log(x) \) is strictly concave over the domain defined by the range of \( \sum_x \lambda_x^i \theta_x \), \( \log f_i(\theta_X) \) is strictly concave. It follows that \( f_i(\theta_X) \) is strictly log concave.

On the other hand, we have:

\[ \log \rho(\theta_X) = \sum_x (\psi_x - 1) \log \theta_x \]  \hspace{1cm} (A.2)

The hessian of \( \log \rho(\theta_X) \) is a diagonal matrix because all non-diagonal elements vanish due to differentiating with respect to \( \theta_x \) and then with respect to \( \theta_{x'} \), where \( x \) and \( x' \) correspond to the row and column indices of the hessian, respectively. Moreover, it is easy to show that all the diagonal elements are negative and, therefore, the hessian is negative definite (Boyd & Vandenberghe, 2004). Thus, \( \log \rho(\theta_X) \) is concave. Finally,
If all $\lambda_i^x$ for some $i$ are equal, $f_i(\theta_X)$ becomes a constant function, and, therefore, not strictly log concave. For the proof to hold, $\lambda_i^x$ for all $x$ should not be all equal for at least one $f_i(\theta_X)$. □

**Proof of Theorem 3**

We want MAP estimates $\theta^*$ maximizing $\rho(\theta \mid \eta)$, where $\eta = \{\eta_1, \ldots, \eta_N\}$ is soft (virtual) evidence on a soft-evidence island.

Say we have a Dirichlet prior $\rho(\theta) = \alpha \prod_x [\theta_x]^{\psi_x-1}$, where $\alpha$ is a normalizing constant. Given current estimates $\theta^t$ we want new estimates $\theta$ maximizing the expected log posterior:

$$
ELP(\theta \mid \theta^t) = \sum_x P_r(x \mid \eta, \theta^t) \log \rho(x, \theta \mid \eta)
$$

$$
= \sum_x P_r(x \mid \eta, \theta^t) \log \frac{P_r(x, \eta \mid \theta)\rho(\theta)}{\rho(\eta)}
$$

$$
= -\log \rho(\eta) + \log \rho(\theta) + \sum_x P_r(x \mid \eta, \theta^t) \log P_r(x, \eta \mid \theta)
$$

$$
= -\log \rho(\eta) + \log \rho(\theta) + ELL(\theta \mid \theta^t)
$$

$$
= -\log \rho(\eta) + \log \alpha + \sum_x (\psi_x - 1) \log \theta_x + ELL(\theta \mid \theta^t)
$$
where $ELL(\theta \mid \theta^t)$ is the expected log likelihood:

$$
ELL(\theta \mid \theta^t) = \sum_{x} Pr(x \mid \eta, \theta^t) \log Pr(x, \eta \mid \theta)
$$

$$
= \sum_{x} Pr(x \mid \eta, \theta^t) \log \prod_{i} Pr(x_i, \eta_i \mid \theta)
$$

$$
= \sum_{x} \sum_{i} Pr(x_i \mid \eta_i, \theta^t) \log Pr(x_i, \eta_i \mid \theta)
$$

$$
= \sum_{x} \sum_{i} Pr(x_i \mid \eta_i, \theta^t) \log \lambda_{x_i}^i \theta_x
$$

$$
= \sum_{x} \sum_{i} Pr(x_i \mid \eta_i, \theta^t) \log \lambda_{x_i}^i + \sum_{x} \sum_{i} Pr(x_i \mid \eta_i, \theta^t) \log \theta_x
$$

where only the second term mentions $\theta$. Thus it suffices to maximize:

$$
\sum_{x} (\psi_x - 1) \log \theta_x + \sum_{x} \sum_{i} Pr(x_i \mid \eta_i, \theta^t) \log \theta_x
$$

We can multiply this equation by the constant $[\psi_X - |X| + N]^{-1}$ and maximize:

$$
\sum_{x} \left[ (\psi_x - 1) / \psi_X - |X| + N \right] \log \theta_x
$$

Note that the bracketed expression is a normalized distribution $Q(X)$, so to maximize this expression, we maximize $\sum_{x} Q(x) \log \theta_x$, which is uniquely maximized by $\theta_x = Q(x)$. Note that $Pr(x_i \mid \eta_i, \theta^t) = \lambda_{x_i}^i \theta_x / \sum_{y} \lambda_{y}^i \theta_y$. Thus, our expected log posterior is maximized by our fixed-point update for optimization in a soft-evidence island:

$$
Q(X) = \frac{(\psi_x - 1) + \sum_{i=1}^{N} \lambda_{x_i}^i \theta_x}{\psi_X - |X| + N}
$$

To show that this update monotonically increases the log posterior, observe that
\( ELP(\theta \mid \theta^t) \) is also maximized by:

\[
f(\theta \mid \theta^t) = \sum_x P_r(x \mid \eta, \theta^t) \log \frac{\rho(x, \theta \mid \eta)}{\rho(x, \theta^t \mid \eta)}
\]

\[
= \sum_x P_r(x \mid \eta, \theta^t) \log \frac{P_r(x \mid \eta, \theta)}{P_r(x \mid \eta, \theta^t)} \frac{\rho(\theta \mid \eta)}{\rho(\theta^t \mid \eta)}
\]

\[
= \log \frac{\rho(\theta \mid \eta)}{\rho(\theta^t \mid \eta)} + \sum_x P_r(x \mid \eta, \theta^t) \log \frac{P_r(x \mid \eta, \theta)}{P_r(x \mid \eta, \theta^t)}
\]

\[
= \log \frac{\rho(\theta \mid \eta)}{\rho(\theta^t \mid \eta)} - KL(P_r(x \mid \eta, \theta^t), P_r(x \mid \eta, \theta))
\]

Now, let:

\[
\theta^{t+1} = \operatorname{argmax}_\theta ELP(\theta \mid \theta^t) = \operatorname{argmax}_\theta f(\theta \mid \theta^t)
\]

Note that \( \operatorname{argmax}_\theta f(\theta \mid \theta^t) \geq 0 \) since \( f(\theta \mid \theta^t) = 0 \) when \( \theta = \theta^t \). Moreover, since the KL–divergence is non-negative:

\[
\log \frac{\rho(\theta^{t+1} \mid \eta)}{\rho(\theta^t \mid \eta)} \geq \log \frac{\rho(\theta^{t+1} \mid \eta)}{\rho(\theta^t \mid \eta)} - KL(P_r(x \mid \eta, \theta^t), P_r(x \mid \eta, \theta)) \geq 0
\]

and thus the posterior is increasing.
APPENDIX B

Proofs of Chapter 5

Proof of Theorem 5  First, the probability of an example $d_i \in D$ is:

$$Pr_{\theta}(d_i) = \sum_{x \sim d_i} \prod_{x \sim d_i \in X} \theta_{x|u}$$

where operator $\sim$ denotes compatibility between two instantiations (they set the same
value to common variables). For a fixed parameter set $\theta_{X|u}$, the probability $Pr_{\theta}(d_i)$ is
a linear function with respect to the parameters of $\theta_{X|u}$:

$$Pr_{\theta}(d_i) = Pr_{\theta}(\neg u, d_i) + \sum_x Pr_{\theta}(x, d_i)$$

$$= Pr_{\theta}(\neg u, d_i) + \sum_x \frac{\partial Pr_{\theta}(d_i)}{\partial \theta_{x|u}} \theta_{x|u}$$

$$= C^i_u + \sum_x C^i_{x|u} \cdot \theta_{x|u}$$

where $C^i_u$ and $C^i_{x|u}$ are constants with respect to $\theta_{X|u}$. Moreover $Pr_{\theta}(\neg u, d_i) = Pr_{\theta}(d_i) - Pr_{\theta}(u, d_i)$. Thus our sub-function, the negative log-likelihood with respect
to parameter set $\theta_{X|u}$, has the form:

$$f_{\theta^*}(\theta_{X|u}) = - \sum_{i=1}^N \log \left( C^i_u + \sum_x C^i_{x|u} \cdot \theta_{x|u} \right).$$

□
Proof of Theorem 6 The log-likelihood of soft evidence in this model is:
\[
\log P(\eta|\theta_X|u) = \sum_{i=1}^{N} \log P(\eta_i|\theta_X|u)
\]
\[
= \sum_{i=1}^{N} \log \sum_{x_i} P(\eta_i|x_i, \theta_X|u)P(x_i|\theta_X|u)
\]
\[
= \sum_{i=1}^{N} \log \sum_{x_i} P(\eta_i|x_i) \cdot \theta_{x|u}.
\]
If we substitute \(P(\eta_i|x_i) = C^i_u + C^i_{x|u}\), we have
\[
\log P(\eta|\theta_X|u) = \sum_{i=1}^{N} \log \sum_{x_i} \left(C^i_u + C^i_{x|u}\right) \cdot \theta_{x|u}
\]
\[
= \sum_{i=1}^{N} \log \left(C^i_u + \sum_{x} C^i_{x|u}\theta_{x|u}\right)
\]
which is Equation 5.2, negated. \(\square\)

Proof of Theorem 7 Suppose that \(\theta^*\) is optimal for Equation 5.6. Multiplying an arbitrary \(\theta_{X|a}\) by a constant, results in multiplying both \(Z_{\theta}\), and \(Z_{\theta}(d_i)\), by the same constant, which cancels out in each pair of terms, \(\log Z_{\theta} - \log Z_{\theta}(d_i)\), preserving the same optimal objective value. Thus, one could always find an optimal \(\theta\) where \(\theta_{X|a} \propto \theta^*_{X|a}\), that is optimal for Equation 5.6, and where \(Z_{\theta} = \alpha\).

Thus, fixing \(Z_{\theta} = \alpha\) does not exclude the optimal solution for Equation 5.6, which can be now reduced to:
\[
f(\theta) = N \log \alpha - \sum_{i=1}^{N} \log Z_{\theta}(d_i) \quad (B.1)
\]
with a feasibility constraint that \(Z_{\theta} = \alpha\).

Equation B.1 is equivalent to Equation 5.7, since \(N \log \alpha\) is a constant. As a result, if \(g(\theta)\) is feasible and optimal for Equation 5.7, then any \(\theta\), where \(\theta_{X|a} \propto g(\theta_{X|a}) \forall X_a\) is optimal for Equation 5.6. We will next prove the second part of the theorem.
The partial derivative of the log likelihood $\ell(\theta|D)$ w.r.t. parameter $\theta_{x_a}$ is:

$$\frac{\partial \ell}{\partial \theta_{x_a}} = -\frac{N}{Z_\theta} \frac{\partial Z_\theta}{\partial \theta_{x_a}} + \sum_{i=1}^{N} \frac{1}{Z_\theta(d_i)} \frac{\partial Z_\theta(d_i)}{\partial \theta_{x_a}}.$$ 

First, note that:

$$\frac{1}{Z_\theta} \frac{\partial Z_\theta}{\partial \theta_{x_a}} = P_r(x_a), \quad \frac{1}{Z_\theta(d_i)} \frac{\partial Z_\theta(d_i)}{\partial \theta_{x_a}} = P_r(x_a|d_i)$$

Thus, with some re-arranging, we obtain:

$$P_r(x_a) = \frac{1}{N} \sum_{i=1}^{N} P_r(x_a|d_i) \quad \text{(B.2)}$$

which is the “moment matching” condition for parameter estimation in Markov networks. Second, consider the simplified objective: $f(\theta) = -\sum_{i=1}^{N} \log Z_\theta(d_i)$ which is subject to the constraint $Z = \alpha$. We construct the Lagrangian $L(\theta, \bar{u}) = f(\theta) + \bar{u}(Z - \alpha)$. Setting to zero the partial derivative w.r.t. $\bar{u}$, we obtain our constraint $Z = \alpha$. The partial derivative w.r.t. parameter $\theta_{x_a}$ is:

$$-\sum_{i=1}^{N} \frac{1}{Z_\theta(d_i)} \frac{\partial Z_\theta(d_i)}{\partial \theta_{x_a}} + \bar{u} \frac{\partial Z_\theta}{\partial \theta_{x_a}}.$$ 

We set the partial derivative to zero, multiply the second term by $\frac{\alpha}{Z} = 1$, and re-arrange, giving us:

$$\bar{u}\alpha P_r(x_a) = \sum_{i=1}^{N} P_r(x_a | d_i).$$

Summing each equation for all instantiations $x_a$, we identify $\bar{u} = \frac{N}{\alpha}$, which after substitution, gives us a condition equivalent to Equation B.2.

Note that the stationary condition given by Equation B.2 depends only on marginals, not the absolute value of the partition function. Moreover, applying a proper feasibility function $g(\theta)$, where $\theta_{x_a} \propto g(\theta_{x_a}) \forall X_a$, will not change the marginals implied by $\theta$, as the multiplicative factors cancel out in each pair of terms, $\log Z_\theta - \log Z_\theta(d_i)$. Thus if a point $\theta$ satisfies Equation B.2, then $g(\theta)$ must also satisfy it. Similarly, if $g(\theta)$ satisfies Equation B.2, the original point $\theta$ must also satisfy it. $\square$
Proof of Theorem 8 First, the partition function conditioned on an example \( d_i \in \mathcal{D} \) is:

\[
Z_\theta(d_i) = \sum_{x \sim d_i} \prod_{x_a \sim x} \theta_{x_a}
\]

where operator \( \sim \) denotes compatibility between two instantiations (they set the same value to common variables). For a given parameter set \( \theta_{X_a} \), the partition function \( Z_\theta(d_i) \) is a linear function with respect to the parameters \( \theta_{X_a} \):

\[
Z_\theta(d_i) = \sum_{X_a} Z_\theta(X_a, d_i) = \sum_{X_a} \frac{\partial Z_\theta(d_i)}{\partial \theta_{x_a}} \theta_{x_a}
\]

where \( C_{X_a}^i \) is a constant with respect to \( \theta_{X_a} \). Thus, our sub-function, has the form:

\[
f_\theta^*(\theta_{X_a}) = -\sum_{i=1}^{N} \log \sum_{X_a} C_{X_a}^i \cdot \theta_{x_a}.
\]

On the other hand, the constraint \( Z_\theta = \alpha \) takes the form:

\[
Z_\theta = \sum_{X_a} Z_\theta(X_a) = \sum_{X_a} \frac{\partial Z_\theta}{\partial \theta_{x_a}} \theta_{x_a} = \sum_{X_a} C_{X_a} \theta_{x_a} = \alpha
\]

□

Theorem 12 Suppose we have a feasibility function

\[
g(y_1, \ldots, y_n) = (x_1, \ldots, x_n)
\]

where \( x_i \neq y_i \) implies that the point \( (x_1, \ldots, y_i, \ldots, x_n) \) is infeasible (e.g., Euclidean projection satisfies this condition). Suppose now that the algorithm produces a sequence \( x^t, y^{t+1}, x^{t+1} = x^t \). Then \( x^t \) must be a feasible and stationary point.

Proof By the statement of the iterative procedure, \( x^t \) is guaranteed to be feasible. Suppose that \( g(y^{t+1}) = x^{t+1} = x^t \). First, it must be that \( y^{t+1} = x^t \). Suppose instead that \( y^{t+1} \neq x^t \), and thus for some component, \( y^{t+1}_i \neq x^t_i \). By our feasibility function, \( (x^t_1, \ldots, y^{t+1}_i, \ldots, x^t_n) \) must be infeasible. However, Step 2(a) ensures
that \((x_1^t, \ldots, y_{i}^{t+1}, \ldots, x_n^t)\) is feasible. Hence, it must be that \(y^{t+1} = x^t\). Further, by Step 2(a) and Claim 1, \(x^t\) must also be stationary.
APPENDIX C

Proofs of Chapter 6

Proof of Proposition 3 If \( d_i \) is an example of dataset \( D \), then \( Pr_\theta(d_i) \) does not depend on the parameters of variable \( X \); see (Darwiche, 2009, Chapter 6). Hence, the likelihood function \( L(\theta|D) = \prod_{i=1}^{N} Pr_\theta(d_i) \) does not depend on the parameters of variable \( X \). □

Proof of Theorem 9 Let \( N = S \cup R \) be all network variables. One can show that the product \( \Theta^d_S \Theta^d_R \) is a parameter term for \( N \) and \( d \). Moreover, one can show that every parameter term for \( N \) and \( d \) can be written as \( \Theta^d_S \Theta^d_R \). The key observation here is that if variable \( X \) is shared by some parameter in \( \Theta^d_S \) and some parameter in \( \Theta^d_R \), then \( X \in O \) and its value must be set by example \( d \). Hence, the parameters of \( \Theta^d_S \) and those of \( \Theta^d_R \) must be compatible. Hence, one can enumerate all parameter terms \( \Theta^d_N \) by enumerating all products \( \Theta^d_S \Theta^d_R \):

\[
Pr_\theta(d) = \sum_{\Theta^d_N} \Theta^d = \sum_{\Theta^d_S} \sum_{\Theta^d_R} \Theta^d_S \Theta^d_R = \left[ \sum_{\Theta^d_S} \Theta^d_S \right] \left[ \sum_{\Theta^d_R} \Theta^d_R \right].
\]

□

Proof of Theorem 10 By definition of a sub-network, \( S \) must be a component of \( G|B \). Hence, by Theorem 9, \( L(\theta|D) = L(\theta:S|D)L(\theta:B|D) \). Since \( S \) and \( B \) partition the variables of sub-network \( G \), the parameters in \( \theta:S \) do not overlap with those in \( \theta:B \), and their union accounts for all sub-network parameters, \( \theta \). The theorem then follows immediately from Lemma 1. □
C.1 Decomposing Stationary Points

A stationary point for function \( f(x_1, \ldots, x_n) \) is a point \( x_1^*, \ldots, x_n^* \) at which the gradient of \( f(x_1, \ldots, x_n) \) evaluates to zero. That is,

\[
\frac{\partial f}{\partial x_i} \bigg|_{x_i = x_i^*} = 0 \text{ for } i = 1, \ldots, n.
\]

Lemma 1 Consider the non-zero function

\[
f(x_1, \ldots, x_n, y_1, \ldots, y_m) = g(x_1, \ldots, x_n) h(y_1, \ldots, y_m).
\]

Then \( x_1^*, \ldots, x_n^*, y_1^*, \ldots, y_m^* \) is a stationary point of \( f \) iff \( x_1^*, \ldots, x_n^* \) is a stationary point of \( g \) and \( y_1^*, \ldots, y_m^* \) is a stationary point of \( h \).

Proof Consider the following elementary identities:

\[
\frac{\partial f}{\partial x_i} = g(x_1, \ldots, x_n) \frac{\partial h}{\partial x_i} + h(y_1, \ldots, y_m) \frac{\partial g}{\partial x_i}
\]

\[
= h(y_1, \ldots, y_m) \frac{\partial g}{\partial x_i}
\]

\[
\frac{\partial f}{\partial y_i} = g(x_1, \ldots, x_n) \frac{\partial h}{\partial y_i} + h(y_1, \ldots, y_m) \frac{\partial g}{\partial y_i}
\]

\[
= g(x_1, \ldots, x_n) \frac{\partial h}{\partial y_i}.
\]

The lemma follows immediately from these identities since function \( f \) is non-zero (which implies that \( g \) and \( h \) are non-zero). \( \square \)
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