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ABSTRACT. The. design analysis of an instrument for the imaging
of coincidence annihilation gamma rays emitted from the end poihtv

of the trajectories of radioactive high-energy heavy ions is carried

(2]

out. The positron-emitting heavy ions are the result of nuclear

e

. - fragmentation of accelerated heavy ions used in cancer thérapy
or diagnostic medicine. The instrument designed will be capable
of locating the beam trajectotry and points within‘l to 2 mm for

an injected activity of 100 nanoCi in'a measurement time of 1 sec.
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L. VIntrodpction

: Cﬁafged particles with atomic numbers as high as 18. (Argon) - .
are now-being accelerated in a compound accelerator called the
‘Bevalac at the Lawrence‘Berkeley Laboratory (Grunder 1973). fhe
energies of these particles can be variéd to a maximum value of
ébout'3 GeV/nucleqn} Beqause of their very favorable depth-dose
charaéteristics and increased biological efficiency,_these particles
will Bé:used in radiation therapy (Tobias 1973). In view vaﬁhis
thefabeutic goal, many studies are now being directed at the under-
standiﬁg of the biological effects of these heavy éharged particles
at thé;éellular and molecular levels.

.In_addition to therapy, heavy ions are expected to find many
useful épplications in diagnosticvprocedures. Already, these particles
have beéﬁ»used in radiography for 1ocaliéing tumors. The results
are far better than can be achieved with x rays (Bentén, Henke and
.Tobiaé 1973).
| Afthough direct acceleration of radioactive particleé is not
possible in the Bevalac, we have produced a steady flux of radio-
activé’beamé through the phenomenon of éutoactiQation (a physical
process in which the projectile particles undergé nuclear fragmenta-
tion when they collide with target nuciei)l The cross section
for the process of autoactivation is large enough to produce such
beams with adequate intensities. With the help Qf proper detection
deviéeé, these radioactive partiéles should allow the development
of important new diagnostic procedures hitherto impossible.

At presént, we are mostly interested in those fragments that
decay by positron emission. These fragments aréhobtained by the

loss of a few nucleons so that they are still heavy enough to exhibit
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vprécigévfahge-eﬁéfgy fél;ﬁionsﬁiﬁs,  Thus, wheﬁ the béém is‘directed 
. to a preCLSe 1ocat10n 1n the body,;the 1n1t1a1 effect will be the
 thh1y 1ocallzed 1nJect10n of a p031tr6n emlﬁtlng 1sétope at the‘ x
end of the partlcle tracks. The annlhllatlon‘of the positrons
-g;nerates two detectable 511-keV gamma rays at: nearly 180
;;h t1me colnc1dence. The utlllzatlon of this 1ocallzed 1nitlal
AiSt;{gutioh qf?positﬁon emitters is of interest‘bofh in therapy,
va;.a ﬁ;ans t9 ¢bcéin'di;eqt’ihforma;ion onvtheslocatiqﬁ.qf ﬁhe:région
1_:6fbhiéﬁ ééll damage,'gn&.in'Studies related.td phyéiélogy and nuéléar

“medicine;

>”fﬂﬁch'of’thefsuccess of this newly proposed usefuiness.of radio-

7«a¢tive beams_wi11 depend on the availability of a proper detection ' .
~ device. The purpose of this paper is to present theory and design .
gparaMéEers for a detection device thdt will image the isotope distri- -

‘bution as a function of time in a target.

2.0 Bésic design constraints

In terms of radiation dose, the injection of a certain amount

- of aqtibity'into a human being by a beam of energetic ions differs
 éonsiderab}y from conventional injection into the bloodstream, which:

does not, in itself, involve any radiation dose.  In the case of

an ion beam, slowing down of the ions in tissue until they come

to rest at the injection point involves a radiation dose that is

“'conéentrated pfinéipally at_the_end of the particie tracks. The-

5"forbexample results in ‘an approximate

fdose of 1 rad, whlch could\be con51dered to be the maximum dose
for clipical studies. _There’arejapproximately 5,500 ¢{-pairs emitted

- per second initially as a result of such’'an injection.

-3-



J‘Althdugﬁ‘the injection dose appears to be a handicap in the
successful use of the beam injection technique, activity can be
injectéd.by this method into areas of the body where blood flow
cannot be studiéd 3ucceésfully'by other ﬁethods as in éertéin regions
of the'brain.

‘dﬁe requiremenﬁ of the imaging. instrument that is immediafely
apparent frém'the.émall amounts of activity that can be injected
éafely is high sénsitivity. ‘This requirement can best be met.by
the usé;of'large crystals of NaI(Tl). Bismuth germanate is not
being considered at this time because of its unpro?en characteristics

valthough its absorbing- power is superior to-that of NaI(Tl).

In order to bring the detectoté\as close as:pbssible to the
targets, which can range in diameter from approximately 8 to 30
cm,’ tw&ﬁmdving banks of detéctors‘sépérated by a variable distance
are used. For activity confined principally within a cylindricai
volume ‘along the axis of the heavy-ion beém trajectory, the detector
banks are articulated so.that the crystals are aimed approximately
toward the beam trajectory line. Figure 1 is avschemaﬁic drawing
of the éouceptual design. Economics dictates the use of standard
detector sizes and a limitation to 48 Nal-photomultiplier detectors
at this time. 0.75-inch-diameter, 3-inch-long NaI(T1) deteétors
(1.91 x 7.62 cm) are used for the two center detectors.of each
row, and 0.75-inch-diameter, 2-inch-long detectors (1.91 x 5.08
cm) are used for the outer detectors in order to reduce positional
‘ambiguity for gamma rays.that interact deepAin the detectors.
Initial efficiency calculatibns show. that the system will detect

approximately 1% of emitted jy-ray pairs in coincidence for a distance

-4-
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of iO éh‘between plaﬁes'of 22,8OQ.cts/min-pCi, assuming no. energy'
disariﬁihétion and no subst;ntial scat;éring. For.a distance of -
3 cm bétweenlcfystal centers, a length of 9 cm along fhe ion bgam
axis is covered.

It was also decided thét each row of four detec;ors wiil constitute
a'det;chable independent module so that the"basic‘instrument can
be used in a-different_or expanded configuration in the future.

The process .of image reconstruction from an instrumenf made -
withJalfelatively small number of.lafge detectérs requires the

development of an appropriate theoretical background.

3. Theory of three-dimensional image reconstruction from a very
limited number of projections

The theory discussed here is applicable to cases in which

‘the imaging instrument, constrained by cost and efficiency require-

ments, consists of a relatively small number of large detectors’
in_soﬁe.geometric arrangement that spans a voiume.x In the conventional
language of image reconstruction, the detector elements of éuch
systemé have large dimensionsxcompared'to the dgsired separation
between sampling points, and the number of projections and points per
projection that can be.obtained from the nonrotating instrument are
much too small for a conventional Fourier-based reconstruction
algorithm. Another ve%y important characteristic of these systems

is that the point response function is not "space invariant" even

within a single image planme; that is, moving a point source from

- - . . .
r. to T does not necessarily form an identical pattern of detector

1+1

responses .displaced at the detector plane by a distance proportional



to ‘?i%?i+il' Under these‘conditioqs, solutions_;o,the imagiﬁg
problém by de¢onvolution are not feasible. FOr'thgse very limited
sysfeﬁs, we are left then with purely algebraic methods of.imagé
reconstruction. The techniques described below not only solve

the imaging prdblem a§ well as possible but help determine the

physical reasons for the limitations of such systems.

4. The system matrix

Let us_consider a general array of detectors withvn cutputs;
for exahplé, in a coincidehce,annihilatioﬁ'radiation detector,
there éould be n possible” chords joihing_pairs of crystals. 1If
‘we pldcé a point. source ddfing a suitable fixed 1engtﬁ of time
at posi‘tionvsj in a set of m source positions, the detectors will
respond with a vector of n elements, each element‘containihg'the'
number ‘of times that a detector response has occurred. If this
experiment 1is repeated for éll m source positions and ﬁhe resulting
vectors ‘are set side by side as column vectors, we will obtain
" a system ﬁatrix A with n rows (one per possible detector ogtput)
‘and’' m cblumns (one for each source position). The m source pOsition$

used to obtain the A matrix will be called 'system pointsp" With

this matrix we can, in principle, solve the imaging problem.

N —%
X

A% =% B (D)

where‘gfis a vector of detector responses caused by unknown amounts
of éétivity }fplaced at the system point sj. This is an old idea,
which was reported by Robertson, Marr, Rosénblum, Radeka and Yamamoto
(1973) to 1eéd to considerable error during the inversion process
with experimental data in their 32-crystal, positron—annihilation‘

ring detector.

'
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The system of linear equations (Eq. 1) can be 'solved, however,

if care is taken in the choice of system point sj so that the resulting

“matrix A behaves well upon inversion in the presence of statistical

fluctuations in the experimental vector k. The fundamental considera-
tions that define the behavior of a matrixfupod inversion have

been diécussed by Wilkinson (1965). Basically, the argument is

~as follows. A solution to Eq. 1l is equivalent to solving

A Aax=a i - (2)

o

where AT is the transpose of A. Defining A' = ATA and k' = AT k,

we rewrite Eq. 2 as

-
X

A' X =K' o (3)

where A' is (mxm), and x and k' are also Qf.dimension m (the numﬁerv
of'éyétém points).

-From'thé theory of matrices, we know tﬁat‘A' is symmetricf
and redl and that, for this reason; there exists a transformation H

such that
' A H = d’iag(‘/\j) =D , ‘ (4)

where D is a matrix with values Aj in the diagonal elements, the

- eigenvalues of A’ and all other elements zero.

The matri# H of the transformation has columns that form the
eigenvectors of A'. In.thé present‘case;-these eiged&eétofsli} B
form.an,orthonormgl basis for the;space spanned by‘A' so.that the
solution X to Eq. 3 can be expanded in -that basis to

-

...\—')_
x =3

X o 3. (5)



Because eigenvectors and eigenvalues are defined by the equation
(A' = A.1) X. =0 (6)
i | "

where I is the identity matrix, it follows from Eqs. 3, 5 and 6

that

Mot e T AR =K. (7
27212 ““m m'm -

Similarly the experimental result k' can be expanded as

.._'.' _ -—’\} o( - ) _—
KOS H Ry e YKy . (8)

withcxi = <Ki,k'>, the dot product of the vectors, because of orthogonality

of the %fs. Then, equating Eqs. 7 and 8, we can find

. S. = }i for 1 & i€ m, ' .7  | -9

1 .
. 1

and finélly the solution to Eq. 3 is given by

xk=cié +O—'2';{ + +C:1“—-)(\ (10)
AL A 2 a . P
o= 2. ' m

Because the eigenvectors are all of urit length, it is clear’

that, in the presence of fluctuations in the experimental results
o - N

(transmitted to the values ochi)3 the resultant vector x will
be meaningful only if there .are no terms in Eq. 10 with values
of ?& that are much smaller than the rest. 'If this were the case,

a small error in the corresponding value ofo-.i would result in
. . . el . -
a greatly exaggerated contribution of Xi to the resulting vector x.
This result is a fundamental property of ‘the solution. Limita-

tions of the chosen method of solution, truncation errors of the

computer, etc., will only aggravate the problem. One simple measure

-
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of the invertibility of a matrix with respect to statistical fluctuations
is given by the "condition number" of the matrix,

‘condition number = A /A . ; o D
. max min

which is . suitably normalized by the numerator. Evidently,‘a'iarge
condition number is undesira31e.v ’ |

Anbther very useful cbnéept emerges from the‘above anaiysis.
Large'condition numbers.résult from a selection of s&stem poiﬁps

in which two or more are too close to each other so that the detector

responses.do not define the point unambiguously. Large condition

. numbers”also result from system points giving small detector résponses

because they are hidden from detector view or in the periphery

of the field. | | !

“In order to illustrate‘thé validity of the above statement,
let us cdnsiderian imaging system formed By é ﬁqmger.of detéctor
rings stacked in the form of a cylinder with system p;intsvioéated
at the geometriqai center of each ring only ag in Figure 2a for
a three-ring system. A simple geometrical construc;ion shows that
the Sep of Eoincidences genérated from each system point is totally

different from.the sets of coincidences from the other points with

" no coincidences belonging to more than one system point. Under

these conditions, matrix A will have a configuration of columns

of the form, for example,



al’i 0 0 -0
a2,1 0 0 -0
?3,1 0 C 0

I B 0 0.
0 aS;Z 0 0

‘ 0 "86,2 0 0
0 a17’2 0 0

0 0; 88;3 0
0 0 - a9’3 0 (12)
0 0 10,3 ¢
0 0 1,3 0
0 0 a12,3 0
0 0 0 0
0 ) o . : Q | am,m

The systém matrix A' = AT A will then be purely diagonal with

eigenvectors given by unity vectors,

1 0 1o
ol {1} 0
ol, o 0
0/ -0 o 1

The values of thé diagonal elements of A' will be the eigenvalues Xj.
If we consider the eigenvalues Ij in some detail, we notice

that their magnitudes are equal to the sum of thetsquares of the

number of occurrences of all possible coincidences for a particular

system point; that 1is,
Ao=Z (a0 L | (13)

This equation indicates that, if one of the system points

i1s only seen by detectors with small efficiency or by fewer detectors,

-10-
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the eigénvalue corresponding to that point will be smaller than
those of the others and lead to a large condition number A = /A . .
. _ ‘ max’ ‘min

In 'a more general case with system points located arbitrarily,

‘matrix A will contain rows that are often not zero in several columns

so that A' Wiil nbt'be purely diagonal. It can:be diégonalizéd,
however, 'by a matrix H of eigenvectors (Eq. 4) so that the eigenvalues
Aj apPéAr at the diaéonal of H—lA'H._ |

The diagénalizatidﬁ of A' by the matrix H is equivalent to
a transformation of the detector system so that there should be,
at'iéaét in concept, one "ideal" configuration of detéctors for
anyuarbifrary set of system points that yieids a purely diagonal
A" matrix vith elementsvkj. If the condition number of this more -
gehéral“system is large, by analogy witﬁ the simple case_given

above the detector locations of the conceptual "ideal" system are

"so that one or more of the system points are seen very little;

that is, few coincidences are seen from that point by the detectors.
It is quite clear that. this situation will arise when a system
poiﬁt'is chosen at a position that results in a poor detector response
in the real physical syétem.

Alﬁhough less obvious, a large condition number will also
occur,when.one system point 1is located too near another poiht so
that the column vecto?s of their responses in the A matrix are
not very different. This effect can be readily'undersﬁood for
a ve?y simple case by returning to the example of the stacked rings

of detectors with system points at the center of the ring planes

only as in Fig. 2. The addition of one more system point on the

axis of the cylinder very near one of the "good" system points
y y g y P

-11-



will result.in A' not being purely diagonal. The diagonalization
eing purely ag

procedure through H will be equivalent to forming a new "ideal"

'detectot system with one more ring as shown in Fig. 2b. .The require-

ment of'tﬁe uniqueness of the coincidences forces ring 2' to be
much smaller than the others and a reduction in the éizé of ring 2
aszﬁellf 'System’point 2 will have coincidences between rings 2
and Zf,;but point 2' WillAhave none between the same rings. Lt
is evident that fhe-”ideal” system of Fig. 2b will haQe a larger
conditién number than;that of Fig. 2a and that the closer»poiﬁt
2' is made to 2, the worse the situation will be.
4. ' Design analysis of the:positroh:beam—imaging‘device 
The imaging objectives of the design shown in Fig. 1 cai be
summarized as follows: .o
(i) ability to 1oéaté a point source on the ion-beam axis "
with an acti§ity'of'0.1"td 0.2 pCi with an accuracy on
: ‘ |
the order of 1 to 2 mm in a counting time of a few seconds;
T(ii) ability to observe quantitatively the dfsaﬁpearancé rate
of activify from the injection point on the ion-beam -
axis; ‘and
(1ii) . ability to .obtain the best possible quantitative inférmation
on activity as- a function of time in the véiUme spanned
by the detector planes consistent with the limited number

of projections available.

The first two objectives involve finding the optimum relative positions

in the x direction (Fig. 1) of the twelve detector modules of banks

A and B (four detectors per module) so that system points on the

_12_.
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center axis caﬁ be located very near edch_othef and étillxresult

'in a‘Wéli behaved matrix. Thefséééndiobjecﬁive requires:théfiﬁvesti—.
gafién’of matrices obtgined from three—dimensiénal arrays éf poinﬁsf
Fof'brécticality in daté preséntation and interpretation, the array

should be rectangular,

'h.i, Eigenvalue.analysis
S;stem matrices to simulate the phyéical system have been -

obtained by digi;al calculations; tﬁe two arrays of 24 detectors
~ have been similated with their actual dimenéions'in‘spaée. For

ajparticular pOiﬂF source at Sj’ the projecfions from a raster
of points at the entrance surface of every detector of bank A,
passing thfough Sj and intersecting_éntrance_surfaces.of detectors
of bank B, have been calculated. For all lines passing tﬁrough
sj éﬁat join two opposite detegtorgf_the length of "the ji-ray trajec-
tories inside the cylindrical detectors and the correspondiﬁg proba-
bilitieés of Lnteractioq»have been obtained (photoelectric plus
Compton). From these probabilities it is possible to construct
a column vector of 576 elements (24 x 24) fhat contains as entries
thé'frequencies with which all possible coincidences from Sj can
Qccur.:.Repeatiﬁg the procedure for allysysteﬁ points under investi-
gation and placing the column vectors side by side, we obtain the
systemvﬁatrix A. Multi?licaiton by.AT yields the symmétric matrix A',
which can then be analyzed in terms of the eigenvalues. The simulated
system should be a gobd répresentation‘of the physical system.
The only physical phenomenon not included is the interaction in
a crystal of photons thét dotnot enter through'the_entrance,window
of the same detector crystal. The consequences of thisvsimplification
will Be discussed below. Iﬁte;éqtion in more than one crystal

1

-13-



" of the same -bank in time coincidence will be rejected electronically -

so that they need not be of concern in the simulation.

4;1.1 ' v'System points on axis only . v | "
Thé si@piest configuration of detectors to be tested is one
in wﬁich the columns of detectors are vertical and the detectors
in génké A and B are in direct opposition. Figure 3 shows the
locatigﬁ of the Aetectors in the (y,z) plane as defined.in Fig. 1
for a distance of 10 cm between~detéctor banks. The lines shoyh
cotresﬁond to the axes of the cylindrical Nal detector with the
innermosf gnds'of each line at the entrance faces. figupé 4 Showé
the projection on the (x,y) plane of the centers of the detector
faces. ' Detectors‘of banks A and B are shown with + and x marks,
résbéctively. The location qf a system of four poiﬁtsJ each oné
at the centef'of two directly opposing detector colﬁmns, is shown
by cirdles in Fig. 4. Figure 5a shows the magAitude of the elements
cqnstiﬁuting the (4x4) symmetric matrix A' plotted by columns,
and Fig. Sbvshows the normalized eigenvalues and the condition

number ‘as the ratioA /A . :
. _ v max' ‘min

Cad

Reducing the distance between sampling points by a factor

of 2, i.e., placing the system points at a distance from each other ' “

s

equal to the sampling distance of the center line by the array,

gives the results of Fig. 6, still with a very 1ow-condition number.
.Attempts to reduce the inter-point distance further‘legd to extremely
high ﬁoﬁdition numbers as seen in Fig. 7.

In order to increase the sampling frequenéy at the céntef

line, the arrangement of Fig. 8 has been devised. By displacing

contiguous rows of detectors in a given plane by 0.5 cm and using

-14-
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a crossed pattern between banks A and B, a simple geometrical ch—'

struction shows that the center axis is now sampled every 0.5 cm.

Figure 9 shows the condition number of the matrices generated in

. this arrangement as .a function of Ax, the inter-point distance.

Only the central 5 cm of the axis are being sampled in this étUdy.
The fast rise in A /A . fordx < 0.7 cm is, undoubtedly, due
max' min

to ambiquity in the column vectors of contiguous points caused by '

the large dimensions of the cfystéls. The well behaved system
that will be studied further in this~ana1ysis>wi11 be the one labeled

- 8-1 in Table 1, in which NX, NY and NZ correspond to the numbers

of system points in each directicn and 8X, 8Y and AZ are the distances

.betﬁeeﬁ points. .S-1 is shown in the (X,Y) plane in Fig. 8.

471'2 . System points in the spannéd volume
A'preliminary.analysis of condition numbers.for'é chree—diménSional
system éﬁows that the irregular geometry of the detector array
resulférin optimallsystem points located irregglarly in sbace.'
At.the ‘expense of some loss in invertibility, a rectangular mesh
of ﬁbinfs will bé sought. Attempts to locate points in the (y;z)
plane at distances less than 1.75 cm from the center axis result
in very high-condi;idn numbgrs. Indeed, there are very few crossings
of lines connecting detector centers of opposite banks in a graph
1ike»thét of Fig. 3 aﬁ distances less than 1.75 cm from the.center;
that is, the sampling rate in the (y,z) plane is quife low in allﬂ-
orientations. o
For the purposes of the design analysi;,,fouf fairly well
behaved systems will be studied. .They are characterized in Téble

1 (Systems S-2 through $-5). S-2 is shown in the (x,y) plane in

_15_



Fig. 10, and S-4 is shown in the (y,z) plane in Fig. l1. All éystems_A

in Table 1 are for a 10-cm separation between detector bdnks._'

4.2 imgging Capabilities

lTo establish the'imﬁgiﬁg capabilities of the systems of Téble 1,
a scﬁibf sources of vériéble_strength has been éimulated in the
Coﬁputé%. tThe'responsé of the chosen detector configuration is
given, by vector k of Eq. 1. Premultiplication of k byiAT for ﬁhe
system under testnyieldsfi'.of Eq. 3. The eq;ation can then be
solved for X, and.the’results can be displayed conveﬁiently,

o | - . |

In the computer gimulation, ?ector k' contains the staFistical
lectuaEions corresponding to tﬁe‘aétual sourcenstrength introduced
into the results individually fér'each_possible.coincideﬁce. Matrix A.
is assumed to be éssentially,free of fluctuations bécause it can
be obtéined in a physital”system with strong sources and/ér long
count times._ Solutions to Eq. 3 have been carried out by the conjugate
gfaaignt method as deécribed by Beckman (1960), which is guaranteed
to arrive at the beét'solution in the least-squares sense. Calculations
have Been carried out in single-precision, floating-point arithmetic 
(32'bi§é) in a PDP 11/45 computer.

Dispiays have been genéfgted by using the sampling theorem
iﬁ three dimensions. . The solu£ions for the.source position and
strength are known only at the system points. Because of ﬁhe Nyquiét
sampling theorem, it is clear that the best estimate that-wé can

make about the true source is given by the expression-

> .o . X N y iy z '
f(x,y,z) i,j,kg(l’J’k)SlnC(Ax 1)s1nc(Ay J)SIUC(ZE k) (14)

-16-
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where sinc(x) = sin(“x)/(ﬂx)gvi,j,k are saméiingvpoint indices
(systeﬁ pbints), g is the sintion'known at the systém points_and
£ isfthe'eétimated function. ‘The>indices i,j,k are Zeré ét i,y;é‘:.
équél fo zero; In order to avoid some of the "ringing' associated
Qitﬁ eq_14, a guassian weighting function has been used to aampen
the tails of the sinc‘funétions} Negative values of g haQe been
set to.éero because the? have no physicalnméahing.

.Tﬁe generatéd displays contain on the left a.degcripﬁion,of

the source to be imaged, composed of one or more discrete points.

~,The source strength of a point is represented by the size of the

rhombis atAits position.' The ihage of.thé ;ource on tge right

of the éisplay presenté a continuous apbeafancé beéaﬁse of Ed. 14.
The level of activiﬁy is tepreéented by the density of_data‘per
unit volume in the represented spaéé. Density Iévelsjha§é been

i

chosen so that level 32 corresponds to 1 1Ci or 0.1 PCi of activity

‘at a system point (low- and high-sensitivity displays). Results

below level 1 are not plotted.. Count time is assumed to be 1 sec
for all simulation experiments. Large count times are equivalent

to a proportional increase in source strength.

4.2.1 g System points on axis only

Figures 12 a through d show the images of point sources located
a£ the éenters of the systems with activities ofdl,OOO,ISOO, 200
and 106ﬂnanoCi imaged during 1 sec in the simdiation. “The diééiay_

sensitivity is 1,000 nanoCi. System S-1 of Table 1 was used for

the simulations. The images generated for the present case of

—-17-



a source point at thé locaticn of é éystem point show a deﬁsity__

distfibgﬁion'of_Q.S émgFWHM, a peak position-error smaller thaﬁ;“'

0.05 cﬁ andAérrofs in‘thevdetected activity ranging from qépro*imately

5% férﬂi,OOOQnanoCi sources to 25% for 100-nanoCi sources. |
'Fiéures_13 a thrcugh d show images of 100-nanoCi sources at

x = 0, 0.25,‘0.50-and 0.75 cm from the center. The display'sensi—_

tivity is-lOO‘nanQCi, The imageé at x = 0.25 and x = 0.50 cofreqund

to poiﬁf sourcesfnét located at éyétem‘points. It can be prdven

R v . : . .

that, 1f a detector system results in vectors k for such points

that are a linear combination of the‘col@mn vectors correspondiqg

to the %urfoUnding system poinﬁs,vit is possible £0‘find thé'locqtioﬁ

and aCtivity'of the true source point from the solution at the

surrounaiﬁg system points. If the results vector k fér point sources

not located at system points is not a linear combipation of the

surrounding system point veétors, there is no é_priori knowledge

of whaﬁ:the result ofbsolving.Eq.'l migﬁt be. .  The present model

of the system under study does not fulfill this "linearity" condition

well because a small motion of -the source can result in the complete

appearance or disappearance of one or more coincidences. If the

system points are brought closer .together, the above "1inéarityﬁ

condition‘will be iﬁcreasingly valid althéuéh the condition number

of the_matrixiwill become.worse. It follows that attempts to improye

localization (i.e., the ability to find the trueAposition of a

30urce) and perfdrmance under statistical fluctqations will bé

contradictory. In>a real physical system with gamma rays entering.

the crystals from points other than the entrance windows, through

lead shielding, for exémple, the above "linearity" condition should

_18_
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‘improve although for the same reason condition numbers will be
somewhat worse than at present. A compromise system-point separation

‘must be adopted.

The broadening iq Figs. 13 b and ¢ due to two system points'
contributions to thé displays at x = 0.25 ané 0.50 cm is quite
eyideﬁt. The.centroids of the density distributions ére, however,
Qichin iesé than 2 mm from the correct source positions with FWHM
fanéiné froﬁ_0;95vfofl.4 cm. Detected activity is within 25% of
the ;bfrect value for the iOO—naﬁoCi sources at a l-sec count time.

Tﬁe presence -of side lobes of activity clearly seen in Fig;_
13e is typical of the solution of Eq. 1 and'beéomes strongé: when
the condition nﬁmber;of the matrixrincreases. This effect'is'inde;
péndentrbf the chosen method of solution, and it appears strongly
for‘soufce points not on syétem—point locations.

The behavior of the on-axis system when activity is off-axis

" is shown in Figs. 14 a through d. In each case, the point source

is displaced 0.25 cm farther from the center in all three directions.

X information is fairly well preserved. Detected activity decays

‘at a rate roughly proportional to 1/d where d is the shortest distance

to the'centef line.

fiéufes 15 a through‘d‘show the ability of the system to separéte
two point éources:with an éctivity ratiovofilo. The disappearance
of theIIOO—nahoCi source in Fig. 15d is due to a negative lobe
at x = 0 in the solution for the hotter source. Finally, the ability
to disﬁinguish a "cool" section in a line isaéhdwn in Figs. 16 |
é through‘d. The ratio of activities is 5:1. A '"cool' section
of‘O.ﬁ to 0:8 cm is distinguishable with an activity of 500 nanoCi

per cm in the hot part for a count time of 1 sec.

_.19._
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_From the above simulation, we feel that the performance objective

of tlie system along the center ion-—beam line has been met successfully.

The time required for the iterative solution routine in a_PDPlll/QS

computer is approximately 0.3 sec for the on-axis case.

4.2.2 System points in the spanned volume

A dir¢ct comparison of imaging characteristics of systems
$=2 and S-3 of Table ! for point sources in shown in Figs, 17 and
18. Tﬂe two systems have the same number of system points, but
they.differ in Ax, the séparatidn betwéén planes_in the directioh
of the.heavy-ién beam (1 cm and 0.?5 cm, respectively). Figures
17 a through e cdrrespond to 1,000-nanoCi point‘sources at x =
0, 0.25, 0.50, 0.75 and 1 em for system S-2; Figs. 17 f through j
are ;he.cﬁrrésponding images generated by system S-3. Figs. 17 a,
é}‘f and irare for sources at system points. The images presentéd
are‘qﬁite wide in the (y,z) plane és expected from a sampling distanqé
of 2 cﬁ.in that plane. Definition along the x axis is, however,
comparéble to the results presented above for system points along
the x axis;only.

Inspection of the gwo groups of results shows that system
S-3 delivers better imagés than system S—2‘for source points-not
on system points. For these high-activity caseé, when statistics
are not a principal limitation, fewer artifacts appear in the image
when sySCem planes are closer in the x directioﬁ.-.The "linearity"
condition discussed in thérprevious section is better fulfilled
for $-3 than f?r S-2.

Figures 18 é through j show resulté for a set of images eduivalent

to those of Fig. 17 but for 100-nanoCi source points. Results

~20-
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for most point sources show poor localization, and the advantage

of S—3:0vér §-2 obfainea for the highér activity has now disappéared.
The hi?her conditioﬁ nﬁmbe: of S-3 evidently eliminates its better
"linearity'" characteristics in the presence of strong statisticél
fluctugtions; It must be pointed out that thé aifferences in every.
pair of'images for $-2 and $-3 from the same source positidn and

activity are only due to the invertibility cha;actefistics of the -

A matrices because the sequerices of random numbers used to generate

the statistical fluctuations have been made identical.
V:Thé behavior of $-2 for-a point source moving diagonally in
three dimensions between the two system points at (x,y,z) = (0,0,0)

and (2,2,2) cm is shown in Figs. 19 - a through-h for 1,000 nanoCi

of activity. The appearance of artifacts and the diffusion of

the soﬁfce3are quite apparent near the middle of the trajectory
when Syétem>points areifar from the‘soufce. These effécts are .
due to lack of "linearity" as defined above.

‘The compa:ativerbehavior of 8—4 and Sf5=f0f=central'point
sourceg‘of'l,OOOIand 100 nanoCi is shown in Figs. 20 a through

d. Both systems exhibit poor localization, but results are worse

in the case of S~5 owing to a high condition number in the system

matrix. éolution timgs for 63 system points range.between 2 and
4 sec in thé PDP - 11/45 computer.

The possibility of using seauential subsystems . of S—2 consisting
of 3 x 3 points in planes perpendicular to the x axis or 7 x 3 |
points parallel. to the x axis has been inVeétigated.' Solutions
one plane at a time are successfully used by Chang (1976) 4nd by

Perez—Mendez, Chang and MacDonald (1976) in a deconvolutién‘procesé.
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The matrices obtained in our case have very low condition numbers,

but the results of inversion of the subsystems are not better and

- are often much worse than the results obtained with theAcomplete

system becauée of the following two facts:

(1)

(i1)

errors in the system solutions are due to the basic physical”

limitations of the instrument and not to the mathematical

process used in the solution;

decoupling one plane of points from another by .the use

of subsystems destroys the nearly '"linear" relationship

between contiguous planes. With separate subsystems,

activity positioned between two planes appears 'at full

strength in both subsystem solutions instead of

"shared' as happens with the complete system.

being

It follows that, for the instrument being studied, complete

matrices for points spanning the volume are needed.

'The above analysis is valid for a 10-cm distance between detector

planes. At the higher separation of 30 cm, the.following results

are obtalned:

(i)

(ii)

(iii)

sensitivity in total number of coincidences per

activity and time decreases by roughly a factor
a substantial decrease in subtended solid angle

offset by the gamma rays entering the detectors

parallel to their cylindrical walls, increasing

action probability;

unit

of 3;
is partly
more

the inter-

the condition number of systems on the central axis only

are very similar to the ones obtained at a 10-cm distance;

condition numbers for systems occupying the volume betwecen

-22-
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blénes are higher than those ét 10 cm by a factor of
v_apprdximétely 2 unless the.separatipn Aé’(Fig. 11) is
#ncréased 50 to 100%. |
From ﬁheée obsgrvations, it appears that the cﬁaracteristics
e . .

of the instrument at the higher separations between planes will

still bé:withinlfhe initial design specifications.
5. Electronic characteristics

The detailed characteristics of the electronic design wili
be thé éubject‘of:a later paper. From the point of viéw_of the
present design_analysis,‘i; is inportant to describe the expected-
coincidence timc'reéoiution as it affects thé imaging cﬁarécteristicé.'
For a distance between blanes of 10 cm, the computefvcalculatiqns
give a rate of coinqidence events,Co'; 390 (sec‘—PCi)—l fOr_g point

'source at the .geometric center of the system. The singles rate -

" in one bank of detectors is Cs = 1,195 (sec--),,\Ci)—l

"The accidental coiﬁcidence rate is given by CSZAAt-Qhere
At is the .coincidence feSolQing ﬁime. The Nal-crystal-photomultiplier
combination anﬂﬂthe‘circuits develéped for this instfument will
allow a valuevof'At >~ 30 x 10—9 sec FWHM for the complete system.
Even wifh 100 pCi between the planes, the accidental coincidence
rate is approximately 1.1% so that no problems.are expected due
to accidentals in aﬁy of the operating modes comtemplated for the
instrumengi The excellent coincidence resolving'time is also a

safeguard against image deterioration by other kinds of radiation

‘in the experimental environment.

The computer simulations discussed above assume no energy

discrimination. The instrument will have a very flexible capability

_23_



in this:fespect by.the use of a microprocessor for eneféy window.
.sﬁleétibn'with autbmétic calibr#tibn of all 48 phdgomultipliér
tubes;:'Thé microprocgssor will also assist in interfacingIWith‘
the;PDP'll/QS chputér where real-time imaging will be carried

out.

The generation of the system matrices in the physical instrument

will be carried out‘autométically under computer control by tﬁe

use of .a source positioner with motion in three dimensions. A

20-Ci" point source embedded in plastic can give one c01umn of

the system matrix A for one system point in a few seconds.
Absorption effects_can.be dealt with by'generafing.thé systeﬁ'“'

matrices with. the point source moving inside a water corntainer

of'apprépriate}geometry._ High-density absorbing regions simulate

the ahatomical charaéteristics of the region tovbe observed; Effects

due to positron .range before annihilafion in- tissue, which make

the images less precise'tﬁan in the case of poiﬁt sourceé, can

also begincdrporated in the system matrices by tﬁis procedure.
Efeliminary measurements with a detector system designed as

“described above have already been éarried out, and oﬁr findings -

support the essential correctness of the computer simulations.

6. Conclusions

The theory and design analysis discussed above support the
possibility of constfucting an instrument for imaging.very small
amounts of'positron—emittingbradioactivity in heavy-ion ihjection
from an accelerator. The required high sensitivity is obtained

with relatively large Nal crystals, and accurate position information

~24~

T

i

o,



along the beam line is obtained by correct positioning of the crystals
in the arrays. - The instrument will hot‘only allow. the ‘initiation
of physiological studies heretofore impossible but will be of;grcat"

assistance in the on-line visualization of the region of high cellular .

‘damage diring heavy-ion cancer treatment. The concepts developed

are of immediate use in the design of a more complete instrument
» - - . j |
for the rapid imaging of a volume in finer detail in planes perpendicular

to the beam axis than has been possible with the present limited

design.
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SUMMARY

The use of highjenergy heavy icns in radiography, cancerltherapy,
physiological studies and diagnostic medicinevis‘beiﬂg implemented
at thé LawtencevBerkeiey Laborétoryﬂ- In particular, the use of
positron-emitting isﬁtopes generatéd By.nuclear fragmentation from
an accelerated beam allows‘the injection of known amounts of activity
into highly localized volumes of the body. Studies‘based on this
beam injection technique require the design of a very sensitive
instrument tQ‘image the isotope distribution.with high positional
accurééy. This paper\deécribes the design of a 48-crystal ‘imaging
device thét will be éble to locate the end.point of an ioh beam"V
trajectory'within 1 to 2 mm.for an injected-activity of 100 nanoCi
iﬁ a measurement time of 1 second. Systeﬁ design has been carried
out by computer simulation and eigenvalue analyéis; Itnié shown
that the use. of Nélicrystals_of relétivglj large dimensions (1;91 cm
diameter) for efficient detection of the 511-keV coincidence gamma
rays still allows designing a system that samples the éenter line
of the beam axis every 0.75 cm wifh a resulting set of equations
whose solution ié quite iﬁmune to the statistical fluctuatioﬁs
resuiting from thé measurement indica;ed above. Computer simulation
of ﬁhe imaging characteristic of the instrument designed is investi-
gated for.a variety of situétions, and-calibration procedures for

the instrument are described.
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Table 1

NX ax NY NZ ___1;f==4£_ﬁ Cond. No.
sl 11 0.75 cm - - 436
§-2 iy 1.0 cm 3 3 "~ 2cm ' 20,9
S-3 7 0.75 cm 3 3 ‘ . .2 cm %4.1_
S-4 & 1.0 cm 5 3 2 cm 38.6
§-5 " 1.0 cm 5 3 . 1.75cm 139:1
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FIGURE CAPTIONS

Fig. 1. Schematic drawing of the positron-emitter, beam-imaging
system showing the detector entrance faces of one of the banks.

“The ion-beam direction is given by the center line, the x axis.

Fig. 2. (a) Cross section of a hypothetical system consisting
ofvthree detector rings and three system points in*thé.respective'
éénters, resulting in a purely diagonal system matrix-A’;

(b) Four-ring structure requirea for a purely diégdnal system

matrix A' when a new'pqint 2' is added to the above.

Fig. 3. Schematic drawing of the.(y,z) plane of the detactor 'system.
Lines are center axes of the cylindrical Nal detectors. The

distance between planes is 10 cm.

Fig. 4. Prdjection on the (x,y) plane of the Nal-crystal), entrance-
face centers for detector banks A and B. A wvertical column

system is shown here with. four system-points; Ax"= 3 -cm.

* Fig. 5. (a) Representation of the normalized values of the elements
of the symmetric system matrix A' plotted one' column at a
time for the four-point system of Fig. 4. (b) Normalized

eigenvalues for the same system showing "condition number."

Fig. 6. Same as Fig. 5 except the system now consists of seven

points; Ax = 1.5 cm.
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Fig.

“ Fig.

Fig.

Fig.

Fig.

Fig.

Fig.

Fig.

Fig.

7. Effect of x smaller than the sampling distance with a

very high condition number. -
8. Projection on the (x,y)vplane of the criss—-cross detector
pattern that results in a sampling distance of 0.5 cm for

the center axis. Location of system points for S$-1 of Table 1.

9. Condition numbers for system matrices as a function of ~

Ax fof imaging of the antral axis only.

10. Projection.oh the (x,y. plade of.systeﬁ.S—Z, Tablé.l.

11. 'Projectioﬁ on the (y,z) pléné of system S-—4, Tabie.l.

12. Images created by S-1 for a SOQrce of deqreasipg s§rength
(in nanoCi) at the center of the system. Count time =1 sec;

low-sensitivity reconstruction.

13. Images created by S-1 for a low-strength source moving

along the x axis. Count time = 1 sec; high sensitivity.

)

14. . Images created by S-1 for a high-strength source moving

-away from the center along the line x = y = z. Count time

=.1 sec; low sensitivity.

15. Images created by S-1 for two sources of 10:1 ratio ‘as
a function of position of the hot source. Count tihe =1

sec; low sensitivity.
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Fig.

Fig.

Fig.

Fig.

Fig.

'16.. Images created by S-1 for a line source with a growing
"eool" region in the center section. Count time = 1 sec;

low sensitivity. A cool spot of 0.6 to 0.8 cm, 5:1 activity

ratio, is visible. S

17." Images created by three-dimensional systems S-2 and S-3
for a péint moving along the x -axis. High-activity source

(1,000 nanoCi); count time = 1 sec; low sensitivity. §-3

images are better in source localization.

18. ‘Images' similar t0'thosé'6f Fig. 17; low—activitflsource
(100 nanoCi); count time = 1 sec; Wigh sensitivity. $-2 and

S-3 images are now both'very similar..

19. Images created by S-2 for a high-strength source moving

away from the center along the line x = y = z. Count time =

1 sec; low sensitivity.

20. Comparing images created by S$-4 and S-5 from central

" source, high and low activities. Count time = 1 sec. Both

systems show pooref.localization than $-2 and S-3 owing to

‘their higher condition numbers. S-5 is markedly worse.
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