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Abstract: Along with a number of other computing technologies, cloud computing services are 

increasingly being promoted as a way of enabling openness, reproducibility, and the acceleration 

of scientific work. While there have been a variety of studies of the cloud in terms of computing 

performance, there has been little empirical attention to the changes going on around cloud 

computing at the level of work and practice. Through a qualitative, ethnographic study, we 

follow a cosmology research group’s transition from a shared high performance computing 

cluster to a cloud computing service, and examine the cloud service as a coordinative artifact 

being integrated into a larger ecology of existing practices and artifacts. We find that the 

transition involves both change and continuity in the group’s coordinative work and maintenance 

work, and point out some of the effects this adoption has on the group’s larger set of practices. 

Finally, we discuss practical implications this has for the broader adoption of cloud computing in 

university-based scientific work.  

Keywords: Artifact Ecologies, Coordinative Artifacts, Cloud Computing, Infrastructure, 

Research Computing 

1 Introduction 

Increasingly cloud computing services are promoted as a promising method for providing 

broader data and compute access, support for reproducibility, and reduced IT work for 

researchers across the sciences (National Science Foundation 2018, n.d.; National Institutes of 

Health (NIH), 2019; Smith et al., 2019; 2i2c; Brown, 2023). Adopting cloud computing is often 

seen as a way to “accelerate” science, increasing the speed of advances and new discoveries 

(National Science Foundation 2018; Towns et al., 2014; Fortunato et al., 2018), or to “open” 
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science, (National Academies, 2018; Gentemann et al., 2021; Fecher and Friesike, 2014; 

Vicente-Saez and Martinez-Fuentes, 2018). As Mosconi et al. (2019) argue, these kinds of grand 

visions for the future of science are likely to have organizational, cultural, and infrastructural 

consequences, but it hard to know how they will play out in everyday practice. Research groups 

are complex sites of work, and it is difficult to predict how the introduction of new technologies 

such as cloud computing will alter established practices, existing technologies, as well as 

educational and workforce training activities. 

CSCW infrastructure researchers have long explored technology-in-practice in the context of 

ecologies of technologies, practices, and object relations (Karasti, 2014; Cohn, 2016, Jackson, 

2019). Prior work has, for instance, examined changes in the work of ecologists (Jackson and 

Barbrow, 2013) and seafarers (Kongsvik et al., 2020). Among the grand visions for science, 

CSCW is well-positioned to contribute more sociotechnical accounts, grounded in research 

practice. Commonplace measures in research computing for cloud computing services, such as 

compute hours leveraged or counts of studies that can be replicated computationally, can be 

helpful for scientific researchers, managers, and policy makers. Yet these perspectives 

consistently provide insufficient insight on how the actual day to day work — the actual practice 

of science (and scientific training) — is impacted in both local group and global infrastructural 

contexts. 

In this paper we investigate the adoption and use of cloud computing services in a research group 

in the field of cosmology. Using longitudinal ethnographic data, collected across 9 years, we 

follow the breakdown of a local computing cluster within this research group, and their 

subsequent transition to Amazon Web Services (AWS). AWS is an example of an ‘on-demand’ 

model of cloud computing that provides access to virtualized or abstracted computing resources 

on request from a user and charges the user based on usage. We use the notion of artifact 

ecologies (Bødker et al., 2017) to track and analyze shifts in multiple practices carried out across 

collections of computational resources which are leveraged together within the group. We 

investigate how this group alters their essential work practices while adopting this on-demand 

model of cloud computing and integrating its attendant artifacts into their artifact ecology. 

Specifically we ask: How does a cosmological research group change their coordinative 

practices in transitioning to a model of on-demand cloud computing? 

Author pre-print. For version of record see 10.1007/s10606-024-09490-1



Ecological change in research computing in the cloud 

 3 

The artifact ecologies perspective (Bødker and Klokmose, 2012) encourages us to be specific 

about changes in practice and technology while simultaneously investigating the breadth of 

impacts (expected and unexpected) of the adoption of a new technology. We explain two key 

aspects of how coordinative work changed over the course of the transition and impacted these 

cosmologist’s ongoing work: 1) the re-bounding of the group’s field of work, and 2) the re-

constitution of testing and maintenance practices. Connecting our findings with the concept of 

artifact ecologies also gives us a more sophisticated view of how the revolutionary visions 

projected ahead of a new tool for scientific work are reconciled with established practice and 

with an existing ecology of instruments and tools. We find that forms of innovation or alteration 

carry on alongside continuities with past ways of working. This ambiguity is best captured by 

one lab member’s statement that “the cloud is not not IT”: the IT work of maintaining a cluster 

did not vanish, but carried on in new forms in working in the cloud. Our observations also 

provide practical takeaways for understanding networks of maintenance work, lock-in, and the 

acceleration of scientific work around cloud computing. 

2 Literature Review 

The literature focused on evaluating and developing cloud services for scientific use overlaps 

very little with more general discussions of coordination in CSCW, despite verging on some of 

the same topics. As some members of the CSCW community may not be familiar with on-

demand models of research computing we introduce that literature here at some length to 

contextualize this research in broader concerns before discussing the concepts of coordination 

that will be employed for our analysis. 

2.1 On-demand Models of Research Computing 

The “cloud” considered here is a model of provisioning computing resources through a service, 

and specifically through the collection of artifacts (e.g. configuration files and machine images) 

which are used to engage and interact with that service. This model of on-demand cloud 

computing is increasingly being promoted by many funding agencies and researchers as the way 

forward for most university-based scientific computing. This includes the development of non-

commercial national or university-based cyberinfrastructure projects, such as the Aristotle Cloud 
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Federation (Knepper et al., 2019) or the NSF’s Jetstream (Stewart et al., 2015), the broader 

adoption of commercial cloud providers (e.g. Smith et al., 2019; Gentemann et al., 2021), and 

efforts to provide institutional support for the adoption of such services (National Institutes of 

Health, 2019).  Commercial cloud computing companies have been actively promoting usage in 

the sciences, with AWS freely hosting "high-value cloud-optimized datasets" (Amazon Web 

Services Inc. n.d.a), and touting its ability to “accelerate the pace of innovation” (Amazon Web 

Services Inc. n.d.b) and allow researchers to “focus on science, not servers” (Amazon Web 

Services Inc. n.d.c). Microsoft and Google have similarly advertised their usefulness for science, 

and publicized high-profile discoveries accomplished with their services (Google LLC,  n.d.a; 

Google LLC, n.d.b.; Microsoft Azure, n.d.).  

Proponents’ arguments for the benefits of cloud computing are various (Table 1). Some of these 

arguments are about efficiency: that it provides a more efficient rhythm of investment and 

obsolescence for computing resources (Table 1, #7), that it allows researchers to focus less on 

data management and IT and more on their primary scientific goals (Table 1, #4), and that it 

enables “data proximate” computing, which reduces data transfer and allows for the optimization 

of data storage in one centralized location (Table 1, #1). Other benefits have to do with 

coordination or organization of research work, such as facilitating reproducibility (Table 1, #2), 

and the democratization of access to data (Table 1, #3). These calls for the adoption of the cloud 

also point to a couple of potential drawbacks or obstacles, particularly the difficulty of learning 

to use cloud services (Table 1, #8), the potential for vendor lock-in (Table 1, #11), and a 

mismatch or lack of familiarity between the on-demand computing model and contemporary 

funding models (Table 1, #9).  

 Potential Benefits 

# Benefits Rationale Sources 
1 Storage and 

computing 

efficiency 

Can move code to the data (data proximate computing) rather than 

making copies of large datasets and moving them around. Data 

storage and retrieval can be optimized on a centralized repository. 

Bottum et al., 2017; 

Abernathey, 2021; 

Gentemann, 2021 

2 Facilitating 

reproducibility 

Reproducibility needs data, code, and software environment to be 

controlled. Moving away from local file system dependencies helps 

with this. Storing and sharing infrastructure as code makes it easier 

to re-create or reconfigure computing environments. 

Abernathey, 2021; 

Abernathey et al., 

2021; Smith, 2019 

3 Broader 

access 

Having large scale computing resources at one’s institution is not a 

requirement for accessing data because data is available and 

processable in a central cloud storage location.   

Bottum et al., 2017; 

Abernathey, 2021; 

Gentemann, 2021; 
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Abernathey et al., 

2021 

4 Reduces “time 

to science” 

Cloud services handle the maintenance of computing hardware, as 

well as some operating system configuration work. This reduces the 

amount of IT or maintenance work researchers must do, as well as 

hiding “platform complexities” (Bottum, 2017), allowing 

researchers to focus on their primary research concerns.  

Gentemann et al., 

2021; Smith et al., 

2019; Bottum, 2017 

5 Flexibility of 

infrastructure 

Researchers can draw on computing hardware that is maintained 

and updated continually through a cloud service, rather than 

investing in hardware at multi-year intervals which then ages and 

becomes obsolete.  

Smith, 2019; 

Armbrust et al., 

2009 

6 Generalization 

of data 

management 

techniques 

Working on generic computing platforms will enable researchers to 

share solutions to common data or computing management issues. 

Bottum et al., 2017; 

Smith et al., 2019 

7 Elasticity A cloud service can provide a large amount of computational 

resources when needed, but is not provisioned and idle when it is 

not needed.  

Bottum et al., 2017; 

Armbrust, 2009; 

Smith et al., 2019 

 Potential Challenges 

# Barrier Rationale Sources 
8 Service 

complexity 

Using a cloud computing service requires its own expertise in 

configuring virtual machines, security, storage, and other technical 

concerns. Training (and re-training) people in these systems is a 

significant undertaking. 

Bottum et al., 2017; 

Gentemann et al., 

2021; Abernathey 

et al., 2021 

9 Friction with 

current 

funding 

models 

The rhythms of multi-year grant funding and university overhead 

costs favor investment in hardware cluster rather than computing as 

an operational cost. It can be difficult to estimate cloud computing 

costs over time.  

Bottum et al., 2017; 

Abernathey et al., 

2021 

10 Overheads of 

cost 

monitoring 

Monitoring expenditures on a cloud service requires work in the 

form of examining bills and reading up on cloud service policies. 

Bottum et al., 2017; 

Gentemann, 2021; 

Sholler, 2019 

11 Vendor lock 

in 

Because of technology choices or infrastructure development on a 

particular platform, researchers might find themselves committed to 

a single vendor. Switching to a vendor for pricing reasons or to take 

advantage of a better service would then require a great deal of 

work and potentially cost money in data migration.  

Armbrust, 2009; 

Smith et al., 2019 

12 Data storage 

and transfer 

costs 

The cost of storing data or moving it around (in particular “egress” 

costs) on the cloud may be prohibitive.  

Bottum et a., 2017; 

Armbrust, 2009; 

Smith et al., 2019 

13 Integration or 

licensing 

friction 

It may be difficult to make use of licensed technologies or identity 

management systems on a third party system.   

Bottum et al., 2017; 

Smith et al., 2019 

Table 1: Benefits and challenges to using cloud computing described in the literature. 

Empirical research on the cloud has tended towards testing or benchmarking the architectures 

and cost structures of cloud services. This involves testing particular kinds of research workflows 

on cloud architectures or quantifying the actual costs of these workflows on the cloud versus 

others kinds of HPC resources (Ames et al., 2015; Berriman et al., 2013; Kondo et al., 2009; 

Deelman et a., 2008; Ramakrishnan et al., 2011; Yelick et al., 2011). A few studies have begun 
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to examine the organizational and work-level dynamics of cloud computing. Boscoe’s (2019) 

ethnographic study of a black hole cosmology group noted how these researchers expressed 

interest in using the cloud but worried about data transfer costs and hesitated to hand over their 

closely held data to a commercial entity. Sholler (2019) characterizes some of the necessary but 

invisible work that comes along with adopting the cloud, such as parsing billing documents. 

Byrne and Jacobs (2021) highlight unexpected costs, and the difficulty of predicting costs. Other 

studies using the term "humanware" have emphasized the importance of human expertise in 

facilitating the adoption and use of cloud services (Song et al., 2019; Voss 2019). Work 

examining university-level and national-level computing services similarly raise concerns with 

providing trained technical expertise to assist in onboarding scientists to the cloud (Knepper et 

al., 2019; Stewart et al., 2015; Toor et al., 2017). Smith et al. (2019) also points out the need for 

education on cloud technologies and institutional buy-in to motivate a broader move to the cloud 

amongst astronomers. 

The outlook on cloud computing presents a lot of potential outcomes, but with a particular 

empirical gap. Cloud computing is understood as promoting the acceleration and opening of 

science, but explicit rationales for this are often not provided, and where explicit connections are 

made we need better empirical views on how exactly they play out. Cloud computing is 

understood as promoting or facilitating open science by serving as a platform for providing 

broader, more democratic access to computing resources (Table 1, #3), simplifying the sharing of 

data management techniques (Table 1, #6), and facilitating reproducibility (Table 1, #2) 

(National Academies, 2018; Gentemann et al., 2021; Abernathey et al., 2021). Cloud computing 

is understood as accelerating science because it allows for the optimization of data storage (Table 

1, #1), the reduction of overhead or IT work (#4), and because of its ability to scale (Table 1, #7) 

(Towns et al., 2014; Gentemann et al., 2021; Abernathey et al., 2021). We cannot ascribe the 

acceleration of science to faster computing performance or to the reduction of IT work in a 

straightforward way (for reasons discussed further in the discussion), and the problem of lock in 

(Table 1, #11) could become an obstacle to promoting openness (Gentemann et al., 2021). But 

we also cannot simply discount the visions for research cloud computing as boosterism. Many 

calls for the shift come from researchers themselves, and from practitioners with a great depth of 

experience in sites of research work. Moreover, prior work has demonstrated how taking up new 
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research tools can indeed have wide-reaching implications for the ordering and organizing of 

research work (Hine, 2006; Thomer and Wickett, 2020). Empirical attention is therefore needed, 

both to better understand the difficulties and opportunities that cloud computing services actually 

present, as well as the ramifications they might have for research practice.  

2.2 Sociotechnical Change and Artifact Ecologies 

There are variety of concepts in CSCW and related fields which scholars have used to 

understand complex sociotechnical change. Studies of infrastructure (Star and Ruhleder, 1994) 

have looked at processes of development (Hanseth and Lyytinen, 2008), flexibility over time 

(Ribes and Polk, 2014), and decay (Cohn, 2016), as well as longitudinal dynamics such as path 

dependency (Edwards et al., 2007). Infrastructure studies’ attention to the long term has in fact 

generated a variety of such dynamics. Shifts across varied infrastructural elements produces 

tensions, such as that between technological change and ready-to-hand stability, and between 

development for local uses versus “hardness” towards other use cases (Karasti et al., 2006; Ribes 

and Finholt, 2009). Similar tensions arise between the commitment to standardization and to 

flexibility (Hanseth et al., 1996). Actors in these large-scale developments are also often 

managing development (and resources) across multiple evolving projects (Bietz et al., 2013).  

The gerund infrastructuring (Neumann and Star, 1996; Karasti, 2014) aims our attention at 

infrastructure as an ongoing, processual accomplishment: the alignment of diverse stakeholders, 

the intentional management of an installed base, and considering responsibility over the long 

term are aspects of infrastructural change that people carry out on a day-to-day basis (Karasti and 

Syrjanen, 2004). Other studies have similarly located long-term sociotechnical change in 

ongoing, day-to-day metawork (Neang et al., 2021) and repair (Jackson, 2014; Jackson 2019). In 

repair in particular, the work of restoring working order in the wake of breakdowns is generative 

of new sets of relations between people and their essential resources (Henke, 1999; Henke and 

Sims, 2020). The “restored” situation is both a continuity, a return to working order, and also an 

alteration.  

The concept of artifact ecologies can similarly help us understand the breadth and complexity of 

change that accompanies the adoption of new tools. The concept of artifact ecologies was 

introduced by Jung et al. (2008) and has subsequently been developed on an activity theoretical 
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basis (Bødker and Klokmose, 2011; Korsgaard et al., 2022). It has alignments and divergences 

with a variety of other conceptions, such as assemblages, surveyed by Lyle et al. (2020). The 

idea of an artifact ecology renders a given artifact in terms of its shifting relations with other 

artifacts that a person or a community leverages to accomplish their goals. It brings analytical 

attention to artifacts as groups, and along with it some mapping methods for untangling and 

understanding clusters of artifacts and their interactions (Jung et al., 2008; Bødker et al., 2017). 

Bødker and Klokmose (2012) describe the “stirring up” of an artifact ecology as a new artifact is 

taken up in place of another, and subsequent equilibrium as possible uses of a device are sussed 

out by the individual and new ones are improvised. This reworking of activities around the new 

artifact results in the person using some other artifacts less frequently or abandoning them 

entirely. One of the essential elements of the ecology model that we adopt here is that taking up 

an artifact is not a 1-to-1 replacement of one resource for another, but rather has a ripple effect 

through a collection of practices and leveraged artifacts. The design of use is a central part of 

this process (Bødker and Klokmose, 2011). People reconstitute practices carried out across a 

number of artifacts, and change the way they leverage other artifacts in the ecology, finding new 

uses and changing existing ones.  

While our interest in how practices are carried out across clusters of artifacts puts us most closely 

in line with the artifact ecologies strand of ecologies research outlines by Lyle et al. (2020), we 

do not draw strongly on the activity-theoretical foundation that underlies much of the research in 

that area. We are particularly focused on the collection of artifacts the research group leverages 

in common, in the process of distributed work, rather than an individual’s personal ecology of 

artifacts. For this reason we use the concept in conjunction with the notion of a field of work 

(Schmidt and Simone, 1996), the collection of artifacts through which interdependent work is 

coordinated.  

3 Research Site and Methods 

3.1 Research Site 

Our findings are based on ethnographic field work with a research group (hereon “the Radio 

Group”) at the University of Washington in the United States. The group’s work is in the field of 
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cosmology, and centers around attempts to detect extremely faint emissions from the early 

universe. This work centers around a number of large, long-running telescope projects, and 

requires collaboration with other research groups involved in those projects. The Radio Group 

itself consists of one PI, a research scientist, and 3-4 Ph.D. students. However, members of the 

group routinely work with members of other labs involved in the telescope projects, attending 

telecons, having software development meetings, and communicating with other members of 

their larger collaboration over a messaging platform. The group’s local workspace is a small 

laboratory setting, which serves as a venue for weekly lab meetings, and houses desks for Ph.D. 

students. While the room contains a large amount of signal processing hardware, the group 

carries out their work almost exclusively on their computers and on a large whiteboard, which 

facilitates discussion of the mathematics and software of the group’s processing pipeline.  

Successfully sensing these faint emissions from the early universe would allow researchers to 

better characterize the “cosmic dawn”, the period during which the first stars and galaxies 

formed, but it requires extremely fine-tuned signal processing and data analysis techniques. The 

group’s primary work, therefore, consists of running and plotting data analyses, with the goal of 

identifying instrumental effects or “systematics” in their instrument, tracking down other 

software or hardware bugs, or modeling physical phenomena. These tests were usually carried 

out by Ph.D. students and research scientists and then discussed at lab meetings or over their 

messaging platform. Discussions around the tests and the plots they produced would then prompt 

new tests to be carried out (discussed in Paine and Lee, 2017).   

The group has used a variety of different computing resources for data processing tasks that are 

too large for local machines. Often these were computing clusters associated with particular 

institutions or funded through particular research grants. Their primary source of computing for 

most of the second author’s period of observation was a shared computing cluster located in 

another laboratory at a different university, funded through a multi-lab research project. 

Members of the group also used other computing clusters in the course of their work on different 

projects, including one located with a collaborating research group at the Arizona State 

University, one housed with the National Radio Astronomy Observatory (NRAO) in the US, and 

a similar government-operated cluster in Australia. The clusters therefore served as places to 

store large amounts of data produced by interferometers, as well as a source of computing power 
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necessary to reduce and process that data to produce plots or other analysis outputs. Some of 

these clusters served this purpose primarily within a single lab, whereas others served researchers 

across multiple labs, or, in the cases of clusters at government facilities like the NRAO, they 

served a wider population of radio astronomers. For the purposes of this paper, we will refer to 

the AWS system as the “cloud” or “cloud service”, the clusters located with specific research 

groups (and managed by them) as “managed clusters”, and clusters housed at research 

institutions such as the NRAO as “institutional clusters.” 

The group took up the cloud primarily because the computing cluster that they had previously 

been using was disassembled by the research group who housed it because it had reached the end 

of its operational lifetime given in its funding. AWS and other cloud computing companies 

provide various services for performing computing jobs on machines which the researchers 

themselves would not need to maintain and which can be scaled up to extremely large sizes as 

needed. Other members of the Radio Group’s larger collaboration had experimented with using 

the cloud because of these and other potential benefits (Table 1), but had not adopted it, and it 

was not in use elsewhere amongst their collaborators. The Radio Group had need of a new 

computing resource but were drawn to the cloud because of these potential benefits, because they 

did not then have access to other computing clusters through grants or research projects at the 

time, and because there were computing “credits” available, provided by AWS, which would 

allow them to do some computing work before they had to start paying for the service.  

3.2 Methods 

Our findings are developed out of longitudinal observation (Figure 1) and interviews conducted 

with the Radio Group between 2013 and 2022. The second and last author negotiated access to 

the field site in 2012 (after first interviewing the PI in June 2011), and the second author 

conducted observations from 2013-2017. He also returned to the field site for a month during the 

time when the Radio Group was losing access to its previous computing cluster and starting to 

transition to the cloud. The first author conducted observations from 2019-2022. Both authors sat 

in on meetings within the group, conducted interviews with group members as well as others in 

their larger collaboration, and kept up with asynchronous messaging communications (e.g., email 
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lists, Slack) between the team. Interviews were conducted in person or over video calls, and 

transcripts were created through a transcription service. 

 

Figure 1: Timeline showing periods of use of the Radio Cluster and the cloud service along with 

periods of observation by the authors.  

The longitudinal nature of the engagement allowed the authors to compare field notes and 

experiences from before and after the transition to the cloud, and it allowed the authors to follow 

the group through critical interactions where established practice, assumptions, and priorities of 

those involved were foregrounded and negotiated. As pointed out by a number of scholars, 

(Edwards, 2010; Simonsen et al., 2020; Hahn et al., 2018), infrastructural inversion is a 

technique carried out by those using infrastructure in the course of maintaining and adapting it. 

In our case this happened at points of breakdown, such as when their primary computing cluster 

went offline. It also occurred through discussions over the configuration of schedulers and over 

strategies for reducing cost on the cloud. These negotiations served as design controversies, 

through which members of the Radio Group and other labs explicitly surfaced and renegotiated 

practices for using and maintaining computing resources. These interactions sometimes played 

out over asynchronous messaging, sometimes through asides in lab meetings, sometimes in in-

person meetings, and sometimes in inter-lab video calls. This meant that presence in these 

different venues was an important part of establishing co-presence (Beaulieu, 2010) with the 

group’s activities. 

Cloud computing emerged for the authors as part of the construction of a larger field, focused on 

coordination around software artifacts as research instruments. The second author examined 

coordination around managed clusters during their broader studies of research infrastructure in 

the radio group and in the field of reionization cosmology (Paine and Lee, 2017), and the cloud 

appeared towards the end of that investigation. The first author similarly examined coordination 
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around the cloud service as part of a broader study of research computing. This meant that while 

our analysis honed in on the cloud service, it was as particular artifacts (e.g. configuration files 

and “machine images”) that came to be embedded in a larger set of work processes. The 

analytical and political dimensions of the research object were also shaped by the field 

(Parmiggiani, 2017), as the Radio Group’s transition away from a shared computing cluster 

shifted our own analytical attention away from a study of cross-lab infrastructure to something 

closer to a workplace study of the use of the cloud internally within the Radio Group. While our 

object of study is still most certainly infrastructural, it does suffer from some of the limitations of 

a single-site implementation study critiqued in Williams and Pollock (2012). The authors made a 

conscious decision not to extend the field to include activities at AWS due to doubts about access 

(whether access could be attained but also where to gain access if it could be attained) and 

concerns for scoping labor. Examining AWS’ interactions with research computing stakeholders 

through an ethnographic position at the company would be an extremely valuable research 

program, but would deserve more than a little time and effort.  

 Number of interlocutors Number of interviews 

Ph.D. Students 6 15 

Research Scientists / Postdocs 4 6 

Principal Investigators 2 4 

 12 26 

Table 2: Interviews conducted. Positions are recorded as the individual’s position at the time of the interview. Some 

individuals are counted for both Ph.D. students and Postdocs because they had transitioned to a new role between 

interviews. 

Our analysis is based on interviews (Table 2), fieldnotes collected by the first two authors, 

messages between group members, documents created by the group, as well as secondary 

research on AWS and the technologies used on the managed cluster. We conducted open coding 

of the interviews to identify key concerns of participants, and used field notes to provide context 

on events and perspectives. Open coding resulted in 34 codes focused on specific issues in the 

group’s work (e.g. “unexpected costs”, “testing cycle”, and “cluster politics”). 

Having identified key concerns and issues, we wanted to know more about how practices 

changed around those issues. Through discussion, recoding for practices, and lastly comparison 

with relevant literature, we arrived at the categories presented in the findings: “rebounding the 
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field of work”, and “reconstituting maintenance and testing practices”. In this redirection in our 

coding process we also moved from evaluating the challenges or the benefits of the cloud service 

on its own towards considering change in practice in the research group overall. We drew 

particularly on studies of ecologies to push our final analysis closer to a holistic consideration of 

dynamics across all of the group’s tools: how technologies and other actors entered and left the 

ecology, and how practices were reconstituted across these technologies.    

This analysis concurrently with and informed further data collection. The first author pursued 

follow up interviews or asked questions in lab meetings to fill gaps in understanding as well as 

gather other perspectives on specific issues. The first author also created diagrams of the group’s 

ecology of computing resources as an elicitation technique during two of the interviews with 

participants who had worked directly on those resources. Interviewees’ corrections and responses 

served as a way of exploring the interrelationships of the artifacts and the practices of 

maintaining them. Lastly, we followed up with members of the lab by discussing some of the 

issues described here in lab meetings, and by requesting feedback from them on pre-publication 

versions of this paper.  

4 Findings 

We analyze the Radio Group’s adoption of the cloud service through two aspects: 1) the re-

bounding of a field of work, and 2) the reconstitution of maintenance and testing practices. We 

center our analysis around the practice of running tests. “Tests” were iterative computing jobs 

aimed at exploring patterns in the group’s data, with the goal of troubleshooting and refining 

their analysis pipeline. Through relatively small tests, group members would produce plots, 

which were examined collectively at lab meetings, and based on these discussions the group 

would plan further tests. Very large scale computing jobs were rare, being carried out usually for 

a student’s dissertation work, and jobs of varying sizes were run on different computing 

resources: personal laptops, two larger desktops located in the lab, institutional clusters managed 

by other research groups or research organizations, and their own managed cluster. Early in our 

observations most larger computing jobs were run on a managed cluster physically located at 

another university (hereon the Radio Cluster). For the sake of clarity, we highlight a number of 

artifacts that were leveraged in running these computing jobs on the Radio Cluster, as well as on 
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AWS. We highlight these objects for the sake of explanation, and because they were the primary 

artifacts through which coordinative work was carried out on the respective systems.  

4.1 Key Artifacts of the Radio Group 

On the Radio Cluster (Figure 2, Table 3), computing jobs were run on a shared, live operating 

system, which was updated and maintained by graduate students and other researchers from 

different labs who shared access to the cluster. The first considerable object of coordinative work 

was the software that needed to be installed on the system. This included the group’s analysis 

software and its dependencies – the other software packages the analysis software relies on to 

run – as well as other pieces of supporting software, such as databases. These required work in 

installation and configuration in order to keep them up to date. A second kind of important 

artifact on the Radio Cluster was the wrapper script. Wrapper scripts would call the groups’ 

analysis software with particular parameters set, and served as a way of defining and sharing 

complex parameter combinations for a particular analysis run. The wrapper script could therefore 

be altered to tweak an analysis in a wide variety of ways, depending on the question that the 

researcher was attempting to address. Lastly, the Radio Cluster used a scheduler, which would 

accept job requests from different researchers, organize them into a queue and assign priority 

based on set criteria, and then schedule the jobs to be run in order. Configuring the criteria for 

this process and the general behavior of the scheduler was another form of IT work that was 

occasionally required. Moreover, as we will see, there were sometimes negotiations over the 

proper configuration of the scheduler.  
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Figure 2: Simplified, schematic diagram of running a test on the Radio Cluster. 

Artifact Negotiated Concerns 

Dependencies Ongoing updates to analysis software and the software on which it 

depends 

Data sets Sharing location with other researchers, monitoring storage space. 

Wrapper Scripts Specific parameters relevant to an analysis, the location of necessary data 

products and outputs 

Scheduler Resource requirements for an analysis, fair allocation of time between 

researchers and placement in queue 

Table 3: Different concerns at issue in the use of artifacts on the Radio Cluster. 
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On AWS (Figure 3, Table 4), specifications for the size and number of virtual computers could 

be stored as files, and then used to deploy virtual machines when a member of the lab had a test 

to run. The most central artifact in this model was the machine image. A machine image is a 

stored ‘snapshot’ of a virtualized computer, which can be used to generate new virtualized 

computers when needed. A computing environment with the group’s necessary dependencies 

could be configured, and then saved as a machine image, allowing members of the group to use 

this machine image as a kind of template to launch new virtual machines when needed for a 

computing job. Machine images were configured and pre-loaded with the group’s necessary 

dependencies, and then it could be used to spin up a running virtualized computer (an “instance”) 

on the cloud to do a given computing job. Another central artifact was the cluster configuration 

file, which specified the number and size of virtualized computers to generate. When used along 

with the machine image, it could be deployed to generate clusters of varying sizes and costs. This 

meant that it had to be configured in relation to the concerns of cost and the speed with which the 

job needed to be done. Wrapper scripts, which were used on the Radio Cluster, were used on 

AWS in much the same way, being deployed on running computing instances, and used to run a 

test with a very specific set of parameters. Whereas the machine images were shared, wrapper 

scripts were more personal to researchers and to specific analyses, but wrapper scripts were in 

some cases shared between researchers in order to show others particular configurations or the 

use of particular parameters. Lastly, the cloud service produced a bill, as well as charts that were 

accessible through an online portal, which indicated how much money had been spent on 

computing jobs. This itself became an artifact around which the group needed to communicate in 

order to monitor costs. Taken all together, computing resources on the cloud were leveraged in 

the manner of templates, which are copied and customized, rather than as a shared environment. 
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Figure 3: Simplified, schematic diagram of running a test on AWS. The diagram does not show 

all artifacts involved, but focuses on those analyzed here.  

Artifact Negotiated Concerns 

Machine images Continual updates to analysis software and the software on which 

it depends 

Data sets Sharing locations between group members, monitoring 

accumulating storage costs. 

Cluster 

configuration files 

The cost of computing and the time required for a job 

Wrapper scripts Specific parameters relevant to an analysis, the location of 

necessary data products and outputs 
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Cloud bill Evaluating ongoing costs of data storage and computing jobs, 

establishing that costs are expected and intentional 

Table 4: Different concerns at issue in the use of different artifacts on AWS.  

These are simplified accounts of both systems, and there were of course a great many more 

artifacts and components involved in both systems. We have scoped our analysis here for the 

sake of clarity, and because these artifacts were the most significant points of negotiation and 

coordination. With these different artifacts on the two systems established, we turn to the 

coordinative transition in which they were significant actors.  

4.2 Re-bounding the Field of Work 

Moving from the Radio Cluster to a cloud service required engaging new people in their ongoing 

activities, and altering the set of artifacts through which these people interact. The Radio cluster 

was a managed cluster physically located at another university, and so moving to the cloud 

extricated the Radio Group’s maintenance and testing work from coordinative interactions with 

other researchers. It also required them to negotiate new working relationships with development 

processes at AWS, and with people who might provide some technical advice about working on 

the cloud. They also stopped using certain artifacts associated with the Radio Cluster, and had to 

take up new ones associated with AWS. It is this process that we describe as the re-bounding of 

their field of work.  

As a shared resource, the Radio Cluster had been the object of significant collaborative 

maintenance work and negotiation. This occurred in particular around the job scheduler. In an 

early case, a student at another lab began bypassing the scheduler (and other people’s queued 

jobs) because it was not configured to allocate memory at the rate his analysis required. This 

prompted a meeting between members of the different labs in which they discussed different 

designs for the queue, with varying amounts of resources, and weighed different potential shapes 

for the protocol of using the cluster. Working on a shared cluster therefore required a particular 

kind of metawork in interweaving different testing tasks from different researchers. This 

coordinative work was delegated to the system’s job scheduler, and in cases of breakdown the 

materiality of this scheduler was leveraged in renegotiating the scheduling of different 

researchers’ computing jobs.  
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Moving to the cloud obviated this coordinative work of delegating (and negotiating the 

delegation of) computing time. This stood in contrast not only to the Radio Cluster, where 

computing time was shared with other researchers, but also with many other institutional and 

managed clusters that the group had used:  

“You don't have to fight with anyone. I know Sebastian has been running into a lot of 

issues with the cluster in [collaborator’s university], where just like your job takes two 

days to finish the top of the queue or something. AWS is awesome. If money is an issue 

you can figure out who spent what, but there is no time constraint” (Lillian Ph.D. 

student). 

Lillian contrasts working on the cloud with another institutional cluster that Sebastian, another 

Ph.D. student in the lab was working with, which had long queue times, and, as Sebastian 

reported to the authors, an opaque algorithm for deciding priority. Extricating the group from 

these kinds of queues and negotiations over allocation of computing time was perhaps the 

primary benefit that Lillian (and others in the Radio Group) ascribed to AWS: 

First Author: “How does that ability make the work different from working through the 

[Radio cluster]?” 

Lillian (Ph.D. Student): “It's just faster. The [Radio Cluster] worked really well once 

everyone had abandoned it, except three people in our group. […] Just everything sped 

up when you are on the cloud, because you can parallelize it much better.” 

Lillian’s term “parallelize” here does not refer to the parallelization of tasks within a computing 

job, but rather to the fact that different researchers receive distinct computing resources, and are 

not competing for or negotiating over computing time. The notion of speed here in Lillian’s word 

“faster” has to do with the group’s ability to quickly get results from tests without having to 

navigate slow, opaque, and sometimes politically-fraught queueing systems. It is in this sense the 

understanding of speed was situated in the group’s particular rhythm of testing work.  

Coordinative work around the Radio Cluster did not just involve running computing jobs, but 

also in maintenance work and the risks that came with that. Members of the Radio Group would 
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have to contact people at the university housing the cluster to restart particular machines or 

perform certain updates. At one point Ivy lost almost all of the data products she had processed 

on the Radio Cluster due to two A/C outages destroying one of the cluster’s disks. Moreover, 

after the period of use mandated in their grant ended, the group hosting the cluster began to 

slowly disassemble it, removing machines and using them for other purposes. Finally, they 

announced that they would completely disassemble the cluster right when Ivy was trying to 

complete a final analysis for her dissertation. The group was able to negotiate for more time, but 

had to rapidly find a new resource to store their data and run their analyses. A research scientist 

in the Radio Group described this kind of “risk” as one of the major drawbacks to working on the 

Radio Cluster. Liam, the PI of the group, summarized this sentiment towards the “cruft” of 

managing one’s own cluster, saying “I want to use a cluster; the last thing I want is to have a 

cluster” (Liam, PI).  

While the transition did extricate the group from these kinds of coordinative work, it also meant 

that the group had a smaller network of collaborators to draw on for technical support. Lillian 

described her early efforts to get help learning the cloud service early on in her work: 

“I was sold on it. Then I started working to set it up, and realized it was much more 

complicated. I realized that there wasn't sort of the usage I expected from academic 

research groups. I expected that I was gonna start doing this, and all these people who've 

done it before who are gonna show me how it's done, and help me out. I put out some 

feelers in the [research computing center], and then they connected me with some groups 

who had done some cloud computing work. Basically I reached out to them and they had 

said, ‘Yeah. We tried and gave up’” (Lillian, Ph.D. student). 

Where the Radio Cluster had been the object of collective maintenance effort, the work of setting 

up and maintaining the cloud was suddenly isolated to within the Radio Group, and on Lillian 

specifically. Lillian’s expectation that she might be able to draw on other researchers for help 

comes in part from the previously established process of discussing technical issues with other 

members of the lab or researchers in other labs.  

The transition to the cloud did not just shrink the group’s field of work, but also grew it: it 

required that they engage new actors at their university and at AWS. Lillian sought out assistance 
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from other researchers who had experimented with AWS, as well as staff members at a research 

computing institute at the University of Washington. The latter were able to point her to which 

AWS services she might need and put her in contact with a developer at AWS. She was then able 

to consult the developer about the stability of AWS’ cluster management tool in particular: 

“...and I can’t remember what my specific question was then, but it was mostly like 

what’s going on with this tool? What is the future of it? And he talked it up a lot, you 

know like we’re doing this active development, we’re coming out with all these new 

features. I was like ‘ooh, don’t put in new features, like, fix the old ones please.’ But then 

sure enough like a month later the Parallel Cluster upgrade came out, and it just works a 

lot better and it’s a lot less finicky than Cfncluster was” (Lillian, PhD Student). 

Lillian’s concerns here demonstrate the way that the group’s maintenance work had become 

contingent upon development work at AWS to a certain extent. For a while, Lillian had to 

rebuild machine images whenever software updates were pushed from AWS. Eventually the 

group also had to abandon their job scheduler because AWS stopped supporting it. This 

relationship therefore created certain kinds of work for Lillian and other members of the lab, but 

Lillian also recognized the benefit of the forced migration, as the scheduler was a long out of 

date piece of software which had not itself been updated in years.  

In transitioning to AWS, the Radio Group extricated themselves from certain coordinative 

relations, and at the same time developed new ones. Adopting the cloud service did not just mean 

adding one technology to the group’s ecology, but it also meant dropping certain other tools and 

ending other collaborative relations. In this way the adoption had a ripple effect on other parts of 

the ecology.   

4.3 Reconstituting Maintenance and Testing Practices 

The transition to the cloud did not just involve altering the boundaries of a field of work, but also 

reworking the coordinative mechanisms that constituted that field of work. The group meshed 

new artifacts with existing practices, and in the process altered those practices. This occurred 

through two processes: 1) the metawork of interweaving the tasks of maintenance and cost 
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monitoring with the work of running tests, and 2) Lillian’s local articulation work in making 

essential artifacts ready-to-hand for other lab members.  

The various artifacts of AWS first had to be worked into the rhythms of maintenance and 

training in the Radio Group. Larger IT projects, such as setting up AWS, were not delegated at 

random in the group. Rather, it had been established practice in the group for new Ph.D. students 

to take on more “IT work” early in their time in the group, before moving on to more research-

oriented activities associated with their dissertation work. This kind of service work was a 

process for delegating maintenance work in a way that balanced the necessity of that work with 

the scarcity of students’ time and labor. It was in precisely this capacity that Lillian became the 

“point person” for setting up and maintaining the cloud. Ivy, a more senior student who had done 

significant amounts of set up and configuration work on the Radio Cluster, described how the 

work of adopting the cloud fell on the newer students: 

“There was this kind of umm, a little bit of a talk we had in terms of I've done my time. 

I've done my duty. My volunteer work in getting the [Radio Cluster] working. I spent a 

lot of time with scripting, GridEngine stuff, umm database stuff. I've done a lot of things 

that I don't think are terribly fun. I'm not gonna do that for AWS. I've done my time […] 

so Lillian’s on it. She's working on it, umm and she has money, and she's about to do 

kind of a full test of all the scripting stuff that she's been working on…” (Ivy, Ph.D. 

Student). 

Ivy here refers to a discussion she had with Liam, the PI, and a research scientist in which they 

made clear that she would not have to take on the sudden IT work of moving to the cloud. In the 

same way that Ivy here describes having “done my time”, Lillian took on the work of setting up 

and maintaining the cluster as a kind of service work within a division of labor in the lab.  

In this capacity as “point person” Lillian had to perform local articulation work in order to make 

(and maintain) the cloud as a ready-to-hand resource for the group’s testing work. A central 

aspect of this was configuring machine images and cluster configuration files that other members 

of the group could then take and customize for specific tests. The result of this local articulation 

work was that the group had a machine image pre-loaded with their essential dependencies, and a 

cluster configuration file and wrapper scripts which they could alter in order to perform a given 
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test. Lillian would occasionally have to rebuild these images to incorporate updates to the 

group’s software and its dependencies. She also helped train other students in how to use 

leverage these new computing resources. The first author sat in on a training session in which 

Lillian instructed two new students on how to go through the workflow she had created: where 

they could change particular settings for their specific run, and what kinds of breakdowns to 

avoid. Lillian also outlined this process in a text document explaining each step and where 

settings should be changed. She also regularly answered questions posed in lab meetings or on 

Slack when other group members had problems. In this way new artifacts associated with AWS 

were meshed with established ways of delegating IT work, and Lillian built new practices for 

maintaining images and cluster configuration files as ready-to-hand computing resources. 

Importantly, these practices had to be worked out across a set of interacting artifacts. This is 

most visible in the case of the group’s IDL license. The Radio Group’s primary software package 

had been written a number of years previously in IDL, a proprietary programming language. On 

the Radio Cluster a license was fairly unproblematically installed on the system, but in setting up 

the cloud the group had to figure out how to automatically populate these licenses on a number 

of programmatically-generated computing instances by connecting with a university server. They 

were eventually able to arrange this with some assistance from the University’s IT department, 

but their solution also occasionally broke down during our observations when the IT department 

change policies around license-provision. New artifacts had to be aligned and re-aligned with 

older artifacts in the group’s ecology this way in order to collectively support practices of testing 

and maintenance.  

This was not a process of fitting new artifacts into existing practices that themselves remained 

unchanged, but rather the reconstitution of altered coordinative mechanisms around new 

artifacts. For instance, the concern for computing costs subtly changed the way members of the 

group ran tests. Running a test on the cloud incurred costs directly to the group’s computing 

funds, and it also carried the risk of unexpected costs. Unexpected costs were incurred, for 

instance, when the group moved data out of a long term storage space prematurely. There were 

also accidental costs, such as when large instances were accidentally left on, and one occasion on 

which somebody scraped the group’s access key off of Github and used it to launch a large 

number of instances (they presumed for the purpose of Bitcoin mining). Avoiding these kinds of 
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unexpected or accidental costs could save the group thousands of dollars, and so part of Lillian’s 

process of becoming comfortable with the cost of on-demand computing was learning to avoid 

these kinds of pitfalls, and to become confident in spending money when it was necessary:  

“Especially like starting out, when you know, you feel a little bit like paralyzed because 

you don’t want to make a mistake and waste money. And I definitely felt that when I 

started working on the cloud and completely got over that because I made- I wasted 

enough money that I am desensitized to it” (Lillian, Ph.D. Student). 

When Lillian and other members of the lab set out to run tests on the cloud, they now had to 

factor the concern for cost into their planning. This introduced a kind of overhead work in 

thinking about the cost of performing tests, but it also made computing costs difficult to predict. 

Even with the overhead work of estimating and monitoring costs, Lillian said it was still possible 

to get it wrong, and there was therefore a need for a “high tolerance” for unexpected costs and a 

general difficulty in budgeting computing runs.  

Incurring expenses was something that members of the lab had to get used to in running tests. 

Other members of the lab would occasionally express hesitance about running a large test or 

regret when they had spent money on a test and a bug had prevented them from getting the 

intended results. During a lab meeting, Sebastian expressed concern over whether some 

intermediate data products he was storing might be incurring too much expense. Liam and Mila, 

more senior members of the group, both stated that while that was a good instinct they did not 

want concern for cost to get in the way of Sebastian using the resources he needed to do his 

work. In this case more senior members of the lab were intentionally trying to set a tone for 

managing this concern for cost: encouraging care in using computing resources, but also not 

letting the concern make students too conservative in running tests and using resources. Through 

these kinds of interactions as well as through strategies for avoiding unexpected costs, the group 

managed the issue of computing costs, and returned testing practice to a workable, routine state, 

but one that involved a new dynamic than it had previously. 

In a more general way, cost became the primary functional constraint on the amount of 

computing the group could leverage, and it caused Lillian to strategize testing around it. This 

was particularly evident on the Spot Market. The Spot Market is a marketplace for computing 
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instances where currently unused computing capacity can be purchased for significantly less than 

a dedicated instance, with the caveat that the instance may be “reclaimed” if demand for AWS’ 

computing capacity from other users increases. Lillian pursued this option as a way of saving 

money, but doing so required working around the interruptions of instances being reclaimed. 

Lillian noted that this was particularly problematic when running short analyses for testing 

purposes: 

“I used to use the spot market for everything, and these days I have stopped using it 

when I am doing like testing one observation, because it was slowing me down a lot 

when… I don’t know if it would be like half the time, probably less than half the time, 

but some fraction of the time that I ran a test it would terminate because of the spot 

market and I would have to go back and rerun” (Lillian, Ph.D. student).  

This lead Lillian to strategize her analyses between the two services based on the amount of 

computing needed: 

“…And when tests are like four hours long that [the interruptions] just slows you down 

a whole bunch so I realized it was just worth the extra money to do testing on non-spot 

market instances. And then if I am running like 60 observations that’ll go on the spot 

market. If a few of them terminate I can restart them” (Lillian, Ph.D. student). 

The cheaper cost of the spot market was worth the interruptions when running longer, more 

costly tests, but the inconvenience of the interruptions led Lillian to strategize her use of the Spot 

Market and the on-demand instances to save money at scale but use the dedicated instances (the 

“non-spot market instances”) for short tests. Lillian would “throttle” the size and number of the 

computing instances she used on the spot market to avoid driving up the price (and therefore 

causing interruptions). In a lab meeting she pointed out that this felt odd because the whole idea 

of using the cloud was to make use of its scalability. While the cloud may be limitless in theory, 

in practice the economics reduced it in size to something larger than the private Radio Cluster 

but still bounded in everyday use by the amount they were willing to spend and the interruptions 

they were willing to endure. Members of the lab would also run the smallest tests on local 

desktop computers in the lab, and analyses associated with particular grants or other institutions 
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could be run on other institutional clusters, for instance at the National Radio Astronomy 

Observatory (NRAO). In this way the group balanced cost and utility by running different kinds 

of analyses through different computing resources. 

To summarize these points, the process of moving to the cloud involved the integration of new 

artifacts into practices carried out across sets of coordinative artifacts. This further involved the 

reconstitution of those practices around new dynamics, such as the cost of computing and the 

work of configuring the number and size of computing resources to be used. By the end of this 

process, the practice of testing itself looked somewhat like it had previously. The group had 

restored their practice such that they could run tests “as usual”, but this was possible because of 

significant reorganizations of supporting coordinative practices, especially around maintenance 

or IT work.  

5 Discussion 

Examining technologies like cloud services as parts of ecologies can help us understand change 

in material practice as constrained and shaped by existing ways of working, and having diffuse 

effects across a web of practices and artifacts. In the case of the Radio Group, taking up the 

cloud service was not a 1-to-1 replacement of one artifact for another, nor was it a simple 

addition, with the benefits of one artifact added on top of others. The introduction of AWS into 

the Radio Group’s work had ripple effects on other aspects of their artifact ecology: it involved 

reworking the relationships between people and artifacts that support their work, as well as 

altering the nature of their day-to-day practices of conducting research. In this process of change 

there were important continuities with prior ways of working: while the group performed a great 

deal of work to maintain the managed cluster, they also performed (different) maintenance work 

to maintain AMIs and other artifacts on the cloud service. While on a managed cluster they 

evaluated tradeoffs between computing jobs and time or resources available, on the cloud they 

evaluated similar concerns against cost. There are a number of other observations we can make 

when looking at these kinds of transitions as ecological change.  

First, it can help us be more specific about what is changing when we talk about changes such as 

“accelerating” (Towns et al., 2014; Fortunato et al., 2018) science. For the Radio Group the 
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ability to scale up the amount of computing resources at will was certainly a benefit, but the 

notion of speed that came to matter was in regard to a testing cycle carried out across different 

computing resources and interwoven with discussions at lab meetings and obstacles created by 

technical breakdowns and maintenance work. Enabling this testing cycle had less to do with 

completing single large workloads, and more to do with enabling a rhythm of iterative tests 

which could inform subsequent tests, a pattern that Byrne and Jacobs (2021) describe as 

“episodic.” In this sense acceleration must be evaluated in terms of the rhythms and temporalities 

(Jackson et al., 2011; Jackson, 2017) of a specific kind of testing work. This is an understanding 

of speed at the level of practice or routine, to which computing performance or scalability was 

one significant contributor. While there is a great deal of work on computing performance, there 

is still relatively little focused on this level (e.g. Goble et al., 2013). Moving to the cloud did 

reduce the Radio Group’s “time to science” (Table 1, #4), but it did so primarily by avoiding 

opaque queues on each successive testing iteration and extricating them from the coordinative 

problems of shared cluster maintenance. In regards to the overall maintenance work, the cloud 

certainly made some things easier, but also introduced new kinds of overheads, such as cost 

monitoring and the maintenance of machine images. The cloud service also had its own 

technicity which had to be learned. When the first author prompted the group to reflect on the 

transition during a lab meeting, they avoided evaluating it in terms of net labor saved. Lillian in 

particular stated that “the cloud is not not IT”, emphasizing that there were both breaks and 

continuities with prior forms of maintenance work.  

Second, we can see that the changes occurring around the cloud were diffuse, in that the adoption 

of the cloud had ripple effects on other parts of the ecology. For the Radio Group, bringing in a 

new computing resource meant establishing new working relationships (temporary or periodic) 

with staff at local computing institutes and at AWS, both through direct conversation and 

through the rhythms of updates pushed to the artifacts associated with AWS. This act of 

engaging new actors was similar to synergizing work (Bietz, et al., 2010), but it is important to 

recognize that the group’s field of work not only grew, but also shrank in other places. While in 

this case the group did benefit from extricating themselves from collaborative maintenance of an 

institutional cluster, they are also unable to benefit from wider coordination of maintenance work 

(collective troubleshooting, sharing expertise and prior experience) on machine images since 

their colleagues continue to rely on clusters at universities and institutions. The lack of cross-lab 
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coordination around machine images could certainly be seen as a problem of first adoption, or as 

one of the “gaps” that open up in the transition between resources (Gentemann et al., 2021). 

Nevertheless, it makes visible the connection between the adoption of new technological actors 

and shifts in a field of work. This adds some depth to the problem of platform lock-in (Table 1, 

#11) in that commitments to new platforms can result in restructuring or segmenting the human 

infrastructure (Lee et al., 2006) of collaborative maintenance work in unexpected ways. We are 

not arguing that cloud services will systematically shrink research groups’ fields of work, but 

that individual researchers and larger collaborations will need to navigate this problem of 

networks of maintenance work being fragmented across different cloud computing service 

providers or across the cloud and managed clusters. This is particularly true if researchers are to 

see the benefits of generalizing or sharing computing and data management techniques (Table 1, 

#6). Provider-agnostic tools (e.g. Terraform) may be another approach to addressing this 

problem, with the caveat that they would require their own investment of learning and 

maintenance. 

Third, the change we observe here is also diffuse in the sense that its changes were subtle rather 

than revolutionary. The cloud did not remake the work of the Radio Group entirely, but rather 

the success of the cloud as a tool lay in the group’s ability to align the cloud along with other 

artifacts in established practice. Much of Lillian’s work in establishing AWS was in integrating it 

with the peculiarities of other artifacts (such as accessing IDL licenses) and with existing 

practices in the lab, such as rhythms of analysis, maintenance, and training work. Moreover, 

analyses were strategized across a number of different computing resources based on concerns 

for time and money. These included local laptops, desktops in the lab, other clusters accessible 

through projects or collaborators, and multiple services on the cloud. In other words, cloud 

services are best evaluated in how they can be fit into the rhythms of work in a given research 

group and in the tensions that emerge in using it along with other artifacts and practices essential 

to that groups’ work. This is similar to the process of “mastery” described by (Bødker and 

Klokmose, 2012), in which people gradually gain familiarity and confidence in using an artifact 

in conjunction with others. In terms of adoption, this means that the usefulness of cloud services 

will be worked out in interactional alignment (Strauss, 1988; Blumer, 1969), or in other terms in 

their ecological flexibility (Luff et al., 1992). This should also suggest the possibility of cloud 
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computing resources not as a primary or sole computing resource but as a flexible complement to 

other resources, used to fill in gaps between projects or to avoid the queues of larger systems for 

particular kinds of computing jobs.  

With an ecological view of these kinds of adoption processes, we can be specific about the work 

dynamics that are changing in a given case, and we can account for the breadth of impact of that 

adoption, following its expected and unexpected effects on other parts of an ecology. We can 

also make sense of the often ambiguous character of technological change, in which the adoption 

of a new tool qualitatively alters many different aspects of people’s work in different ways, but 

net benefits and losses are hard to evaluate. This kind of change can certainly be large or 

significant, but it is accomplished through compromise and alignment with older artifacts and 

ways of working.  

Lastly, considering the use of cloud computing systems at the level of practice, and in terms of 

ecologies, makes visible a number of dynamics that are important to consider for researchers 

transitioning to the cloud as well as policy makers trying to understand how to support such 

transitions: 

1. Working on the cloud may remove or obviate many forms of ‘IT work’ in maintaining a 

cluster, but cloud services also have their own technical complexity (Table 1, #8) and 

require their own overhead work in maintaining images or monitoring cost (see also 

Sholler, 2019). 

2. The presence of cost as a concern will not only add extra tasks that need to be done, but 

can also change computing practices qualitatively because researchers must consider cost 

when running a computing job or when deciding how long to keep certain data products. 

Part of training new students or researchers on using the cloud will be training them to 

avoid cost pitfalls, evaluate different ways of saving money, and become comfortable 

spending money on computing when they need it. The difficulty of predicting cost on the 

cloud presents a separate problem on top of overhead monitoring work, which requires 

research groups to have a higher tolerance for unexpected costs and volatility in 

computing costs.  

3. Researchers will not only need to consider the IT work needed to sustain a cloud service, 

but also where they will get help and support when things break down. Committing to 

one platform or another may change who they will have to work with to resolve technical 

breakdowns (Table 1, #6), whether that be university computing staff, other researchers 

with one group or another, or whether they are left to their own devices to figure things 
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out from documentation. The Radio Group found the cost of AWS-provided support 

prohibitive. 

4. Moving to the cloud may not be a matter of adopting it as a sole computing resource, but 

rather it might be taken up as a flexible complement to other resources, used to fill in 

gaps between projects or to avoid the queues of larger systems for particular kinds of 

computing jobs. The most productive arrangement of computing in a research group may 

involve strategizing computing jobs across personal laptops, more powerful lab desktops, 

cloud services, and institutional clusters to which the group has access through one 

project or another. This would of course imply taking on the overhead work involved in 

each system. 

Following on this last point, researchers should take these considerations as informing where, 

when, or for what purposes cloud services might be useful, rather than evaluating them against 

other kinds of resources as an either/or solution. Similarly, the future of research computing may 

not be either cloud or not, but rather a changed ecology including cloud services amongst many 

other resources. 

6 Conclusion and Future Work 

Our goal in this study has been to examine how a research group alters their essential work 

practices in adopting a cloud-computing service, and to follow some of the ramifications of this 

adoption for their larger ecology of research tools and practices. Looking at adoption from this 

perspective provides practical considerations for researchers and policy makers who are making 

decisions about cloud computing and need to assess the obstacles to their adoption as well as 

their consequences and tradeoffs. Fundamentally, we characterize a kind of change around cloud 

computing resources that is diffuse rather than revolutionary: it has wide-reaching effects on the 

research group’s practices and on their field of work, but also has strong continuities with prior 

ways of working. While forecasts for technological change in the sciences are clear and grand, 

the reality of those changes are sure to continue to be ambiguous, involving tradeoffs and 

unexpected benefits and drawbacks. While many visions of these revolutions focus on a 

confluence of technologies, rather than the adoption of a single one, as we have examined here, it 

is nevertheless critical to understand how any arrangements of technologies are integrated into 

ecologies of existing practices rather than extrapolating sharp revolutionary change from the 

design of an artifact. The presence of more drawn-out, transformational (Schmidt and Marwick, 
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2020), and ambiguous changes in scientific practice only increases the need for granular, 

empirical examinations of change in scientific work. While work on infrastructure, ecologies, 

repair, and others have begun to engage this problem, it is not solved, and more work is needed 

to sharpen our analytical tools towards the problem of change explicitly.  

6.1 Limitations and Future Work 

There are a couple of necessary limitations to this study that future work could target. First, there 

are a number of issues outlined in Table 1 to which we cannot speak given the context of our 

study. In particular, the notion of the cloud broadening access was not something that became 

salient in our observations because the Radio Group’s particular type of data is highly tailored to 

their instrument and is not intended to be shared with a large community outside their 

collaboration. The issue of broadening access may nevertheless have significant implications for 

computing in the sciences, especially in fields such as astronomy where differential access to 

data is a long-running concern, and more empirical work is needed, particularly in larger projects 

or collaborations where data access to large numbers of groups is a central problem. 

Second, as mentioned in the methods section, our ethnographic field shrank somewhat over the 

course of the study. What could have been an investigation of computing resources across labs in 

a larger collaboration narrowed to considering the cloud within the Radio Group only. 

Expanding the research project to include AWS as a second field site would be valuable. 

Unfortunately, negotiating access and expanding the scope of research would be time and cost 

prohibitive so we did not include AWS itself in this study. Future work investigating the cloud as 

research infrastructure would benefit greatly from perspectives taken across collaborations, from 

distinct cases, or in following the “biography of the artifact” (Williams and Pollock, 2012). It 

may also allow reflection on some of the other dynamics associated with the cloud, for instance, 

promoting broader accessibility, the optimization of storage and retrieval, and the benefits for 

reproducibility. 
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