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Abstract

This dissertation presents experimental research on the electronic structures of three

crystalline materials using a combination of spectroscopic techniques. In the topological ma-

terial Hf2Te2P, topological surface states are revealed using scanning tunneling microscopy

and angle-resolved photoemission spectroscopy. The surface states exist in distinct regions

of energy-momentum space and show the potential for the conductive properties of the

material to be controlled via tuning of the Fermi level. In the cuprate superconductor

La1.475Nd0.4Sr0.125CuO4, the effects of uniaxial stress on the strong electronic correlations

are measured using resonant x-ray scattering. Uniaxial stress is shown to be a powerful

tool for tuning the electronic phases of the material by causing large decreases in the on-

set temperatures of both the charge stripes and structural deformations. In the iron-based

superconductor FeSe0.77S0.23, charge ordering is identified using scanning tunneling spec-

troscopy. The presence of charge order originating from orbital-selective electronic correla-

tions provides new insight into development of superconductivity in the FeSe1−xSx family.

Altogether, these studies uncover new electronic properties of the materials with the goal of

finding practical uses of their unique properties.
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Chapter 1

Introduction

1.1 Symmetry, phase transitions, and topology

The concept of symmetry is integral to our understanding of nature and reality; our ability to

identify shapes and patterns is key to distinguishing between different phenomena in life. In

fact, different phases of matter are distinguished by their symmetry. For example, a spherical

water droplet becomes a six-fold symmetric snowflake as its temperature is lowered below

0 °C, as depicted in Figure 1.1(a). While the snowflake may appear to have greater symmetry

than the droplet, we say that transition results in “broken symmetry” as the appearance of

the droplet is invariant to any rotation while the snowflake can only remain unchanged when

rotated by multiples of 60 degrees. In general, phase transitions can be identified as changes

in the number of independent parameters that define the state of a system.

While understanding the mechanics of the individual particles involved in a phase tran-

sition can be complicated, the properties of phase transitions can be expressed more simply

through the concept of the order parameter - a quantity that measures the amount of symme-

try breaking [1]. An illustrative example is that of a ferromagnet, where each atom possesses
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Figure 1.1: Phase transitions and order parameters: (a) Below T = 0 °C, a spherically sym-
metric water droplet transitions from to six-fold symmetric snowflake. (b) Magnetization,
M (r), is a vector that can point in any direction in 3D space, which is mapped to a sphere
in order parameter space. (c) Nematicity is described by the director field, d(r), which is
mapped to a hemisphere in order parameter space.
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a magnetic moment that can point in any direction. Below a temperature known as the

Curie temperature, the magnetic moments develop a preferred direction in which to point,

creating magnetic domains within the system. In this case, the order parameter is defined

as the magnetization, M (r) [2]. At each point r = (x, y, z) in the magnet, M (r) represents

the direction and magnitude of the magnetic dipole moment per unit volume, and the entire

vector field of M(r) describes the current state of the magnet. Rather than thinking of the

order parameter field as a vector at each point in real space, the magnetization vectors can

be projected to the origin in order-parameter space, as shown in Figure 1.1(b). Since the

magnetic moments are polarized and can point in any direction in three-dimensional space,

the order parameter field is mapped to a sphere.

Two examples of order-parameter spaces relevant to this thesis are those of nematic liquid

crystals and superconductors. Nematic liquid crystals consist of thin, rod-like molecules that

tend to align with one another. In this case, the order parameter is the director field, d(r)

which points along the direction of the molecules. Since there is nothing to distinguish

between the two ends of the molecules (such as the north and south poles in the case of

a magnet), the parameter space is mapped to a half-sphere where opposing points on the

equator represent equivalent symmetry (see Figure 1.1(c)) [3]. Superconductors, on the

other hand, have a complex phase space, ψ(r), that represents the complex wavefuntion

of a bosonic quantum state of electron pairs. The order parameter loosely corresponds

to the number of electrons that condense into the superconducting state and depends on

temperature and magnetic field. Following this transition, the wavefunction develops a

single phase, and the order parameter space is mapped to a circle of radius |ψ|. Studying

the order parameter spaces of different phases is one of the keys to discovering new phases

of matter and further developing our understanding of the material world.
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One inherent aspect of materials is that they can contain defects, such as misaligned

magnetic moments in a ferromagnet. This creates a tear or discontinuity in the order pa-

rameter space. These defects are considered topological when they cannot be patched via

smooth deformations of the order parameter field. For example, a dislocation in a crystal

lattice creates a distinct change in the order parameter related to the arrangement of the

atoms. In this case, the defect can not be patched by rearranging the surrounding atoms

and is protected from any bending or twisting of the order parameter space; this property

is referred to as topological invariance. The robustness of non-trivial topological order can

have direct consequences on properties of the corresponding phase, as will be discussed in

the following section on topological materials.

1.2 Topological materials

Given the vast number of atoms that make up materials, crystal structures are often treated

as periodic structures that extend infinitely. However, material interfaces or surfaces can

have significant consequences on the properties of a material. The boundary between an

insulating material and vacuous space causes an abrupt change in the band structure and

can result in electronic states at the surface of the material, known as surface states. These

states can arise on ideal surfaces, where the electrons can be treated using the nearly-free

approximation, however surface disorder such as oxidation can easily destroy the conducting

surface states.

In a three dimensional topological insulator, the surface states are protected by time-

reversal symmetry, meaning that they cannot be destroyed without the application of a

magnetic field. In this case, the conducting surface states continuously connect the conduc-

tion and valence bands of the bulk in the form of massless dispersions known as Dirac cones.
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These Dirac fermions have spin-momentum locking such that the k and −k states have

opposite spins. The consequence of this spin independence is topological protection from

backscattering, creating a material phase with an insulating bulk and robust conducting

surface states that are protected against surface disorder such as defects and impurities [4].

Furthermore, Kane et al. showed that topological insulators (TIs) are associated with a

Z2 topological invariant, which identifies the number of times an edge state crosses the Fermi

level in the first Brillioun zone [5]. In three dimensions, the Z2 invariant differentiates strong

and weak TIs. Weak TIs are effectively stacks of 2D TIs with edge states, thus they only

conduct on some surfaces. Strong TIs, on the other hand, conduct on all surfaces. Materials

can feature multiple surface states with different topological order in distinct regions of

energy-momentum space, such as Hf2Te2P. These materials can provide avenues to realize

new technologies such as switchable electronic devices and dissipationless transistors [6].

Chapter 2 presents a study of the topological surface states in Hf2Te2Pusing a combination

of spectroscopic techniques [7].

1.3 Superconductors

Materials exhibit two properties when entering the superconducting phase: the interior mag-

netic field is spontaneously expelled and the electrical resistance goes to zero. Superconduc-

tors have the potential to completely revolutionize technology and infrastructure by greatly

reducing the energy loss of power transmission. Dissipationless transport is not exclusive to

superconductors as it can also been found in the conducting surface states of a topological

insulator. However, superconductors exhibit dissipationless transport in the bulk and per-

fect diamagnetism, which can provide additional applications such as magnetic levitation.

Despite their promising applications, superconductors are relatively absent in everyday life
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due to the exceedingly low temperatures at which superconductivity occurs. Nonetheless,

superconductivity has been an active topic of research for over a century with the prospect

of achieving room-temperature superconductivity.

The dissipationless transport of conventional superconductors can be attributed to the

formation of electron pairs, also referred to as Cooper pairs, which form via a phonon-

mediated weak electron-electron attraction [8]. While this theory has proven useful in de-

scribing the superconductivity of some simple metals such as Sn, it fails in describing the

mechanisms of superconductivity in many of the modern, higher critical-temperature mate-

rials, leading these materials to be dubbed ‘unconventional’ [9].

The Cooper pairs in unconventional superconductors are not bound together by a phonon

interaction. Instead, superconductivity is thought to emerge from charge and spin fluctua-

tions, mainly antiferromagnetism and charge ordering [10]. In fact, unconventional supercon-

ductors often host a multitude of phases that interact with superconductivity and develop

with parameters such as temperature, magnetic field, and chemical-doping. Studying the

interactions between the intertwined orders and superconductivity has provided significant

insight into the pairing mechanisms of unconventional superconductors and has unveiled a

plethora of unique physical phenomena. This dissertation focuses on the electronic ordering

in two unconventional superconductors: La1.475Nd0.4Sr0.125CuO4, a copper-oxide (cuprate)

material, and FeSe1−xSx, an iron-based superconductor (IBSC).

1.3.1 Charge order in the cuprates and iron-based superconduc-

tors

The cuprates are a family of superconducting materials containing layered crystal structures

with square planes of CuO2. The synthesis of different cuprate materials has provided many

6



breakthroughs in the field of superconductivity, including the first material to reach a Tc

above the temperature of liquid nitrogen with the discovery of a Y-Ba-Cu-O compound in

1987 [11], and the material with the current highest transition temperature Tc = 133K at

ambient pressure with the discovery of an Hg-Ba-Ca-Cu-O system in 1993 [12]. The copper

oxide layers host the superconductivity in addition to various magnetic and charge order-

ing states. These layers can effectively be thought of as charge reservoirs, where electrons

can be added and removed via electron and hole doping. In their normal state, cuprates

are Mott insulators with antiferromagnetic ordering. However, with hole doping, several

electronic properties emerge including superconductivity, charge ordering and Fermi surface

reconstruction.

Charge order (CO) refers to various phases that exhibit symmetry breaking charge pat-

terns that are incommensurate with the crystal lattice, such as short- or long-range charge

density waves. CO has been shown to interact strongly with superconductivity, with many

phases exhibiting competing effects [13–15]. In La1.475Nd0.4Sr0.125CuO4, superconductivity

emerges as a function of hole-doping around x = 0.05 and reaches a maximum critical tem-

perature of 15K at x ≈ 0.18 [16, 17]. Around x = 0.1, CO appears in the form of charge

stripes that compete with superconductivity, causing Tc to decrease as the charge stripes

form. The strong interactions between the charge density wave and Tc may provide key

insights into the superconducting pairing mechanism in this material. In Chapter 3, a study

of the interactions between the intertwined phases in La1.475Nd0.4Sr0.125CuO4 and uniaxial

stress is presented, providing new insight into the complex relationship between CO and

superconductivity in the cuprates [18].

The iron-based superconductors (IBSCs) are another family of unconventional supercon-

ductors with rich phase diagrams of interacting orders. In a similar fashion to the cuprates,

most of the materials exhibit an antiferromagnetic ground state that develops into super-
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conductivity with chemical doping. Additionally, they host strong electron correlations,

electronic nematicity, and orbital selectivity. Despite the presence of strong electronic corre-

lations, CO has yet to be observed in an IBSC. Chapter 4 presents the first observation of CO

in an IBSC using scanning tunneling spectroscopy. This CO appears outside of the electronic

nematic state and likely emerges from the orbital selective correlations. As with the cuprates,

understanding the interactions between the CO and superconducitivity may provide insight

into the symmetry of the superconducting order parameter and pairing mechanism in these

materials.

1.4 Instrumentation

The experimental work presented uses a combination of spectroscopic techniques to study

the energy-dependent electronic structures of the materials. Spectroscopy typically refers

to the study of the interactions between electromagnetic radiation and matter, however it

also includes experiments that measure energy dependent features of a material without the

use of light. The techniques used here include scanning tunneling microscopy/spectroscopy

(STM/S) and synchrotron-based scattering and photoemission techniques.

1.4.1 Scanning tunneling microscopy

The STM was invented in 1981 by IBM researchers Gerd Binning and Heinrich Rohrer [19].

Likened to the impact of the discovery of the telescope to astronomy, the STM has had

a profound impact on material science. While initially seen as a high-resolution probe for

surface topology, the STM has been used in a wide variety of experiments and applications,

including single atom manipulation and in the investigation of the vibrational, electronic,

and magnetic properties of materials [20].
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An STM operates by bringing an atomically-sharp metallic tip a few angstroms away

from a flat surface of a material. A bias voltage is applied to the sample while the tip is

grounded, which generates a relative shift of their Fermi levels [21]. This causes a tunneling

current to flow between the tip and sample that depends on the density of states (DOS) of

both the tip, ρt(E), and sample, ρs(E). For a metallic tip, the current flow will only depend

on ρs and a matrix element, |M |2, and can be approximated for a given bias voltage, V , as

I(V ) =
4πe

ℏ
|M |2ρt(0)

∫ eV

0

ρs(E) dE. (1.1)

This is the basic operating principle of an STM, which says that the tunneling current is

proportional to the integral of the density of states of the sample from 0 to eV . The matrix

element depends on the details of the junction and tunneling barrier, such as the shape

of the tip and the sample’s work function. Importantly, |M |2 has an inverse exponential

dependence on the tip-sample distance. In other words, the tunneling current increases

exponentially as the tip is brought closer to the sample.

Using piezoelectric actuators, the position of tip can be controlled with sub-nanometer

precision. As the tip is scanned across a flat surface, the current can be recorded and will

vary according the local DOS. Given that electrons in a material are concentrated around

atoms, one can perform this type of measurement to measure the atomic lattice of the

material. While operating in this mode is certainly possible, it is not practical given (1)

the susceptibility of the instrument to external vibrations and (2) possible variations in the

surface of the sample. These issues can be mitigated by experimental procedures, such as

suspending the instrument from springs to dampen vibrations from the environment and

cleaving the sample to expose a clean surface. However, they can be avoided by imposing

a feedback loop to regulate the height of the tip. This is done using a negative feedback

9
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loop via a proportional–integral–derivative controller, which adjusts the height of the tip to

maintain a constant tunneling current according to the user defined setpoint value. Following

this procedure, as the tip scans and encounters areas of high density of states or a feature

of the surface that changes the distance between the tip and the sample, the controller

will withdraw the tip to decrease the current back to the setpoint value. This procedure

effectively regulates the tip-sample distance to correct for noise and surface features. The

height of the tip can then be recorded as a function of the position across the sample which

creates as a topographic image of the surface accounting for both the DOS of the sample

and surface structure. This type of measurement is shown in Figure 1.2(a) on the surface of

a FeSe crystal.

In addition to topographies, STMs are capable of spectroscopic measurements by mea-

suring the DOS of a material as a function of energy. This measurement is done without

a feedback loop, and instead the tip is held at a fixed position above the sample. A sinu-

soidal modulation is applied to the bias voltage and a lock-in amplifier is used to record the

differential conductance, dI/dV (V ). We can solve for dI/dV (V ) by taking the derivative of

Equation 1.1:

dI

dV
(V ) =

4πe

ℏ
|M |2ρt(0)ρs(eV ). (1.2)

From this equation, we see that the differential conductance is directly proportional to the

DOS of the sample at the energy E = eV . By measuring dI/dV for a set of bias volages,

one can measure the local DOS directly, as shown in Figure 1.2(b).

Scanning the tip and recording dI/dV across the surface of the sample is a powerful

spectroscopic tool allowing for high-resolution measurements of the local density of states

as a function of energy. One important property that can be measured using STS is the

interference pattern of quasiparticles. Quasi-particle interference (QPI) is the interference

11



between the wave functions of electrons, ψ(x), as they scatter off of defects within the

crystal. Figure 1.2(c) shows a dI/dV map on the surface of FeSe at V = −25mV, revealing

quasiparticle interference patterns emanating from iron-vacancies in the crystal.

In general, QPI scattering events can be expected to occur between highly occupied

momentum states, i.e. areas with a high joint DOS. The wavelength of the modulations is

determined by the momentum of the electrons at the energy of the bias voltage. This is

represented as a scattering vector in momentum space, Q(E) = kf (E) − ki(E), which can

be computed from the Fourier transform of the real-space DOS. This quantity represents

the period of the interference pattern of the electron wavefunctions, however it only contains

information about the momentum transfer, Q(E), and not states of the electrons themselves.

The momentum states, kf (E) and ki(E), are determined by the band structure of the

material. Prior knowledge of the electronic band structure of the material, such as from

angle resolved photoemission spectroscopy (ARPES) or density-fuctional theory, is needed

to determine the origin of the scattering event and the specific momentum states that are

involved.

ARPES measures a material’s density of states below the Fermi level with momentum

resolution and complements QPI data by providing direct access to the band structure.

The technique utilizes the photoelectric effect where monochromatic light is incident upon a

single, flat surface of a material, causing electrons to eject from the surface. These electrons

contain information about the energy and momentum states inside of the material. By

manipulating their trajectories using a magnetic field, the electronic band structure can be

resolved up to the highest occupation level, i.e. the Fermi level. The scattering vectors

obtained from QPI can then be compared with the band structure obtained from ARPES

to determine their exact location in momentum-space. One advantage of STS over ARPES

is that it is capable of measuring both the occupied and unoccupied states of the band
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structure. However, when combined, STS and ARPES can provide detailed information

about the band structure of materials.

1.4.2 Resonant x-ray scattering

Resonant x-ray scattering (RXS) measures diffraction patterns of crystals using high-intensity

monochromatic light with the photon energy tuned to an x-ray absorption edge. The in-

coming photons interact with the electrons in the system and the scattered rays provide

information about the relative positions, energy, and spin of the electrons. The process can

be described theoretically by treating the light-matter interaction Hamiltonian as a pertur-

bation to the system [22]:

H =
∑
j

1

2me

(
pj −

e

c
A(rj, t)

)2
. (1.3)

This introduces two terms that are linear and quadratic in the vector potential, A . Following

Fermi’s golden rule, the first- and second order transition probabilities can be derived, which

determine the flux of the scattered photons for a given scattering vector, Q, and photon

energy, ℏω:

ω1 ∝ | ⟨ψGS| ρ(Q) |ψGS⟩ |2 (1.4)

ω2 ∝

∣∣∣∣∣∑
m

∑
j,k

⟨ψGS| ϵνin · pj · eiqin·rj |ψm⟩ ⟨ψm| ϵνout · pk · e−iqout·rk |ψGS⟩
ϵGS − ϵm + ℏω + iΓm

∣∣∣∣∣
2

(1.5)

The first order term, ω1, corresponds to Thomson scattering and measures the reciprocal

space lattice of the crystal. The second order term, ω2, describes the resonance process,

which involves the absorption and emmission of a photon. An electron in its ground state,
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Figure 1.3: RXS measurements: (a) RXS endstation. The incident rays enter the chamber
at a fixed position with variable photon energy. The sample and detector are rotated to
measure different points in reicprocal space. (b) An XAS measurement at the Cu-L3 edge.
(c) A CDW measuremnt on La1.475Nd0.4Sr0.125CuO4.

ψGS, absorbs a photon and is promoted to an intermediate state, ψm. Subsequently, the

electron returns to its ground state by emitting a photon. When the photon energy is tuned

the difference between the intermediate and ground state energies (i.e. an x-ray absorption

edge), ℏω = ϵm − ϵGS, the magnitude of the transition probability increases, creating a large

enhancement of the outgoing photon flux.

RXS experiments are performed at synchrotron facilities, which provide high-intensity,

broad spectrum electromagnetic radiation by accelerating electrons to nearly the speed of

light. The radiation then passes to an optics hutch, where a monochromator isolates the

specific photon energy. A series of mirrors focuses the beam into the endstation, which

contains the diffractometer and detectors. A diagram of a typical RXS endstation is shown

in Figure 1.3(a). Light enters the chamber at a fixed position while the angles of the sample,

θ, and detector, 2θ, are variable.
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For measurements of charge density waves, the photon energy of the incident rays is tuned

to the absorption edge of the valence electrons. In the case of the cuprates and the iron-

based superconductors, this corresponds to the Cu- and Fe-L3 edges. An x-ray absorption

spectroscopy measurement on La1.475Nd0.4Sr0.125CuO4 is shown in Figure 1.3(b). The peak

at E ≈ 932 eV is a result of the resonant enhancement at the Cu-L3 edge. With the photon

energy set, CDW measurements are carried out by rocking the sample within the scattering

plane to measure the outgoing intensity as a function of a position vector in reciprocal space,

Q(h, r, l) = kf −ki, where h, k, and l follow Miller index notation (see Appendix B for more

detailed information on scattering geometry). Figure 1.3(c) shows a RXS CO scan, which

was performed by rotating θ and measuring the outgoing intensity at a fixed detector angle

with the photon energy tuned to the Cu-L3 edge. The scan shows a peak at Q = 0.23 (r.l.u.)

in La1.475Nd0.4Sr0.125CuO4, corresponding to a CDW with a wavelength of approximately

four times the lattice constant. The peak position and width correspond to the period and

correlation length of the CO. Combined with cryogenic temperatures and high-magnetic

fields, RXS is a powerful tool for characterizing the different properties of CO.
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Chapter 2

STS and ARPES reveal topological

surface states in Hf2Te2P

This project began in 2018 as a collaborative effort between three condensed matter exper-

iment groups at UC Davis. Valentin Taufour’s group synthesized the crystals, Eduardo da

Silva Neto’s group performed the STS measurements, and Inna Vishik’s group performed

the ARPES experiments. The results were published in 2019 as a Rapid Communication in

Physical Review B [7].

2.1 Introduction

Topological quantum phases have been discovered in a variety of materials such as topologi-

cal insulators, Dirac and Weyl semimetals, and nodal line semimetals [6, 23–26]. All of these

topological phases result in non-trivial topological surface states (SSs), which could be used

for future low-dissipation electronic or spintronic technologies [24, 27, 28]. Although sev-

eral materials that host one of the aforementioned topological phases have been discovered,
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quantum materials that exhibit several SSs at distinct regions of energy-momentum space are

not common. Two materials that exhibit mutliple SSs are Zr2Te2P [29] and. Hf2Te2P [30].

Band structure calculations and experiments indicate a rich phenomenology of topological

electronic states in these systems, including multiple SSs. In particular, for Hf2Te2P, the

calculations find four SSs as follows, where the energies are relative to the Fermi level (EF ):

three dispersions at the Γ point near 0.46 eV (SS1), 0.17 eV (SS2), −1.2 eV (SS3), and a

Dirac node-arc along the Γ-M direction, centered at the M-point near −0.9 eV (SS4). Sim-

ilar features (SS1, SS2 and SS4) were also predicted in Zr2Te2P. This unusual multitude

of states in a single material stems from the topological character of various bulk bands

originating from Te-p and Hf-d orbitals. Following Fu and Kane [31], the four topological

Z2 invariants were computed from the calculated band structure. From this analysis, SS4 at

−0.9 eV was identified to have a weak topological Z2 invariant, while SS1 at 0.46 eV yields

a strong Z2 invariant. The topological nature of SS2 and SS3 could not be clearly resolved,

with SS2 displaying a significant bulk-surface mixing [30].

Among the SSs in Hf2Te2P, SS1 at 0.46 eV may be the one with the greatest potential

toward future applications for several reasons. First, excluding SS2 due to its surface-bulk

mixing, SS1 is the closest state to the Fermi level of Hf2Te2P. Second, it is the only SS

centered within a clear direct gap in the bulk. Third, its topological nature originates

from the inversion of Te-p and Hf-d orbitals, which could lead to a better surface to bulk

conduction ratio when compared to more traditional topological insulators like Bi2Te3 or

Bi2Se3, where only p-orbitals are involved [29, 30, 32]. This favourable surface conduction

stems from the more localized nature of the Hf-d (or Zr-d in the case of Zr2Te2P) states,

leading to a higher effective mass for the bulk electrons when compared to Bi2Te3 or Bi2Se3,

or even to the other SSs in Hf2Te2P that do not involve Hf-d orbitals. Additionally, this
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would render the interesting combination of topology and strong electron correlations, if EF

is tuned to within the pseudogap.

Experimentally, the SSs in Zr2Te2P and Hf2Te2P below the Fermi level, EF , have been re-

solved through angle-resolved photo-emission spectroscopy (ARPES) measurements, showing

a remarkable agreement to the band structure predictions [29, 30]. However, since ARPES

experiments are not able to probe the SS1 state above the Fermi level, this key topological

state still lacks direct experimental evidence.

In this work, two methods are used to experimentally access the states above EF and

provide the direct evidence for SS1 in Hf2Te2P. First, through the deposition of K-atoms

the surface of the material becomes electron-doped, enabling ARPES to measure states up

to approximately 160meV above the original EF . Second, scanning tunneling microscopy

and spectroscopy (STM/S) is used to measure energy-resolved quasiparticle interference

(QPI) patterns on the surface of Hf2Te2P, which allows us to probe the energy-momentum

structure both above and below EF [4, 33–39]. Using the combined ARPES and STM/S

data, and their comparison to the reported surface band structure calculations, the SSs of

Hf2Te2P above EF are resolved revealing Dirac-like dispersive bands centered at 170meV

and 460meV, where the SS1 and SS2 states have been predicted.

2.2 Methods

2.2.1 Crystal Synthesis

The synthesis was perfomed by Peter Carlson, Moira Miller, Jing-Tai Zhao, Peter Klavins,

and Valentin Taufour. Single crystals of Hf2Te2P were grown from vapor transport following

the synthesis developed for the isostructural Zr2Te2P [40], also detailed in Ref.[41]. Stoi-
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chiometric amounts of Hf powder (Alfa Aesar, 325 mesh, 2N6), Te pieces (Alfa Aesar, 5N)

and P pieces (JMC, 6N5) were sealed under vacuum in a silica tube, heated to 1000 ◦C in

15 hours, held at 1000 ◦C for 24 hours, after which the furnace was turned off and allowed

to cool down. The polycrystalline sample was resealed with iodine (1.3 g of Hf2Te2P and 46

mg of iodine) in a silica tube approximatively 10 cm long, 14 mm inner diameter. The tube

was heated in a two-zone furnace with a hot zone at 900 ◦C and a cold zone at 800 ◦C. The

furnace was turned off after two weeks. The precursor powder was in the cold zone, and the

crystals formed near the hot zone, as reported previously [40].

2.2.2 STM/S

STM/S measurements were done by Morgan Walker, Eduardo da Silva Neto, and myself

using a customized Unisoku USM-1300 instrument using a W tip. The samples were cleaved

in situ in an ultra-high vacuum (UHV) environment with pressures below 1 × 10−9Torr.

All STM/S measurements were performed at 4.2K. For the differential conductance maps,

a modulation amplitude of 10 was used and the bias and current setpoints were 800mV

and 500 pA respectively. Data were collected over a 256 x 256 spatial grid. The single crys-

tals of Hf2Te2P were grown from vapor transport following the synthesis developed for the

isostructural Zr2Te2P [40], also detailed in Ref. [41].

Distinct high and low points recur in the real-space STS differential conductance maps.

These features appear independently of energy and are due to the underlying inhomogeneity

of the cleaved surfaces. This is evident from the juxtaposition of a dI/dV map Fig. 2.1(a)

a topography Fig. 2.1(b) simultaneously acquired over the same spatial region, with the

dI/dV map taken at 460meV. The topography contains both a speckled pattern of high

intensity points and small circular depressions. The speckled pattern is shown more clearly
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Figure 2.1: Surface inhomogeneity: (a) STS measured differential conductance map taken at
460 meV. The bright spots correspond to surface defects. (b) Constant-current topography
taken over the same region of space as (a) with a current setpoint of 500 pA and 800 mV
sample bias. Here the defects show up as small deppressions. (c) Constant-current topogra-
phy with a current setpoint of 3 nA and -70 mV sample bias, showing surface inhomogeneity
and a defect.

in the topographic image in Fig. 2.1(c), where green blotches are spread across the surface.

Another single defect is also visible in this topography in the form of a small triangular

depression. Comparing Figs. 2.1 (a) and (b), the speckled pattern can be seen in both

images. Note that the depressions in the topography (b) coincide with the strong peaks in

the dI/dV maps (a). Overall, there is a strong correspondence between the spatial patterns

in (a) and (b), as reflected in their normalized cross-correlation, which was calculated to be

−0.66. Note that the strong peaks in (a) were cut off from the data displayed in the main

text, to allow the QPI patterns to be clearly observed in the figures.

Measurements of QPI patterns require scattering centers (e.g. point defects), which

inevitably result in non-QPI variations of the LDOS. It may be easy to disentangle both

signals if they have dissimilar characteristic wavelengths, which often happens but is not the

case in Hf2Te2P. Because the topological surface states of interest have a relatively high

velocity, the intra-pocket scattering signal from the bands results in large wavelength QPI –

which is also why the measurements were taken over a large field-of-view (120 × 120 nm2).
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The Q-space measurements shown feature and strong central peak due to the inhomogeneity

of the sample surface, as seen in Fig. 2.2(a). Although dispersing bands can still be observed,

the presence of the central-peak hinders their visualization. To overcome this, the second

derivative of the data with respect to Q is taken, Fig. 2.2(a), which accentuates the peak

features by eliminating linear backgrounds. This technique, however, can deceptively give

prominence to small features in the absence of strong peaks. Such is the case for maps taken

at energies at which small scattering signals are observed. For these energies (e.g. 460 and

210meV), “tail-like” features are observed over relatively wide ranges of Q frequencies after

taking the second derivative (see Fig. 2.2(c)). Notice that the normalized “raw” Q-vector

band dispersion in Fig. 2.2(b) does not show strong spectral weight in the regions where

the tails appear. Furthermore, the Q-distribution curves (QDCs) show the lack of dispersive

features in these regions.

2.2.3 ARPES

ARPES experiments were performed by Antonio Rossi and myself with the assistance of

Aaron Bostwick, Eli Rotenberg, and Chris Jozwiak at beamline 7.0.2 MAESTRO at the

Advanced Light Source. The µ-ARPES endstation allows for a spot size of 80 µm x 80

µm, which is crucial to scanning a homogeneous region in a cleaved area. After growth, the

Hf2Te2P crystals were sealed in an inert environment, transferred into a glove box at the

beamline and cleaved. From the glove box, they were transferred into the UHV ARPES

chamber without air exposure and cleaved a second time in situ.

The measurements were done at 77K with a photon energy of 100 eV, using horizontally

linearly polarized photons and 120 meV energy resolution. The Fermi level was determined

by fitting the edge of the momentum integrated energy distribution curves to the convolution
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of a Gaussian and a Fermi-Dirac function; the Fermi level is set by the position of the Fermi-

Dirac function and the full-width at half-maximum of the Gaussian determines the energy

resolution (see Fig. 2.3(d)).

The sample surface was doped with K using a commercial SAES alkali metal dispenser.

K-doping promotes the occupation of states above the Fermi level of the undoped sample,

which increases the Fermi energy. To clearly convey this effect, the K-doped band dispersion

are plotted such that 0meV represents the Fermi level of the undoped sample. To determine

the relative energy shift achieved by doping, the band structures were compared visually and

adjusted to maximize their overlapping. Conservatively, the uncertainty in the alignment is

±35meV. Fig. 2.3(a) shows a wide view of the Fermi surface with well defined contours.

The band structure, shown in Fig. 2.3(b), contains very sharp bands, which is also evident

from the distinct peaks in the momentum distribution curves shown in Fig. 2.2(c). These

data sets attest to the high quality samples used for these experiments.

2.3 Results

Figure 2.4(a) shows the crystal structure of Hf2Te2P, where the atoms between consecutive

Te layers along the c-axis are bonded by weak Van der Waals forces. This makes the Te

layer the most likely termination resulting from the cleaving process [30]. Figure 2.4(b) shows

an atomically resolved STM constant-current topography on a cleaved surface of Hf2Te2P,

featuring a hexagonal structure with lattice constants that are consistent with those obtained

from x-ray diffraction [41]. Localized defects are observed, appearing as depressions in the

topography, as well as smoother features which may reflect underlying defects. After scanning

multiple crystals, only the Te-termination was observed in the STM measurements. Using

the same in situ cleaving process, the ARPES measurements yield the occupied electronic
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structure of Hf2Te2P. Figure 2.4(c) displays the result of the ARPES measured Fermi surface,

which shows a hole-like pocket centered at the Γ point and electron-like flower patterns,

consistent with previous measurements. Overall, the momentum distribution curves (MDCs)

show extremely sharp features which, together with the atomic resolution obtained in STM

measurements, indicate the high quality of the surfaces obtained from the cleaving process.

Figure 2.4(d) shows a representative measurement of the differential conductance, dI/dV ,

which is proportional to the density of states as a function of energy. The most prominent

feature in the spectrum is a pseudogap centered around 500mV, with a small but non-zero

density of states that could have surface and/or bulk origin.

2.3.1 SS1

SS1 is predicted near 170meV at the Γ point [30]. To access states above EF with ARPES,

K-atoms were deposited on the cleaved surface of Hf2Te2P, which occupy the states above EF

and enables their photo-emission [42]. Figures 2.5(a-e) show the evolution of the constant

energy contours for positive energies where zero refers to the Fermi level of the sample

before K-doping. The data in Fig. 2.5(a-e) indicate the collapse of the hole pocket into a

single point at Γ, which is more clearly observed in the dispersion plot through ky = 0,

Fig. 2.5(g), and could not be resolved without the K-doping – compare to data in Fig. 2.5(f),

prior to K-doping.

The presence of the surface state at 170meV is confirmed via STS measurements of QPI

patterns. Figures 2.6(a-c) show dI/dV maps for different energies above EF over a large

field-of-view, 120 nm × 120 nm. The maps were taken by measuring dI/dV while performing

bias sweeps from 700meV to −100meV with 20meV steps on a 256 × 256 spatial grid. It

is evident from the STS maps that the characteristic length scales of the modulations in
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the local density of states (LDOS) are much larger than the inter-atomic distance and are

strongly energy-dependent. This last behavior is typical of quasiparticle interference where

the modulations are characterized by an energy dependent wave vector Q(E) = kf (E) −

ki(E), where ki,f (E) are determined by the band structure. The two-dimensional Q-space

structure of the LDOS is obtained by Fourier transformation of the STS maps, g̃(Q,E),

as seen in Figs.2.6(d-f). Note that g̃(Q,E = 80 eV) roughly features a hexagonal shape,

while g̃(Q,E = 160 eV) more closely matches a star shape, Fig. 2.6(d-f), which more clearly

conveys the energy dependence of the real-space QPI patterns. While other techniques that

can also probe the unoccupied electronic states, such as inverse photoemission, two-photon

photoemission spectroscopy and time-resolved ARPES, suffer from limitations in energy

resolution, difficulties in the interpretation of non-equilibrium states and related dynamics,

and many be restricted to work only for a narrow range of materials. On the other hand,

the QPI and K-doped ARPES measurements used in this study probe the sample in its

equilibrium state and can be done with high energy resolution and to a wider range of

materials.

The results of the ARPES and STS measurements can be compared quantitatively for

energies between EF and 160meV, which is the range accessed by both K-doped ARPES

and STS. Line cuts of g̃(Q,E) along the two high symmetry directions show distinct peak

features on top of a large background. For example, a linecut along [Qx = 0, Qy] at 240meV

reveals a distinct peak at 0.09 (1/Å), Fig. 2.7(a-b). From g̃(Q,E), QPI dispersion maps can

be calculated along the two high symmetry directions, Fig. 2.7(c). In the 0 to 220meV

range two peaks that disperse inwards as a function of energy are observed. A detailed

comparison to the ARPES data indicates that the inner dispersive peak matches the intra-

pocket distance across Γ, while the outer peak dispersion more closely matches the separation

between adjacent electron-pockets petals – see the cyan and green circles in Fig. 2.7(c),
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which correspond to the cyan and green lines in Figs. 2.5(h,j). In fact, ARPES cuts along

[kx, ky = −0.53] (1/Å) indicate a linear dispersion which extrapolate to a node near 220meV,

Figs. 2.5(i,j). A similar state has been observed in Zr2Te2P, with spin-orbit coupling expected

to open a gap since the crossing is located away from time-reversal invariant momenta and

is not protected by any crystalline symmetry [29]. The STS measurements in this study do

not resolve the presence of a gap at 220meV, although the resolution was limited to 10meV.

Contrary to the outer peak, the inner QPI feature originates from the band centered at Γ, a

time-reversal invariant point, as further confirmed by the excellent agreement with reported

band structure calculations (blue line in Fig. 2.7(c)) [30]. The triple quantitative agreement

between STS, ARPES and theory confirms the presence of a Dirac-like dispersion centered

at 170meV.

2.3.2 SS2

SS2 is a strong topological SS predicted near 460meV. Although ARPES cannot access this

state, even with K-deposition, it can be resolved with STS measurements. Although QPI

signals can be the result of multiple surface or bulk bands, the calculated band structure of

Hf2Te2P indicates that the highest energy SS near Γ exists inside a large bulk pseudogap (≈

0.13 eV), consistent with the observed minimum in the tunneling DOS, Fig. 2.4(e). Focusing

on that energy region, the data show a dramatic increase in the characteristic wavelength of

the QPI pattern as the bias is varied from 380meV to 420meV, see Fig. 2.6(g-h). The same

trend is observed in the Fourier transforms, Fig. 2.6(j-k) where a circular pattern shrinks

towards Q = 0, reflecting the expected QPI pattern from an isolated Dirac cone. Then, the

expectation is that precisely at the crossing g̃(Q) should display a single peak at Q = 0, which

becomes broad in the presence of disorder. Indeed, the real space STS data in Fig. 2.6(i)
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shows a spatially inhomogeneous LDOS, due to the structural defects of the crystal, and a

single central peak in the Fourier transform data, Fig. 2.6(l). This trend is summarized in

Figs. 2.6(m-o), which display line cuts of the data in Figs. 2.6(j-l), showing Qy ̸= 0 peaks

converging to a single point at 460meV. In the absence of a predominant Q ̸= 0 QPI signal at

460meV, g̃(Q) displays a weak halo, Fig. 2.6(l,o), that stems from the intrinsic inhomogeneity

of Hf2Te2P. Indeed, identical spatial patterns were observed in both the g̃(Q,E = 460meV)

and the topographic map over the same area, which confirms the non-QPI origin of the

halo in Fig. 2.6(l). Thus the intensity observed in the second-derivative map in Fig. 2.7(c)

at E = 460meV and Q ≈ ±0.17 (1/Å) is not indicative of an additional band. Importantly,

there is very good agreement between the energy-dependent QPI signal and band structure

calculations (red lines in Fig. 2.7(c)) in this region, revealing the presence of the surface state

with a node at 460meV above EF .

2.4 Discussion

The combined STS and ARPES measurements and their remarkable agreement with pre-

vious band structure calculations indicate the presence of TSSs above the Fermi level in

Hf2Te2P. Although the topological nature of the various SSs and their spin-texture still

requires more direct evidence from, for example, spin-polarized ARPES [43] or STS near

extended defects [44], the remarkable agreement to the reported band structure calculations

strongly suggests their topological nature. If these states are to be harnessed towards novel

technologies they need to be tuned to EF by either chemical doping or surface gating. Here,

the states above EF uncovered by this study may provide a more direct path to these tech-

nologies than the previously measured states at −0.9 eV. Also, the surface state centered

at 460meV is observed in the absence of other bands in the QPI measurement, suggesting
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a small contribution from the bulk, although only detailed measurements of the electronic

bulk properties would confirm this. Still, a high surface to bulk conductance ratio could

be achieved in Hf2Te2P, since the strong topological nature of the surface state at 460meV

originates from the band inversion of Hf-d and Te-p orbitals, in contrast to traditional topo-

logical insulators. Note that the mixing Hf-d and Te-p orbital character, and its topology,

may be tuned by chemical substitution, with the substitution of Hf (e.g. by Zr or Ti) con-

trolling the d -orbitals and the substitution of Te (e.g. by Se) regulating the p-character –

not to mention the modification of lattice parameters by doping the P site (e.g. by As) or

by chemical intercalations between layers. Finally, since the current topological insulators

suffer from contaminant conducting bulk channels that bypass the topologically protected

surface states, the topological states uncovered by this study may offer an alternative avenue

for future applications.
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Chapter 3

Resonant x-ray scattering study of

charge order in

La1.475Nd0.4Sr0.125CuO4 under uniaxial

stress

This project began in 2017 as an effort to measure the effect of stress on the charge order

in Bi2Sr2CaCu2O8+x using a piezoelectric strain device. Following this endeavour, Santiago

Blanco-Canosa suggested that we try applying stress to La1.475Nd0.4Sr0.125CuO4 to measure

the effects on the charge stripes and low-temperature tetragonal phases. The project was

done in collaboration with Alex Frano’s research group using the Canadian Light Source and

BESSY-II synchrotron facilities. The results were published in 2021 as a letter in Physical

Review Research [18].
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3.1 Introduction

Cuprate high-temperature superconductors may be the quintessential example of a strongly

correlated quantum system, featuring a complex interplay between broken symmetry states,

often referred to as intertwined orders [45, 46]. This rich interplay is evident in the charge

order (CO) state: a periodic modulation of charge that is intertwined with superconductivity,

magnetism, the crystal structure, and nematicity (four-fold C4 to two-fold C2 symmetry

breaking [47]). These various links between ordered states and CO are perhaps most clearly

observed in the ‘214’ family of La-based cuprates. (i) CO and magnetism emerge intertwined

in the form of stripes. (ii) The stripes are C2 symmetric, with their orientation alternating

by 90◦ between adjacent CuO2 planes [48]. (iii) The stripes are strongly pinned to the

low temperature tetragonal (LTT) crystal structure, which stabilizes the alternating pattern

[49, 50]. (iv) Finally, the stabilization of stripes occurs in concert with the suppression of

three-dimensional (3D) superconductivity, which results from a frustration of the Josephson

coupling between adjacent CuO2 layers [51, 52]. Determining how all these ordered states

are interconnected is a major challenge in the field of high-temperature superconductivity.

There are different methods to tune the intertwined orders in the cuprates. Typically, a

magnetic field [14, 53], chemical doping or isotope substitution [54, 55], or pressure [56] are

used to adjust the relative strengths of the ordered states. For instance, the application of

1.85GPa of hydrostatic pressure to La1.875Ba0.125CuO4 decouples the LTT and CO phases,

suppressing the former while allowing the latter to survive with an onset temperature of

35K [57]. However, controlling the rotational symmetry of the correlations in the CuO2

planes requires a tuning parameter that couples directionally to the electronic degrees of

freedom. This can be achieved with the uniaxial application of pressure, or stress, which has

recently become the focus of several cuprate studies. For example, recent experiments on
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YBa2Cu3O6+y indicate that attaining uniaxial strain around 1% can modify the inter-layer

interaction of the CO and its coupling to acoustic phonons [58, 59]. In the ‘214’ family,

uniaxial stress has repeatedly been shown to increase the onset temperature of supercon-

ductivity [60–63]. A small value of uniaxial stress, approximately 0.05GPa, dramatically

increases the onset of 3D superconductivity in La1.885Ba0.115CuO4 (LBCO-115) from 6K to

32K [63]. Remarkably, the same application of uniaxial stress also reduces the onset of spin

stripe order from 38K to 30K. These opposing effects between superconductivity and spin

stripes highlight the importance of uniaxial stress experiments to the study of intertwined

orders. Still, diffraction experiments that directly measure the effects of uniaxial stress on

charge stripe order and the LTT structure in the La-based cuprates have not been reported.

This study reports Cu L3- and O K-edge resonant x-ray scattering (RXS) measurements

of CO and the LTT structure in La1.475Nd0.4Sr0.125CuO4 (LNSCO-125) under the influence of

modest uniaxial stress, approximately 0.1GPa, applied along the a axis of the LTT structure

(i.e. along the Cu-O bond direction). First, a detailed zero-stress control experiment on

LNSCO-125 is reported, where a precursor charge-order (PCO) peak is observed above the

onset of stripes near 75K and detectable up to at least 150K. Upon introducing uniaxial

tensile-stress, the onset of the LTT phase (TLTT) is reduced by 29K, from 63K to 34K.

Additionally, the onset of stripe order decreases by approximately 50K, from ≈ 75K (TLTT+

12K) in the absence of strain to ≈ 23K (TLTT − 9K) in the presence of strain. This overall

shift is larger than the one observed for TLTT, which likely reflects the competition between

CO and superconductivity. An additional offset of approximately 6K is observed between the

onset of charge stripes along the a and b directions. Despite the effects of stress on the LTT

and the charge stripe phases, there is no appreciable modification of the PCO. Altogether,

the experiments not only show that a small amount of uniaxial stress triggers responses from
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the various intertwined orders, they also establish uniaxial stress as a powerful tool to control

the electronic properties of LNSCO-125.

3.2 Methods

3.2.1 Crystal structure

The synthesis was performed by Wei Peng and Alexander Komarek. Single crystals were syn-

thesized by floating zone and previously characterized by means of resonant x-ray scattering

and magnetometry [64]. LNSCO-125 hosts several classic features of La-based cuprates near

1/8 hole doping including the 1/8-anomaly, whereby the superconductivity is suppressed

as static spin and charge orders develop [65, 66]. Despite this, the samples remain super-

conducting with a transition temperature of Tc = 5K [64]. Additionally, they undergo a

structural orthorhombic-to-tetragonal phase transition. Above ≈ 65K, in the absence of

uniaxial stress, the samples are in the low temperature orthorhombic (LTO) phase, where

the CuO6 octahedra tilt about an axis parallel to the [110] direction, which is 45◦ from the

Cu-O bond direction. At lower temperatures, in the LTT phase, the CuO6 octahedra tilt

about axes parallel the Cu-O bond directions [67, 68]. Importantly, in the LTT phase the

tilt axis alternates between [100] and [010] through consecutive CuO2 planes, Fig. 3.2. Thus,

while the LTT is a globally tetragonal phase, it is actually two-fold C2 symmetric within

each CuO2 plane, which provides a natural motif to stabilize the stripe order.

3.2.2 Strain device

The strain device was developed with the help of Junhui Shi and Eduardo da Silva Neto and

is based on the design of Hicks et al. [69]. It consists of three piezoelectric stack actuators
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(APC International, Ltd. Pst150) and machined Grade 2 titanium parts. The parts were

assembled using EPO-TEK® H74F epoxy. One end of each of the three piezo stacks is

fixed to a rectangular base, as shown in the schematic in Figure 3.1(a). A fixed sample

holder is attached to the other end of the middle stack and the outer stacks are attached

to a U-shaped frame containing an adjustable sample holder to accommodate samples of

different lengths. The gap of the strain device is set to be slightly larger than the length

of the sample. Epoxy (EPO-TEK® H74F) is then applied to the edges of the gap and the

sample is situated on the epoxy such that it does not make contact with the titanium. The

coefficient of thermal expansion of the epoxy is an order of magnitude larger than those of

the sample and titanium, so while the contraction of the sample gap (i.e. titanium) and

crystal are similar, the larger contraction of the epoxy causes the sample to be stretched

relative to an unconstrained sample. While the strain device is designed to produce stress

through the application of voltage to the piezo stacks, the large effects reported in the main

text were observed in the absence of applied voltage. Only a few attempts were made to

observe the effects of applying voltage to the piezo devices, however, a change in the lattice

constants was not observed upon applying voltage at low temperature. This is likely due

to several factors including the reduction of the piezoelectric effect at low temperatures

and the large cross-sectional area (750µm x 150µm) of the LNSCO-125 sample. Indeed,

samples with needle-like geometries (i.e. smaller cross-sectional area) are likely needed, as

in other uniaxial strain experiments [58, 59]. Given the limited amount of beam time for the

experiments, the time was focused on the characterization of the various effects on stripes

and LTT-LTO transition, which were due to differential thermal contraction alone.

The strain due to thermal contraction, ϵxx, along the a axis (parallel to the Cu-O bond

direction) of the lattice can be determined by measuring the change in the lattice constants of

the samples from the position of an in-plane Bragg peak (BP). The (103) BP was measured
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at high and low temperature by performing θ-2θ scans with a photon energy of 2200 eV,

Fig. 3.1(b). Sets of measurements were taken at the beginning and end of the beam time

shifts corresponding to cooling and warming the samples. Upon cooling, a difference of

∆2θ = 0.145 degrees was observed in the center-of-mass position of the peaks of the stress

and control samples at low temperature, while the difference upon warming was ∆2θ = 0.045

degrees. This yields average difference of 0.095± 0.05 degrees in 2θ, which corresponds to a

difference in the change of the in-plane lattice constant of 0.046± 0.026%. Additionally, the

(002) BP was measured at high and low temperatures to determine the change in the out-

of-plane lattice constant, c, due to thermal contraction and Poisson’s effect. This data was

incorporated into the calculation of the in-plane lattice constant to account for their influence

on the position of the (103) peak (see Appendix B and Equation B.11 for additional details

on determining lattice constants from BPs).

To simulate the stress produced by the strain device a COMSOL Multiphysics® model

was constructed by Zeke Zhao, as shown in Figure 3.1(c). This simulation incorporates

both the elastic moduli and coefficients of thermal expansion of the titanium, epoxy, and

LNSCO-125 crystal, as well as the arrangement of the sample and epoxy within the gap. A

net tensile-strain pattern is observed across the top surface of the sample at 70K with an

average value of 0.0294%, which is of the same order of magnitude as measured by the BPs.

The following parameters were used for Young’s modulus (Y ) and the coefficient of

thermal expansion (α) of the different materials in the simulation: H74F Epoxy - Y =

2.4 · 1010 Pa and α = 2 · 10−5 (EPO-TEK® H74F Product Information Sheet), LNSCO-125

- Y = 2.5 · 1011 Pa [70] and α = 5.02 · 10−6 (from the control sample BPs), titanium -

Y = 1.161 · 1011 Pa and α = 6.51 · 10−6 (from the COMSOL Material Library). The value

of α for LNSCO-125 obtained from the Bragg peaks is consistent with values reported for

La2−xSrxCuO4 [71]. Young’s modulus of the epoxy was increased by a factor of 6 (from
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4 ·109 Pa to 2.4 ·1010 Pa) at 70 K to be consistent with the temperature dependence reported

for other epoxies [72].

3.2.3 RXS

The resonant x-ray scattering experiments were performed by Morgan Walker, Alejandro

Ruiz, Santiago Blanco-Canosa, Alex Frano, Eduardo da Silva Neto, and myself at two differ-

ent beamlines: UE-46-PGM1 at BESSY II with the assistance of Enrico Schriele and 10ID-2

(REIXS) at the Canadian Light Source with the assitance of Ronny Sutarto and Feizhou He;

additional experiments were carried out at beamline UE-56/2-PGM2 of BESSY II with the

assitance of Christian Schüßler-Langeheine using the Resonant Scattering Station and beam-

line 12.3.2 (microdiffraction) at the Advanced Light Source with the assistance of Nobumichi

Tamura. The charge order (CO) scans were collected as rocking curves with the detector at

a fixed angle of 2θ ≈ 148 degrees, corresponding to L ≈ 1.7 (r.l.u.) at the peak position.

The profile of the background of each rocking curve is subject to several systematic effects,

including the angular dependence of the fluorescence background emission and the projection

of the incoming photon beam onto the sample surface. To mitigate this systematic error,

scans at each temperature were averaged 3 to 10 times, with measurements of the precursor

charge-order requiring greater statistics; these sets of measurements typically took 2 hours

each. The averaged scans were adjusted via vertical translation and linear slope subtraction

to best match the background profile of a fourth-degree polynomial fit of a high-temperature

background curve. The high-temperature background fit was then subtracted from each

curve, and the resulting peaks were fit to a Lorentzian function. The peak intensities shown

in Figure 3.5(a) are the peak values of the Lorentzian fits.
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Figure 3.1: Strain measurements: (a) A schematic diagram of the strain device. (b) (103)
Bragg peaks of the control and stress samples at high and low temperatures. The smaller
change in 2θ of the stress sample is a consequence of tensile strain. Measurements shown
in the top panel were performed upon cooling and the bottom panel upon warming. The
dotted lines indicate the center-of-mass positions of the peaks; black corresponds to the high
temperature positions and blue and gray correspond to the low temperature positions of the
stress and control samples respectively. (c) A COMSOL Multiphysics® model of the ϵxx
strain component at 70K showing a tensile strain pattern on the surface of the sample. The
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Figure 3.2: LTT and LTO phases: A diagram depicting the CuO6 octahedral tilts in both the
LTO and LTT phases. In the LTO phase, neighboring octahedra tilt in opposite directions
(clockwise and counter-clockwise) along the [110] direction. In the LTT phase, adjacent
CuO2 layers have orthogonal tilts along the [100] and [010] directions.

3.3 Results

Previous RXS experiments on LNSCO-125 indicate the appearance of stripe order at ap-

proximately TLTT [73]. Figure 3.3(a) shows the temperature evolution of the CO peak at

q|| = qCO = 0.23 rlu (reciprocal lattice units) in LNSCO-125, showing a clear and rapid

enhancement below 75K, corresponding to charge-stripes. Interestingly, these RXS experi-

ments also reveal a PCO peak at qCO for temperatures above 75K, albeit with much lower

intensity when compared to the low-temperature signal. While it is difficult to determine

the onset temperature for the PCO, a clear evolution of the peak can be observed up to

200K, Fig. 3.3(b), which is better visualized by subtracting the 300K curve, Fig. 3.3(c).
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It is important to note that since the RXS experiments are done in energy-integrated

mode, the PCO may originate from both elastic (static) and inelastic (dynamic) correlations.

In fact, high-temperature dynamic CO signals have recently been observed in many cuprates,

including other La-based systems [74, 75]. While it may be tempting to assign the same

rotational symmetry of the charge stripes to the PCO, such correspondence has not been

experimentally verified. Therefore, the two signals are distinguished as described in the

previous paragraph, and the general phenomenon is referred to simply as CO. As discussed

later, there are no modifications to the PCO due to uniaxial stress in the experiments despite

observing significant effects to the LTT phase and charge stripes.

To investigate what happens to the CO and the LTT phase when the LNSCO-125 sample

is perturbed with extrinsic uniaxial stress, σ ̸= 0, the crystal is embedded in an apparatus

whose geometry explicitly breaks C4 symmetry, Fig. 3.4(a). The sample is constrained on

two-edges across a gap using expoy in a device constructed of machined high-purity titanium.

Differential thermal contraction occurs upon cooling due to the different coefficients of the

thermal expansion of the sample, epoxy and titanium, which causes the LNSCO-125 crystal

to be uniaxially stretched relative to an unconstrained crystal. The experimental setup also

includes a second sample mounted directly on one of the faces of the device using silver paint,

which allows for control measurements on a σ = 0 sample in the same experiment, Fig. 3.4(a).

(Note that σ refers to externally applied stress and does not include the intrinsic stress due

to the thermal contraction of the crystals themselves.) Unlike many strain experiments

that cannot directly probe the lattice parameters, the lattice constants can be accessed

by measuring the Bragg peaks of the LNSCO-125 crystal. The Bragg peak measurements

yielded strain values of ≈ 0.046 ± 0.026%. Using C11 = 232GPa for the elastic modulus

[76], the stress can be calculated as approximately σ = 0.11 ± 0.06GPa. Additionally, a

multiphysics simulation was constructed that incorporates all key elements of the assembly,
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corresponding to the LTT phase transition. The transition temperature is suppressed by 29
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including the thermal and elastic properties of the materials, as well as the geometry of the

assembly [77]. The simulation produces an approximately uniform tensile strain pattern of

the same order of magnitude as measured by the Bragg peaks when the apparatus is cooled

to 70K. Although the amount of stress is relatively small, it is comparable in magnitude

to the compressive stress used in the LBCO-115 experiments mentioned above, which were

shown to have significant effects on the superconductivity and spin-stripe order [63].

A striking consequence of σ ̸= 0 in the experiments on LNSCO-125 is the dramatic

reduction of TLTT from 63K to 34K, Fig. 3.4(b). This is directly seen in the experiments via

apical O K-edge RXS measurements of the (001) Bragg peak (in Miller index notation), whose

resonant cross-section is an increasing function of the octahedral tilts in the LTT phase [73].

The reduction of TLTT can be understood as a consequence of uniaxial stress, which spoils

the global tetragonality of the LTT phase. Although it still emerges at low temperatures,
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the experiments unveil a remarkable response of the LTT structure in LNSCO-125 to the

application of uniaxial stress.

In principle, uniaxial stress could result in the transition of the macroscopic crystal into a

mixed LTO/LTT phase or a decrease in the LTT octahedral tilt angle, as hypothesized from

measurements of the magnetic properties of LBCO-115 [63]; neither effect is resolved in these

measurements. First note that the intensity of the (001) Bragg peak, whose cross-section is

an increasing function of the octahedral tilt angle, appears unchanged by σ at 10 K. This

indicates that, within the LTT phase, the structure is unaffected by stress. Second, the

LTO-LTT transition remains sharp with non-zero σ, which suggests that the stress sample

enters the LTT phase in a rather uniform fashion. While the uniformity of the strain field

on the sample may vary between different uniaxial strain setups, these experiments do not

provide evidence of a mixed phase or reduced octahedral tilt angle.

Within the same experiment, the temperature dependence of the CO in the stressed

LNSCO-125 crystal can also be tracked, which is summarized in Fig. 3.5(a). A consequence

of uniaxial stress is the reduction of the onset temperature of charge stripes by 50K, which

is larger than the change of 29K observed for TLTT. If the only effect of uniaxial stress was

the suppression of TLTT, one might have expected the onset of charge stripes to have changed

by the same value (i.e. 29K). However, the additional shift of 21K suggests that one should

also consider interactions with additional intertwined orders, such as superconductivity. Al-

though measurements of the superconducting Tc were not performed in this experiment,

previous studies have measured the response of superconductivity to uniaxial stress in sim-

ilar materials. Uniaxial stress on the order of 0.05 GPa has been shown to increase Tc by

8K in LNSCO-120 and by 10K in LBCO-115 [60, 63], showing that superconductivity is en-

hanced in tandem with the suppression of the LTT phase. Additionally, cuprates that lack

a similar structural transition, such as Bi2Sr2CaCu2O8+x and YBa2Cu3O6+y, exhibit com-
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petition between superconductivity and CO [13–15]. Together, the suppression of the LTT

phase and the enhancement of superconductivity would account for the larger suppression

of the onset of stripes relative to the suppression of TLTT.

In addition to the effects on stripe order due to its intertwining with the LTT phase and

superconductivity, uniaxial stress may also directly influence the pinning of stripes along a

and b. For example, given the C2 symmetry of stripe order, one may expect that a finite σ

in the absence of an LTT phase would cause the onset temperatures of stripes along a and

b to split. Indeed, this split is resolved by the temperature dependent RXS measurements,

Fig. 3.5(a). This is seen more clearly by directly comparing the RXS data along the two

directions, Figure 3.5(b), which shows that at 23K the peak along a (parallel to the applied

stress) has already entered the charge stripe phase, while the peak along b is still very

similar to the peak in the high-temperature phase – compare to the 35K data. Eventually,

at 15K the two signals approach the same saturation value, which may indicate that the

LTT structure has suppressed the effects of σ ≈ 0.1GPa at this temperature. Nevertheless,

the measurements show that uniaxial stress can be used to pin the direction of stripes in the

CuO2 plane.

While these measurements show a delicate balance between charge stripes, superconduc-

tivity and structural distortions, a direct effect of uniaxial stress on the PCO is not clearly

resolved. Just above the onset of charge stripe order, the intensities of the RXS peaks at

qCO are indistinguishable between the stress and control samples. Additionally, a clear differ-

ence in the PCO along a and b in the stress sample is not observed – for example see the 35K

data in Fig. 3.5(b). Figure 3.5(a) suggests that the onset of the PCO at high-temperatures

may be impacted by the application of stress along a. However, there are several complica-

tions that prevent one from drawing such a conclusion. First, as mentioned above, the PCO

evolves very slowly with temperature, which makes the assignment of an onset temperature
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Figure 3.5: Effect of strain on charge stripes: (a) Temperature dependence of the CO peaks
in the stress and control samples. The solid lines serve as guides to the eye. The dashed
lines correspond to the LTT transition temperatures determined from Fig. 3.4(b). The inset
shows a diagram of the stress sample, where a (blue) and b (orange) indicate the directions
parallel to and perpendicular to the direction of applied stress respectively. Measurements
of the stress sample along the a direction were performed at two different synchrotrons:
measurements from the Canadian Light Source are triangles and measurements from BESSY-
II are circles. (b) Comparison of RXS scans of the stress sample along the a and b directions
near the LTT transition. The gray dashed line is a polynomial fit of the high-temperature
background curve measured at 150 K. The onset of the charge stripes along the direction of
applied stress precedes that of the perpendicular direction by approximately 6K.
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difficult. Second, the stress produced by the strain apparatus is temperature dependent and

there is an estimated 3 to 5 fold decrease in the applied stress from 34K to 200K. Third, the

comparison of small RXS peaks between the stress and control samples can be influenced by

variations in the fluorescence background, which is sensitive to sample surface conditions.

The effects of uniaxial stress to the PCO will likely require experiments that tune the stress

at a fixed temperature. Altogether, there is no observation of any direct coupling between

uniaxial stress and the PCO.

3.4 Discussion

These experiments demonstrate the complex relationship between uniaxial stress, charge

stripes and the low-temperature tetragonal structure in LNSCO-125. Increasing σ from zero

to 0.1GPa causes a simultaneous reduction in the onset temperatures of both the LTT phase

and charge stripes, as well as a temperature splitting in the formation of charge stripes along

the a and b directions. Additionally, the effects of superconductivity need to be included to

describe the observations, with the competition between superconductivity and charge order

together with the enhancement of Tc under uniaxial stress serving as a natural explanation

for the additional suppression of the onset of stripe order with respect to TLTT. Furthermore,

larger stress may be necessary to cause significant changes to the PCO. Nevertheless, the

relatively small amount of stress necessary to tune the electronic properties of the La-based

cuprates near 1/8 hole-doping is quite remarkable. For example, strain on the order of 1.0%

is necessary to modify the properties of charge order in YBa2Cu3O6+y [59] or to shift the

superconducting transition by 2K in Sr2RuO4 [78, 79]. While achieving 1.0% strain may

be quite challenging and difficult to reproduce, 0.05% or even smaller is clearly sufficient to
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alter the electronic properties of LNSCO-125, which opens new opportunities for switchable

devices and precision detectors at the current frontier of technology.
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Chapter 4

Nematicity and Electronic Ordering

in FeSe1−xSx

This project began in 2019 with the aim of measuring the relationship between nematic-

ity and superconducitivy in FeSe1−xSx. However, upon measuring FeSe0.77S0.23 with STS,

Morgan Walker, Zeke Zhao, Eduardo da Silva Neto and I observed a static charge pattern

near the Fermi level, features that indicate charge ordering. This led to an in-depth char-

acterization of the CO by combining our STS measurements with ARPES performed and

the Canadian Light Source and theoretical calculations done by Ilya Eremin’s group. The

project was completed in 2021 and is currently in the peer review process.

4.1 Introduction

The phase diagram of unconventional superconductors is characterized by the presence of dif-

ferent electronic orders in addition to superconductivity [10, 80]. Among these, the cuprate

and iron-based superconductors (IBSCs) are two families of materials that feature similar
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types of ordered states [81–83]. In both cases magnetic ground states with antiferromag-

netic correlations exist, which for Fe-based systems appear in the form of spin density waves

(SDWs). The two systems also feature electronic nematicity, which breaks four-fold C4 sym-

metry into a two-fold C2 symmetric state. Recently, in the cuprates, periodic modulations

of the electronic density of states known as charge order (CO) were shown to be ubiqui-

tous across different cuprate families and to also have clear connections to superconductiv-

ity [84, 85]. Additionally, CO is often observed as alternating unidirectional short-range

domains, pointing to an intrinsic connection to nematicity [86]. Several theoretical and ex-

perimental studies indicate that the CO in the cuprates appears as a consequence of strong

electron correlations [84, 87–92]. However, the degree to which strong correlations play a

role in determining the electronic properties of IBSCs is much less clear and the presence of

CO similar to that in the cuprates has not been established in the Fe compounds.

Recently, it has been proposed that one way in which strong electron correlations could

appear in IBSCs is through orbital selectivity [93, 94]. In this scenario, some of the five d or-

bitals that participate in the low energy properties of IBSCs may develop strong correlations

while the remaining orbitals stay in the weak coupling limit. Scanning tunneling microscopy

and spectroscopy (STM/S) experiments indicate this exact scenario is actually realized in the

nematic state of FeSe [95, 96]. Therefore, CO stemming from strong correlations may be pos-

sible by tuning the electronic states in this family of IBSCs, for example via S substitution.

In FeSe1−xSx, where SDW order is absent, a putative nematic quantum critical point (QCP)

is achieved by the substitution of Se for S, which suppresses the tetragonal-to-orthorhombic

transition temperature (TS) to zero at x = xc ≈ 0.17 (Fig. 4.2(a))[97–99]. While in other

families of IBSCs the superconducting transition Tc is maximum near the nematic QCP, Tc

in FeSe1−xSx reaches a maximum at x ≈ 0.11 and shows a slight suppression for x > xc,
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which is reminiscent of the suppression of Tc in some cuprates caused by the presence of the

competing CO.

This study uses STS to directly image the electronic density of states in FeSe1−xSx,

revealing CO. These measurements clearly reveal the presence of spatial modulations with

an approximate period of 52 Å (0.12 Å−1 wave vector) in FeSe0.77S0.23 that bear remarkable

qualitative similarities to the CO observed in the Bi-based cuprates. Additionally, the STS

results are compared to both ARPES measurements and theoretical modeling in order to

determine the origin of the CO.

4.2 Methods

4.2.1 Crystal synthesis

The synthesis was performed by Journey Byland, Peter Klavins, and Valentin Taufour. Single

crystals of FeSe and FeSe1−xSx were grown using the chemical vapor transport method in

a tilted furnace following the methods outlined in [100]. Pure samples were characterized

using a powder x-ray diffractometer. To determine the relationship between actual and

nominal sulfur substitution levels, sulfur substituted samples were characterized using a

Cameca SX-100 Electron Microprobe. Several platelets with dimensions between 1mm-2mm

by 1mm-2mm were selected from each batch for characterization.

4.2.2 STM/S

STM/S measurements were performed by Morgan Walker, Zeke Zhao, Eduardo da Silva

Neto, and myself using a customized Unisoku USM-1300 instrument. The samples were

cleaved in situ in a ultra high vacuum environment with pressures below 10−9 Torr. All
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STM/S measurements were done at 4.2K and the differential conductance measurements

(dI/dV ) were performed using a lock-in technique.

Figure 4.1 shows real space images at V = −30mV and QPI dispersions for three different

sulfur concentrations, x = 0.02, 0.14, 0.23. The real space STS maps shown in Figures 4.1(a-

c) were taken over a 256 x 256 grid and the black arrows indicate the direction of the b-axis.

(a) was taken over an area of 132 nm x 132 nm with a bias setpoint of -50mV, current

setpoint of 200 pA, and modulation amplitude of 0.8mV. (b) was taken over an area of

172 nm x 172 nm with a bias setpoint of −50mV, current setpoint of 220 pA, and modulation

amplitude of 1.5mV. This measurement features a domain wall where the nematic direction

rotates by 90 degrees. (c) was taken over an area of 172 nm x 172 nm with a bias setpoint of

−42mV, current setpoint of 270 pA and modulation amplitude of 1.5mV.

The QPI dispersion maps (Figures 4.1(d-i) are line cuts of the Fourier transforms (FTs) of

the real-space STS maps along the in-plane lattice directions where a > b in the orhtorhombic

state. (d) and (g) are a combination of two maps: the lower portion (−55 to −15meV) is

from the same data set as (a) with a bias step size of 1mV and the upper portion (−14 to

45meV) was taken over an area of 50 nm x 50 nm with a bias setpoint of −50mV, current

setpoint of 200 pA, bias step size of 2mV and modulation amplitude of 1.6mV. The map

smaller in area was interpolated to match the Q-space and energy resolution of the larger

map. (e) features the same data set as (b) and has a bias step size of 2mV. (f-i) feature the

same data set as (c) with a bias step size of 1.5mV.

At the lowest doping, strong QPI patterns alongQb are observed. Four distinct dispersive-

bands can be identified below the FL and by comparing to ARPES they can be connected to

particular scattering events on the Fermi surface. Along the Qa direction, two non-dispersive

features between the energy ranges of −40 to −30meV and −15 to −5meV at Q = 0.1 Å-1
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are observed. Above the FL an electron-like band is observed along Qa, and the Qb direction

becomes dominated by a static feature near Qa = 0.1 Å-1.

Beyond the nematic critical point, at x = 0.23, a pattern that is symmetric along the

a and b directions is observed, as seen by the nearly identical QPI-bands shown in Figure

4.1(f) and (i). At E = −30meV, the real space dI/dV is considerably more disordered than

what is observed at lower dopings within the nematic phase. The scattering centers are less

obvious which could be related to the lack of unidirectional modulations. At and above the

FL, a CDW-like pattern that does not disperse with energy is observed, which will be the

focus of the following section.

4.2.3 ARPES

ARPES measurements were performed by Morgan Walker, Ryan Day, Eduardo da Silva

Neto, and myself at the Quantum Materials Spectroscopy Centre beamline at the Canadian

Light Source with the assistance of Seregy Gorovikov, Tor Pedersen, Sergey Zhdanovich,

and Matteo Michiardi. Measurements were performed using both vertically and horizontally

polarized photons with energy ranging from 18 to 40 eV (see figure captions). Samples

were cleaved in situ and measured at pressure lower than 5× 10−11 Torr and a temperature

of 9 K. The combined beamline-analyzer (Scienta R4000) resolutions in angle and energy

are better than 0.1° and 9 meV, respectively, for the combinations of beamline parameters

(monochromator grating, exit slit temperature, photon energy) used.

4.3 Results

Figure 4.2(c) and (d) shows representative STM topographic images of the Se termina-

tion layers of the x = 0 and x = 0.23 samples, and their spatially averaged dI/dV spec-
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tra. In the case of FeSe0.77S0.23, the S atoms appear in the topography as densely dis-

tributed C4 symmetric features replacing the Se atoms, consistent with previous experiments

[101, 102]. To investigate the symmetries of the electronic states in orthorhombic and tetrag-

onal FeSe1−xSx, STS imaging was performed on x = 0.14 and x = 0.23 samples. Measure-

ments of FeSe0.86S0.14 show two-fold symmetric modulations of the density of states (DOS),

oriented along the smallest Fe-Fe distances (a and b), that are due to quasiparticle interfer-

ence (QPI) near underlying Fe vacancies and reflect the C2 symmetric band structure in the

orthorhombic phase, Figures 4.3(a) and (b). The same images also show the presence of an

orthorhombic domain wall, evidenced by the 90◦ rotated QPI patterns across the boundary.

Fourier transforms (FTs) of the dI/dV patterns over a single domain (Figures 4.4(a) and (b))

confirm their C2 symmetry at different energies. On the other hand, the FT patterns over a

similar field of view in FeSe0.77S0.23 are C4 symmetric (Figures 4.3(c) and (d)). This is consis-

tent with this sample being tetragonal on average, although C2 electronic patterns at smaller

scales still exist as discussed later. Note that at V = −36mV the FT images show that well

defined peaks in FeSe0.86S0.14 are replaced by a less intense and broader cross-like feature in

FeSe0.77S0.23 (Figs. 4.4(c) and (d)). Of course, this is due to the scrambling of the spatial

modulations caused by the random distribution of S atoms in FeSe0.77S0.23. Interestingly,

the same effect is not observed at energies closer to the Fermi level. Instead, the FTs once

again feature intense and sharp peaks at |qa,b| ≈ 0.12 Å
−1

(Fig. 4.4(d)). While these peaks

may resemble the QPI peaks in the FTs of FeSe, their underlying real-space patterns are

starkly different. Whereas the QPI patterns in FeSe0.86S0.14 are clearly centered around the

Fe vacancies, a similar correlation to impurities is not as clear in the data for FeSe0.77S0.23 in

Fig. 4.3(d). Instead, those spatial modulations appear to more uniformly span the field of

view, which suggests the existence of an incipient CO that breaks translational symmetry.
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Figure 4.3: Real space QPI comparison: dI/dV maps at V = −36mV and V = 3mV for
x = 0.14 and x = 0.23 samples. The orthorhombic samples (x = 0.14) feature a domain
boundary that separates orthogonal nematic states.
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The origin of the electronic patterns near the Fermi level in FeSe0.77S0.23can be identified

from the energy dependence of the STS maps. Although both QPI and CO cause spatial

modulations in dI/dV maps, the two phenomena have distinct behavior as a function of

energy: the wavelength of the spatial modulations are energy-dependent in the case of QPI

but independent of energy for CO [103]. A relevant example of this phenomenology oc-

curs in the well established case of Bi2Sr2CaCu2O8+x (Bi2212) [104]. Figure 4.5(a) shows

a dI/dV map with periodic patterns along both Cu-O bond directions. Fourier analysis of

the modulations along one of those directions shows two peaks with distinct energy trends:

a dispersive feature associated with QPI (yellow line) and a non-dispersive peak originating

from CO (red box) (Figure 4.5(b)). Remarkably, a similar analysis reveals the same phe-

nomenology in FeSe0.77S0.23, Figures 4.6(a) and (b), indicating dispersive and non-dispersive

charge modulations that overlap in momentum space. These two coexisting modulations

can be disentangled by analyzing the spatially resolved tunneling current, I(V ), which is

the integral of dI/dV from 0 to V and the ratio maps, (dI/dV )/I. While the I(V ) maps

emphasize the non-dispersive peak at qa,b ≈ 0.12 Å
−1

relative to the dispersive QPI, Fig-

ures 4.6(c) and (d), the ratio of dI/dV to I(V ) has the opposite effect, diminishing the effect

of the non-dispersive component, Figures 4.6(e) and (f). Overall, the analysis above shows

a striking similarity to the phenomenology in the cuprates, strongly indicating the presence

of CO in FeSe0.77S0.23.

Theoretical calculations were performed by Jakob Böker, Marvin Müller, and Ilya Eremin,

providing further evidence for the existence and origination of CO in FeSe0.77S0.23. In

particular, using a low-energy model used to calculate the band structure in FeSe and

FeSe1−xSx [105, 106] was used to calculate the band structure and subsequent QPI pat-

terns in FeSe0.77S0.23. Figures 4.7(a) and (b) show the calculated QPI patterns taking into

account all possible inter- and intra-band scatterings at constant kz = π and kz = 0, respec-
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tively. The three hole-like dispersive features observed in the STS data are well accounted

for in the calculations, see Figures 4.7(c). Note that the calculations reproduce the experi-

mentally determined QPI even for the unoccupied states where ARPES is not an input to

the model, which further validates the calculated band structure. Of course, the calculations

show QPI features that are not present in the experimental data and a more realistic model

would have to take into account matrix-element effects and orbital selective correlations to

properly account for some of the forbidden scattering. Still, even with all possible scattering

channels included in the calculations, a non-dispersive feature is never present, thus further

ruling out a QPI origin for the dispersionless feature observed in the STS data. More im-

portantly, the absence in the calculations of any strong features near qa,b ≈ 0.12 Å
−1

at the

Fermi level demonstrates that the CO in FeSe0.77S0.23 is not caused by Fermi surface nesting,

likely leaving strong correlations as its origin.

4.4 Discussion

Altogether, the STM/S data, ARPES experiments, and theoretical modeling establish the

presence of CO in FeSe0.77S0.23. A further analysis of the STS images allows for investigation

of the local rotational symmetry of the CO. Figure 4.8(a), shows a dI/dV map of the CO,

which can be separated into two regions (red and blue) whose individual FTs show 0.12 Å
−1

modulations only along a or only along b. This dichotomy is more evident in the filtered im-

age shown in Fig. 4.8(b), which shows that the CO emerges as alternating domains of stripes.

Stripe-like modulations in IBSCs with different periods and coherence lengths have been re-

ported by STM/S in two other situations: LiFeAs under external uniaxial stress [107] and

ultrathin (one and two monolayers) FeSe films on SrTiO3 [108, 109]. However, in those two

cases the underlying crystal structure already breaks rotational symmetry, indicating that a
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kz = 0. (c) dI/dV measurements and averaged over [qa = 0, qb] and [qa, qb = 0] directions.
Orange and pink lines are guides to the eye.
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Figure 4.8: Local nematicity of CO: (a) dI/dV map measured on a FeSe0.77S0.23 sample at
6mV. The image is overlaid with red and blue transparent masks that indicate regions of
CO only along a or only along b. The insets show the FTs over the two distinct regions
under the red and blue masks. (b) Zoom in of the region delimited by the dashed lines in
a, with the image filtered to highlight the local structure of the CO.

C2 symmetric lattice may be necessary to foster the formation of the stripes. Instead, the

STS data on FeSe0.77S0.23 reveals an incipient C2 symmetric CO that is likely electronically

driven given that it is present in the tetragonal sample, but not the orthorhombic sample.

Additionally, this stripe-like CO likely influences the other electronic phases of FeSe1−xSx.

For example, noting that nematic correlations are known to persist throughout the phase

diagram of FeSe1−xSx, even deep into the tetragonal phase [98, 110, 111], one would expect

that their C2 symmetry allows them to easily couple to the unidirectional CO. One may

also reasonably expect that CO also couples to magnetic correlations and superconductiv-

ity, directly or indirectly (via nematic correlations), and is therefore a key ingredient to

understanding the phase diagram of FeSe1−xSx.
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The discovery of CO in FeSe0.77S0.23 raises new interesting questions regarding its influ-

ence on superconductivity. For example, the drop of Tc and the change of the superconduct-

ing gap across xc [102] may be related to a competition between CO and superconductivity,

similar to what is observed in cuprates [84]. Furthermore, in the scenario where nematic fluc-

tuations participate in the superconducting pairing, the presence of CO could have an adverse

effect to superconductivity by pinning dynamic nematic correlations into static short-range

puddles. Additionally, the same type of pinning may explain why quantum critical behavior

appears to not be fully realized down to low temperatures near xc, as suggested by quan-

tum oscillations [99, 112]and by the deviation from Curie-Weiss behavior in elastoresistance

measurements [98]. Finally, the results provide two important clues suggesting that the CO

in FeSe1−xSx emerges from orbital-selective strong electron correlations: (i) a Fermi surface

instability or nesting scenario is ruled out and (ii) the CO appears over a specific energy

range, approximately −5 to 25meV. Whether these are the same correlations responsible for

the low quasiparticle weight of the dxy and dxz orbitals near the Fermi level and the orbital-

selective Cooper pairing in FeSe [95, 96] requires further investigations. Clearly, there is still

much to be understood about the CO uncovered by this study and experimental answers to

the above questions, and others, will require detailed studies as a function of S concentration

and temperature. Nevertheless, these experiments firmly establish unidirectional CO as a

critical component for understanding nematicity and superconductivity in FeSe1−xSx.
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Chapter 5

Summary

Topological surface states above the Fermi level in Hf2Te2P were resolved using STS and

ARPES. The results establish that the material possesses both weak and strong topological

insulator states. By tuning the Fermi level via chemical doping or a gate voltage, one

may be able to control the conductivity on the material’s surface between insulating and

dissipationless states, which could be used in the development of switchable electronic devices

[7].

The RXS experiments on La1.475Nd0.4Sr0.125CuO4 under uniaxial stress provide new in-

sight into the relationship between the charge stripes and low-temperature structural tran-

sition, establishing stress as a powerful tool to control the phase transitions of the material.

Given the strong relationship between stress and superconductivity, the study shows the po-

tential for uniaxial stress to be used as a tuning parameter to easily alter material’s electronic

properties. Further studies that are able to apply uniaxial stress in situ should be performed

to determine how the transition temperatures change as a function of stress. Additionally,

in situ stress would allow for measurements of the effects of stress on the high-temperature

charge order correlations [18].
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The observation of CO in FeSe0.77S0.23 raises several questions about the role of orbital-

selective electronic correlations and the origin of superconductivity in the IBSCs. While

the results on this specific composition have revealed the charge order state in the tetrago-

nal phase, measurements should be performed above the nematic transition temperature on

samples that exhibit the nematic state to determine the role of charge order in the develop-

ment of electronic nematicity and superconductivity. Additionally, resonant x-ray scattering

experiments should be performed to determine the bulk properties of the charge order.

These studies only scratch the surface of the numersous interesting electronic proper-

ties found in topological materials and superconductors. Finding practical ways to utilize

their properties such as dissipationless transport is the ultimate goal and requires studies

such as these that uncover the fundamental properties of the materials and phases. With

advancements in experimental instrumentation, crystal synthesis techniques, and theoreti-

cal modeling, condensed matter physics will continue to offer fascinating insights into the

material world and usher in the next generation of technological breakthroughs.
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Appendix A

Piezoelectric Strain Device

The design for the strain device was inspired by an original design conceived by Hicks et

al [78]. A schematic overiew of the apparatus is shown in Fig. A.1(a).It features three piezo

stack actuators which supply the strain and a movable sample plate to allow for adjustments

of the sample space. The principles of operation are as follows: negative (compressive)

strain is acheived by applying a positive voltage to the middle stack and negative voltages

to the outer stack and positive (tensile) strain is by applying the voltages vice versa (see

Fig. A.1(b)).

The use of three piezo adjacent stacks mitigates the effects of thermal expansion of the

piezos upon cooling, which can be significant. Also, the frame is constructed of titanium

since it possesses a relatively small thermal expansion coefficient. These considerations paired

with UHV/cryogenic compatible piezo stacks allows for operation at low temperatures. The

stroke of piezoelectric stacks, however, is suppressed at lower temperatures, with one group

citing a decrease by a factor of 4 from room temperature to 4 K [113]. Another favorable

aspect of this design is that the device is thin in the direction perpendicular to the sample,

which will be discussed in describing the diffractometer.

The device that I constructed, shown in Fig. A.1(c), is a smaller adaptation of the

apparatus designed by Hicks et al. Similar features include the use of three piezo stacks,
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titanium as the frame material, and a slotted sample holder to allow for adjustments of

the sample gap size. The stacks are APC Pst 150 cryo/UHV coated actuators with a 2 x

3mm cross section. Various sizes of stacks were used for the devices, ranging from 5 mm

to 20mm, to provide options for the amount of strain and overall size of the device. The

overall dimensions of the smallest device are shown in Fig. A.1a.

The U-frame contains through holes fitted for M2 screws used to mount the device inside

of the diffractometer. Four ”pins” of 0.20 CDA 101 copper wire from the California Fine Wire

Company are situated at the corners of the U-frame. The pins serve as electrical contacts

for the piezo stacks (see Fig A.1(c)) and are fit into sapphire tubes to provide insulation

from the frame. T lead (red) wire of each piezo is soldered with lead-free solder to its own

pin, while all three ground (white) wires are soldered to a single pin. Copper collets fit onto

the ends of the pins and provide ease in making electrical connections to external electronic

devices 0.1 mm slots were made on the top of the back frame to aid in the alignment of the

piezos. The frame pieces are slightly oversized (+0.2 mm on each side relative to the cross

section of the stacks) to allow for slight misalignments during construction. The rectangular

pieces that define the sample gap are secured to the device by M1.2 screws. The top sample

holder fits into a U-frame and contains a slot to allow for adjustment of the sample gap size,

while the bottom sample holder is secured to the central piezo. EPO-TEK® H74f epoxy

was used to glue the piezo stacks to the frame components and mount the samples onto

the device. This specific epoxy was chosen because of its hardness (important for applying

strain) and reliability in cryogenic/UHV environments.
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Figure A.1: Piezoelectric Strain Device: (a) A schematic of the device showing the in-plane
dimensions. (b) An isometric view of the device showing the thickness and orientation of
the pins. (c) An image of the device itself.
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Appendix B

X-ray scattering geometry

A typical RXS endstation, shown schematically in Figure B.1(a), contains a diffractometer

with several translational and rotational degrees of freedom including the (x, y, z) position of

the sample, the angle of the sample’s surface and the incoming beam, θ, and the azimuthal

angle of the sample. By adjusting these parameters, along with the photon energy and

position of the detector, 2θ, periodic structures of electrons can be measured.

The diffraction process can be understood from Bragg’s law, which predicts constructive

interference between incoming and outgoing rays when the path-length difference between

rays is equal to an integer value of the wavelength. This is depicted in Figure B.1(b) and

can be expressed mathematically as

A+B = 2d sin(θB) = nλ. (B.1)

Following this equation, we can observe peaks by adjusting the angle of incidence, θ, or

the wavelength of light, λ, to fulfill the Bragg condition. We can also approach this problem

85



in reciprocal space and treat the incoming and outgoing rays as plane waves with wavevectors

k and k’ respectively, where

k = |k|n (B.2)

k′ = |k|n′ (B.3)

|k| = 2π

λ
. (B.4)

The rays reflect off of two reciprocal lattice points and the path length difference is

A+B = d · (n− n′) =
λ

2π
d · (k − k′) = nλ, (B.5)

as shown in Figure B.1(c). We can define the momentum transfer vector, Q = (k−k′), and

equation B.5 becomes

d ·Q = 2πn (B.6)

This formula is known as the Laue condition, and is the reciprocal-space vector equivalent

of Bragg’s law. Simply put, this formula states that constructive interference occurs when the

momentum transfer vector is equal to a reciprocal space lattice vector. However, in general,

Q can be any vector in reciprocal space that is physically allowed. For an orthorhombic

lattice, a reciprocal space vector can be expressed in terms of the Miller indices (h, k, l) and

the lattice constants (a, b, c) as

Q = 2π

√
h2

a2
+
k2

b2
+
l2

c2
(B.7)
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Figure B.1: Scattering Geometry: (a) Schematic of a typical RXS endstation. θ and 2θ
represent the angles of the sample and detector relative to the incident rays. b) Scattering
diagram depicting Bragg’s law in real-space. The light is incident from the left with a
wavelength of λ at an angle of θB relative to the plane of the lattice. d is the atomic spacing,
and A+B is the path length difference between rays that reflect off of consecutive layers. (c)
Scattering diagram depicting the Laue condition in reciprocal space. (d) Diagram showing
the connection between the scattering diagram and the Miller indices. The sample angle,
detector angle and photon energy are chosen to probe a specific plane, Q = (h, l), at an
angle, α, to in-plane direction of the crystal.
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In x-ray scattering experiments, we change the orientation of the sample, the angle of

reflection, and the photon energy to probe specific points in reciprocal space. To make this

equation more useful in practice, we want to rewrite it in terms of the parameters that we

control, namely the angle of the sample, θ, the angle of the detector, 2θ, and the photon

energy, E. To do this we will consider a square reciprocal lattice at an angle θ and a

detector at an angle 2θ, both relative to the direction of the incoming beam, n (see Figure

B.1(d)). For simplicity, we will ignore the sample flip direction and treat the problem two

dimensionally in the h-l plane.

We can apply Bragg’s law (equation B.1), where

θB = θ + α = θ − arctan

(
hc

la

)
, and (B.8)

|d| = 2π

|Q|
=

(
h2

a2
+
l2

c2

)− 1
2

, (B.9)

resulting in

θ = arcsin

(
1240 eVnm

4π E

(
h2

a2
+
l2

c2

)− 1
2

)
+ arctan

(
hc

la

)
, and (B.10)

2θ = 2arcsin

(
1240 eVnm

4π E

(
h2

a2
+
l2

c2

)− 1
2

)
(B.11)

Using these equations, one can calculate the θ and 2θ positions provided the photon

energy and Miller indices of interest. Additionally, these equations can be rewritten in terms

of the lattice constants, a and c, allowing you to determine the lattice parameters given the

positions of a Bragg peak.
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