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Abstract

In this article, we extend our recently developed sparse stochastic fragmented exchange formal-

ism from ground state DFT (ngH-DFT) to the excited state for linear-response time-dependent

Generalized Kohn-Sham DFT (LR-GKS-TDDFT) absorption spectra for systems consisting of

thousands of valence electrons within a grid-based/plane-wave representation. Mixed determin-

istic/fragmented stochastic compression of the exchange kernel, here using the Baer-Neuhauser-

Lifsitz (BNL) functional, provides an efficient method for accurate optical spectra. Real-time prop-

agation as well frequency-resolved Casida equation approaches for spectra are presented together,

and the method is applied to isolated molecular dye systems.

I. INTRODUCTION

Time-dependent density-functional theory (TDDFT) [1] is the time-dependent extension

of density functional theory (DFT), which has been extensively used for predicting photoelec-

tron spectra [2–6], materials screening, optoelectronic device design, [7–11], and calculating

nonlinear optical response .[12, 13] A common approximation for the exchange-correlation

kernel is the local density approximation (LDA) which is notorious for underestimating the

band gap in periodic systems and the ionization potential in finite systems. [14] In time-

dependent problems, the commonly used adiabatic LDA approximation leads to incorrect

peak positions in absorption spectra, description of charge transfer processes, and cutoff re-

gion in higher-harmonic generation spectra. More sophisticated methods, such as the Bethe

Salpeter Equation (BSE), TD-CIS(D), or TD-CC2, give a better description of electron cor-

relation and result in a more accurate description of electron dynamics in both the linear

response and strong field regime.[15] However, these methods scale poorly with system size,

and significant computational or theoretical developments are still needed to address large

systems.

On the other hand, range separated hybrid (RSH) functionals with exact exchange in a

time-dependent generalized Kohn-Sham (TDGKS) scheme correct the straight line behavior

of the ionization potential and quasiparticle bandgap energy while retaining the simplicity of

TDDFT with independent orbital propagation.[16] The efficiency and efficacy of TDDFT has
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led to significant work on reducing its computational scaling. The methods used to achieve

high efficiency within a given TDDFT implementation are often highly dependent on the

basis set. In atomic-orbital (AO) basis-sets, efforts to reduce the cost of exact exchange range

from density fitting, Cholesky decomposition, resolution of the identity approaches [17–21],

and spatial localization methods.[22, 23]. In plane-wave (PW) representations, projection

methods have been developed that circumvent the use of virtual orbitals.[24, 25] Adaptively

compressed exchange, a low-rank decomposition method, has significantly reduced the cost

of exchange and has been applied to the excited state.[26] Diagonal hybrid TDDFT has also

been implemented which balances explicit diagonal exchange elements in the Casida matrix

with off-diagonal elements approximated by an LDA kernel.[27, 28]

In our previous work, we developed a real-time, grid- based TDGKS algorithm that re-

duces the steep computational scaling of calculating the exchange by introducing a stochastic

resolution of identity that approximates the time-dependent density matrix by summing over

a set of stochastic orbitals when applying the exchange operator.[29] An analogous stochastic

approach in the frequency domain has also been developed. [30] Both methods introduces a

stochastic error that goes as N
−1/2
χ for Nχ stochastic orbitals, so reducing the error requires

an increasing number of stochastic orbitals.

Here, we employ the Baer-Neuhauser-Lifshitz (BNL) long-RSH functional with short-

range exchange treated locally (or semi-locally), and at long-range full Fock exchange. This

functional helps recovers the correct −1/r asymptotic behavior of the exchange potential,

necessary for an accurate description of charge-transfer excitations and electron-hole bound

states.[16, 29, 31] Previous TDDFT studies with the BNL functional accurately described

the vertical excitation energies of a range of acenes, achieving excellent agreement with

experimental and coupled cluster values.[32] Further, an optimally-tuned BNL functional

was able to correctly predict charge-transfer excitations in light-harvesting molecules.[33, 34]

The new method presented in this article is a different combination of previous tech-

niques that is a radical improvement over previous fully stochastic methods by reducing

the computational complexity of the problem and at the same time reducing the stochastic

error. First, we work in a select subspace of Kohn-Sham (KS) occupied and unoccupied

orbitals, nearest to the Fermi level. This approximation is satisfactory, for example, to

resolve the optical gap in the absorption spectrum, however, the large grid size required

to calculate the exchange matrix elements for big systems would still be prohibitive. Our
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mixed deterministic/fragmented-stochastic approach greatly reduces the explicit number of

wavevectors needed to calculate the long-range exact-exchange. We treat the numerically

large low-k components of the exchange kernel deterministically and use a sparse stochas-

tic basis for the many numerically small high-k elements. This enables an auxiliary basis

approach for electron-repulsion integrals (ERIs) that does not scale with system size.[35]

When combining these techniques, we can extract time-dependent properties of a large

system for the cost of a much smaller system. In the following sections, we outline how

the sparse fragmented exchange method can be applied to linear-response calculations both

in the real-time and frequency domains. The method is applied to naphthalene, fullerene,

a Chlorophyll-a (Chla) dye monomer, and hexamer Chlorophyll dye complex found at the

reaction center of Photosystem II (RC-PSII). [36, 37]

II. THEORY

Assuming the molecular system of interest responds linearly to the external perturbation

of an electric field in a given direction r̂, we evaluate the dipole-dipole correlation function

through both a real-time propagation (Sec. A) and an eigenvalue problem approach (Sec.

B). We go beyond the Tamm-Dancoff approximation (TDA) for the eigenvalue problem,

and this yields nearly identical results for both avenues of calculating optical spectra. For

completeness, we overview the mixed deterministic/stochastic fragmentation of the Coulomb

kernel in Sec. C, and for further detail refer readers to Ref. [35].

A. Hybrid TDDFT in the Valence-Conduction Subspace

The aim of this method is to efficiently solve the TDSE (time-dependent Schrodinger

equation),

i∂t |ψi⟩ = ĥ[n(t), ρ(t)] |ψi⟩ , (1)

in the TDGKS framework and predict the optical gap in the absorption spectrum.

The starting point for the TDGKS comes from a near-gap Hybrid DFT (ngH-DFT)

ground state calculation where the GKS ground state molecular orbitals are represented as
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a rotation matrix of the LDA ground state molecular orbitals [35]

|ψi(t)⟩ =
∑
p

Cpi(t) |ϕp⟩ . (2)

In this basis, the GKS Hamiltonian is represented as

Hpq(t) = ⟨ϕp| ĥ(t) |ϕq⟩ , (3)

which is evaluated as,

Hpq(t) = ⟨ϕp| ĥ0 + δv̂γ[n(t)] + X̂γ
val[ρ(t)] + X̂γ

core |ϕq⟩ . (4)

The range-separation parameter γ is non-empirically obtained by enforcing the ionization

potential theorem, further details are provided in Refs. [16, 35]. The time-independent part

of the Hamiltonian, ĥ0 is

ĥ0 = −1

2
∇̂2 + v̂NL

eN + v̂γ[n(t = 0)], (5)

which includes the Kohn-Sham potential,

v̂γ[n(t)] = v̂localeN +

∫
n(r′, t)

|r − r′|
dr′ + v̂SR,γ

XC [n(t)]. (6)

The term, v̂SR,γ
XC [n(t)] represents the short-range exchange correlation potential within

the DFT framework that is calculated with an attenuated short-range Coulomb potential

instead. In this work, we use the LDA functional, [38] however, we have the option to use

short-range PBE as well.

The next term in the Hamiltonian, δv̂[n(t)] is the difference between the short-range

Kohn-Sham potential at t = 0 and time t,

δv̂γ[n(t)] = v̂γ[n(t)]− v̂γ[n(t = 0)]. (7)

Throughout our calculations the core contribution to the density is always approximated
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as time-independent, such that,

n(r, t) = ncore(r) + nval(r, t). (8)

The long-range exchange elements are calculated at each time step as,

⟨ϕp| X̂γ
val |ϕq⟩ = −

∑
st

Pst(t) ⟨ϕqϕs|uγ |ϕtϕp⟩ , (9)

which is the neargap basis representation of the long-range Coulomb potential,

uγ(|r − r′|) = erf(γ|r − r′|)
|r − r′|

. (10)

In order to subvert the prohibitive cost of calculating the exchange matrix elements in Eq.

9, we split the long-range Coulomb potential into two parts, one which we treat determinis-

tically and one that we can accurately compute with a sparse stochastic basis. We discuss

the implementation and computational scaling of this method in Section C.

The sum in the density matrix runs over the Nv ⊕ Nc subspace. However, there is a

correction term, X̂γ
core, that includes the effect of the core states in the exchange. We

approximate the effect of the core states as a time-independent scissors correction,

X̂γ
core = P̂ dϵγ,homo + Q̂dϵγ.lumo, (11)

where P̂ projects into the Nv subspace, Q̂ projects into the Nc subspace, and,

dϵγ,a =
∑

st∈core

Pst ⟨ϕaϕs|uγ |ϕtϕa⟩ . (12)

By inserting the basis representation of the wavefunction in LDA molecular orbitals into

the TDSE, and using the orthogonality of the LDA molecular orbitals, we get an ordinary

basis set TDSE,

i∂tC(t) = H(t)C(t). (13)
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We excite the initial state with a small perturbation,

C(t = 0+) = e−i∆DC(t = 0). (14)

The dipole matrix elements are,

Dpq = ⟨ϕp| x̂ |ϕq⟩ . (15)

The time-dependent coefficients are propagated using the midpoint rule for the time evolu-

tion operator as such,

C(t+ dt) ≃ e−idtH(t+ dt
2
)C(t). (16)

The dipole moment is extracted from the calculation,

µ(t) =
∑
qp

Pqp(t)Dpq. (17)

The absorption spectra is then generated from the time-dependent dipole moment [15]

S(ω) =
1

3
Tr[σ(ω)], (18)

where,

σii(ω) =
4πω

c
Im[αii(ω)]. (19)

and,

αij(ω) =
µi(ω)

Ej(ω)
. (20)

Eq. (20) is the ratio of the Fourier transform of the dipole moment in the i -direction, to

the transform of the electric field pulse exciting the system in the j -direction, Ej(ω), which

in our case is simply a constant, ∆.

B. σ(ω) via iterative Chebyshev procedure

The frequencies of the TDSE can also be represented as an eigenvalue equation, now

known as the Casida equation.[1] For reference, we refer the reader to a traditional derivation

including Fock exchange in Ref. [39]. Our fragmented stochastic/deterministic evaluation of

exact exchange readily enables the full, non-TDA, calculation of the dipole-dipole correlation
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function in frequency space. The Casida equation is expressed A B

−B −A

f+

f−

 = ℏω

1 0

0 −1

f+

f−

 , (21)

with f+ and f− referring to the orbitals of the linear response perturbation. In the space

of single-particle singlet excitations, the so-called orbital hessians A and B are of the form

A(ia; jb) = (εa − εi)δijδab + 2(ia|jb)− (ϕaϕb|uγ(|r − r′|)|ϕiϕj)

B(ia; bj) = 2(ia|bj)− (ϕaϕj|uγ(|r − r′|)|ϕiϕb),

(22)

with two-electron integrals (assuming real-valued orbitals)

(ia|jb) =
∫
ϕi(r)ϕa(r)|r − r′|−1ϕj(r

′)ϕb(r
′)dr′dr, (23)

so (ia|jb)=(ia|bj). In both matrices, the last term contains uγ. The matrix elements of the

long-range exact exchange are

(ϕaϕb|uγ(|r − r′|)|ϕiϕj) =∫
ϕa(r)ϕb(r)u

γ(|r − r′|)ϕi(r
′)ϕj(r

′)dr′dr.
(24)

In the equations above, we introduced the valence (occupied) i, j, ... and conduction (virtual)

a, b, ... energies and associated MOs from a ngH-DFT calculation. [35]

We track the response of the system to an electric field in the x -direction with spinor

composed of two dipole matrix elements

|χ⟩ =

χ+
ia

χ−
ia

 =

+⟨ϕa|x|ϕi⟩

−⟨ϕa|x|ϕi⟩

 =

f+
ia(t = 0)

f−
ia(t = 0).

 (25)

Application of the Casida matrix, denoted by H, is then

(Hf+)ia = (εa − εi)f
+
ia + ⟨ϕa|δvH |ϕi⟩

− ⟨ϕa|y+i ⟩ − ⟨ϕa|z−i ⟩,
(26)
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and for backward transitions,

(Hf−)ia = −(εa − εi)f
−
ia − ⟨ϕa|δvH |ϕi⟩

+ ⟨ϕa|y−i ⟩+ ⟨ϕa|z+i ⟩,
(27)

where fjb = ⟨ϕb|x|ϕj⟩, and we defined:

y±i (r) =
∑
jb

f±
jb(r)u

γ
ij(r) (28)

z±i (r) =
∑
jb

f±
jb(r)u

γ
ib(r), (29)

where action of uγ on orbital-pairs is written short-hand uγij(r) ≡
∫
uγ(|r−r′|)ϕi(r

′)ϕj(r
′)dr′.

The Hartree potential is δvH =
∫ δn(r′)

|r−r′|dr
′, and induced density

δn(r) = 4
∑
jb

(f+
jb + f−

jb)ϕj(r)ϕb(r). (30)

The iterative Chebyshev approach to obtain the frequency-resolved dipole-dipole corre-

lation function σ(ω) is straightforward.[40] The frequency-resolved absorption spectrum is

obtained via

σ(ω) ∝ ω⟨χ|δ(H− ω)|χ⟩, (31)

where the delta function is evaluated by first finding the Chebyshev residues:

R±
n = ⟨χ̃|Tn(H̃)|χ⟩, (32)

where Tn(H̃) is the n’th Chebyshev polynomial, H̃ is the scaled Hamiltonian defined within

the range [−1,+1], and

χ̃±
ia = ±χ±

ia. (33)

The optical absorption is then obtained from the correlation function as:

σ(ω) =

NCheby∑
n=0

cn(ω)Rn. (34)

For the Chebyshev coefficients cn(ω) we use simple smoothly-decaying weights. [40, 41]
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Compared with the TDA, our inclusion here in the off-diagonal matrix B and the negative-

frequency component f− (and therefore the addition of “detransitions” of negative fre-

quency) doubles the spectral range, leading to the doubling in the number of required

Chebyshev terms, which is typically 1000 now.

C. Deterministic/Fragmented-Stochastic calculation of long-range exchange

Computing the action of uγ(|r − r′|) on orbital pairs, i.e., the exchange of TDHF (time-

dependent Hartree Fock), becomes the dominant cost of our spectra calculation. To limit

the cost, we use here a mixed deterministic/fragmented-stochastic approach, as developed

in Ref. [35], and briefly overviewed below.

As uγ(r, r′) = uγ(|r − r′|), we exploit the convolution form of the integrals uγij(r) and

uγib(r):

uγij(r) = F−1
{
uγ(k)⟨k|ϕiϕj⟩

}
(35)

where F−1 denotes an inverse FFT. To reduce the effort in Eq. (35) the interaction uγ(k) is

split between long-wavelength, low-k components that are included deterministically, and the

remainder high-k terms represented through a sparse stochastic basis, which is of constant

size. To achieve this fragmentation of uγ(k), the following identity is introduced:

I =
∑
klow

|klow⟩⟨klow|+
∑
khigh

|khigh⟩⟨khigh|. (36)

In this basis, the Coulomb interaction is

uγ =
∑
klow

|klow⟩uγ(klow)⟨klow|

+
∑
khigh

√
uγ(khigh)|khigh⟩⟨khigh|

√
uγ(khigh).

(37)

Note that for simplicity we present for the case where all uγ(k) are positive; in practice some

elements can be negative due to the use of the Martyna-Tuckerman procedure [42] to avoid

grid-reflection effect, so our actual simulations use the general formulation, as detailed in

Ref. [35]. We introduce now a sparse stochastic basis α (with Nα members) for the khigh
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space:

α(khigh) = ±
√
Nkhigh

S
Aα(khigh) (38)

where Nkhigh is the number of high-k terms, S is the length of each fragment, while Aα

randomly projects onto a fragment of the khigh-space, i.e., is one within the length-S fragment

α, and vanishes outside. In theory, for the real-time segment of the paper, we could resample

the random projection in the stochastic basis at each time step to reduce the stochastic error.

However, in the linear-response regime, the high-k contribution is sufficiently small such that

the computational cost of resampling the stochastic basis at each time-step is not worth the

reduction in error it would give.

The high-k contribution of uγ uses then Nα states |ζ⟩, with components

⟨khigh|ζ⟩ =
√
uγ(khigh) α(khigh). (39)

The full auxiliary basis with Nξ = Nklow +Nα components is then defined as

|ξ⟩ = {
√
uγ(klow) |klow⟩} ⊕ {|ζ⟩}, (40)

and the interaction is finally a sum of separable terms

uγ =
∑
ξ

|ξ⟩⟨ξ|. (41)

III. RESULTS

With the TDGKS method, we benchmark on naphthalene and fullerene and then focus

our study on a set of molecular dye systems. A chlorophyll a monomer (Chla) and chlorophyll

hexamer reaction-center complex found at the center Photosystem II (RC-PSII) are studied.

The Chla model has a methyl acetate ligand in place of the phytyl chain, and we mention the

optimized coordinates for both dye systems are taken from Ref. [37]. For the Chla system,

we focus on the visible wavelength region Q absorption bands that are mostly represented

by the HOMO to LUMO transition. These excitations are characteristic of the magnesium-

center metalloporphyin ring, and depend on the direction of laser polarization. [43]

The linear-response calculation requires input from a prior ngH-DFT (neargap Hybrid
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TABLE I. HOMO-LUMO gaps for naphthalene, fullerene, chlorophyll a (Chla), and 476 atom

Photosystem II hexamer dye reaction center (RC-PSII). Also shown are number of grid-points, the

total number of occupied states, the maximum numbers valence and conduction states, and the

range-separation parameter for each system. All energies are in eV.

System Nx Ny Nz No Nmax
v Nmax

c

Optimal γ
(Bohr−1) LDA-DFT ngH-DFT

Naphthalene48 44 24 24 24 104 0.285 3.34 8.63
Fullerene 60 60 60 120 120 480 0.189 1.63 5.42
Chla 84 76 64 116 116 396 0.160 1.40 4.37

RC-PSII 120 148 128 660 200 400 0.120 1.23 3.82

System
Optical
gap Reference

Naphthalene 5.00 4.52
Fullerene 3.33 3.30
Chla 2.01, 2.20 1.99, 2.30

RC-PSII 2.20 1.95

TABLE II. Optical gaps (first peak in spectrum) of naphthalene, fullerene, Chla, and RC-PSII

using Nmax
v :Nmax

c states. Qy,Qx peaks are given for Chla. Comparison to available literature

values are included for dye systems. All energies in eV. Reference values for naphthalene and

fullerene are from LR-TDDFT calculations with NWChem software Ref. [44], Chla and RC-PSII

are values from Ref. [36, 37].

DFT) calculation. Table I provides necessary parameters for the ground-state calculations

of the four systems. The active-space, represented by Nv:Nc, denotes the number of near

Fermi-level valence and conduction bands that are explicitly included in both the hybrid

DFT calculation and subsequent TD calculation. The spectra obtained for the naphthalene,

Chla, and RC-PSII are through the frequency-resolved Chebyshev approach. The resolution

of the peaks correspond to a Gaussian broadening of 0.2 eV at half-width. The resolution

is fixed by setting the spectral width to number of Chebyshev terms, δH/NCheby, constant.

For fullerene, we used the real-time formalism to obtain the optical gap. In addition, we also

performed the same calculations on Chla and naphthalene to ensure that the two methods

match exactly. For all of the real-time simulations we used a time step of dt = 0.25 a.u. for

a total time steps of nt = 5000.

In Table II, the optical gaps of the naphthalene and fullerene systems are compared

with those calculated with the NWChem software package. All optical gaps using our

method correspond to the first peak in the absorption spectrum. The NWChem optical gaps

are obtained by selecting the lowest root excitation energy with non-zero dipole oscillator
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strength. The LR-TDDFT NWChem calculations use an aug-cc-pvdz Gaussian basis set

and BNL exchange-correlation functional. The same range-separation parameters presented

in Table I are used in the NWChem calculations. Good agreement is obtained between our

new method and the established software for these two hydrocarbon systems.

For naphthalene, fullerene, and RC-PSII we present an averaged spectrum, while for Chla

the peaks are specifically chosen from the x- and y- polarized spectra. Figures III and III

show convergence of the optical gaps of naphthalene and Chla with respect to the explicit

number of neargap states included in the spectral calculation.

The convergence of the naphthalene optical gap, Fig. 1, depends more heavily on the

inclusion of the virtual orbitals as opposed to the occupied orbitals. However for Chla,

Fig. 2, the convergence of the Qx and Qy peaks requires that all occupied states and a large

number of virtual states are included. For these two systems, we found the optical gap peaks

to be converged with the maximum number of conduction states provided in Table I, and a

larger conduction basis did not influence the optical gap peak position. In Fig. III, while

all occupied orbitals and a large number of conduction states are necessary for convergence

of the Qx and Qy peaks, the interband distance between the peaks is well-converged even

with the limited active-space of Nv = 20:Nc = 40. Fig. III shows the absorption spectrum

of RC-PSII as well as convergence of the optical gap. The optical gap of this much larger

system, in contrast with the smaller systems studied, more readily converges with a fraction

of valence-conduction states. Similarly, Fig. III shows that the optical gap of the fullerene

molecule (C60) is converged within an error 0.025 eV for the set of results ranging from

Nv = 120:Nc = 480 to Nv = 60:Nc = 120. The dipole signal for Nv = 120:Nc = 480 and

Nv = 60:Nc = 120 is presented in Fig. III and we see that the dipole signal for the smaller

subspace accurately captures the lower frequency oscillations even though the signals do not

match exactly.

With regards to stochastic error, we emphasize that stochastic vectors are only introduced

for computing part of the exchange interaction, and all other calculations involved are done

deterministically. The use of a sparse stochastic basis for the high-k component of the

exchange interaction, in both the preparation of the ground-state GKS orbitals and the

linear-response spectra calculation, introduces a very small stochastic error. The exchange

kernel takes the form vγ(k) ∝ exp(−k2/4γ2)/k2, which, for kcut = 1.8, 1.1, 0.9, 0.5 a.u. (in

order of increasing system size), and γ values provided in Table I, has very numerically
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24:54
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FIG. 1. Convergence of optical gap of naphthalene with respect to Nv:Nc. Casida approach used

(absorption cross-section in arbitrary units).
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σ(
ω
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116:198
58:396
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FIG. 2. Convergence of the Qx and Qy optical absorption bands (via Casida equation) of Chloro-

phyll a with respect to active space size Nv:Nc (Subscript x denotes laser polarization in x-direction,

y in y-direction, absorption cross-section in arbitrary units).

small elements for the high-k space. The chosen kcut values correspond to Nklow ≃ 5, 000

low-k elements. Each system uses Nα = 5, 000 sparse vectors for the high-k space. So

an overall auxiliary basis of Nξ ≃ 10, 000 is used, irrespective of system-size. We find the

stochastic error in our TDDFT calculations is at least an order of magnitude less than the

error associated with the choice of Nv and Nc. A more detailed breakdown of the stochastic

error is given in Ref. [35]
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0

1
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3
Nmax
v : 2Nmax

v

FIG. 3. Absorption spectra of RC-PSII with respect to active space size Nv:Nc. Shown is average

σ(ω) (in arbitrary units) of polarization’s in x, y, and z directions. The inset shows convergence

of optical gap with respect to Nv:Nc. Black curve in both figures detail largest active space used

Nv = 200:Nc = 400. Casida equation approach used for spectra.

IV. DISCUSSION

We have presented a GKS-TDDFT formalism for optical spectra that efficiently calculates

long-range exact exchange by a mixed deterministic/fragmented stochastic reciprocal-space

grid approach. Both real-time and frequency domain formulations have been investigated.

Traditionally, both real-time and frequency domain solutions to linear-response scale with

the number of molecular orbitals. In the frequency domain, the cost to diagonalize the full

LR-TDDFT matrix scales as N6, where N is the total number of molecular orbitals. Various

methods exist that extract only a specified number of poles in the spectrum and reduce the

scaling to ∼ (N4 − N5). [45] We use a Chebyshev expansion to iteratively solve for the

absorption spectra in frequency space. The real-time solution requires the propagation of

the orbitals in either the MO or AO basis. [15] Both of these methods require some method

to deal with the overlap matrix. In our real-time code, we have the added benefit of building
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FIG. 4. Absorption spectra of fullerene with respect to active space size Nv:Nc calculated using

RT-TDDFT (absorption cross-section in arbitrary units). WILL CHANGE TO REFLECT 3.3 eV

optical gap

the Hamiltonian in the same basis that we propagate, since our neargap basis is orthogonal.

With our method, we are able to converge the optical gap with a significantly reduced number

of occupied MOs. For the RC-PSII, Nv = 150 rather than the total No = 660 can be used,

and for fullerene from No = 120 to Nv = 60. The ratio of neargap basis functions relative to

the number of molecular orbitals in the fullerene and RC-PSII is significantly smaller when

compared to their smaller counterparts, naphthalene and Chla. As expected, the importance

of neargap basis functions decreases relative to the number of occupied electrons as system

size grows as the chemistry of interest becomes increasingly concentrated near the Fermi

energy.

The computational scaling of calculating the exchange matrix elements is reduced from

N4 scaling to ∼M2NvalNξ, where Nξ = Nklow+Nα and M is the full subspace,M = Nv+Nc.

[35] For our optical gap calculations we use a Nξ that is approximately constant, and the

scaling of Nv and M does not linearly increase with number of total molecular orbitals
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FIG. 5. Dipole signal comparison for fullerene using Nv = 120:Nc = 480 and Nv = 60:Nc = 120.

in the system. The combination of all of our techniques culminates in a method that is

particularly well suited to extract the optical properties for systems with a high number of

occupied electrons.

In our naphthalene and Chla simulations we find that more conduction states are needed,

compared to valence states, to converge the optical gap. In the case of missing occupied

electrons, the core correction to the exchange accounts for much the effect of the occupied

states not included in the valence subspace by shifts the peak positions with a rigid scissor

shift. There is no such equivalent formalism to address the effect of the missing high-lying

conduction states. In the future, we will attempt to improve the convergence with respect to

the conduction states by searching for a rotation on the conduction subspace that orders the

orbitals by increasing magnitude of the information contained in the optical gap transition.

The convergence with respect to the selected active-space will be significantly improved

when extending this code to the GW -BSE method because the screened Coulomb interac-

tion is much weaker than the exchange interaction in the current TDGKS formalism. The
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inclusion of exact exchange in this method allows a better description of charge-transfer

excitations, however one needs explicit inclusion of the electron-hole attractive interaction

for a more accurate absorption spectrum. The method is easily extendable to our frequency-

resolved BSE code with the screened Coulomb interaction replacing the long-RSH in the ex-

change term. Our recent formulation of the stochastic BSE exactly splits the static screened

Coulomb interaction W (r, r′) to a fitted exchange interaction and a small difference that is

sampled stochastically.[40] This makes the bulk of computational effort calculating convo-

lutions, which we have substantially improved the efficiency of in the present work.

In LR-TDDFT, as well as BSE calculations, frequency-domain calculations often employ

the Tamm-Dancoff approximation (TDA).[46] Two key reasons being the unfavorable com-

putational cost of the full non-Hermitian eigenvalue problem as well as the fact that mixing

of upward and downward vertical transitions often makes minor changes in the final spectra

and excitation energies. However, the TDA in BSE breaks down for carbon nanotubes, π

conjugated systems, and other low-dimensional materials. [47, 48] Using our current meth-

ods to go beyond the TDA in BSE calculations will give absorption spectra that in addition

to electron-hole interaction include resonant-antiresonant coupling.

In addition to the extension of this LR-TDDFT code to the BSE, we detail future devel-

opments/extensions of the presented method.

Fragmented stochastic exchange can be formulated within an orthogonal-projector aug-

mented waves (OPAW) framework. This would extend our recent LDA-OPAW-TDDFT to

hybrid functionals with long-range exact exchange. [49] OPAW enables use of coarser grids

and a lower kinetic-energy cutoff compared to norm-conserving pseudopotentials, which will

unlock even larger system-size calculations.

Another pursuit for the fragmented-stochastic GKS-TDDFT approach will be the possi-

bility for excited state nuclear gradients. Previous work computing ionic forces in TDDFT

were limited to LDA functionals, and the presented method significantly reduces the cost of

exchange making long-RSH functionals more accessible. [50] We also mention recent work

done with local hybrids.[51].

Going beyond the linear-response regime, the real-time code is particularly suited for

simulating strong field phenomena such as strong field ionization and high harmonic gener-

ation. Even though most practical calculations are often done on small systems, the system

of interest is still large due to the large grid space required to resolve the electron density
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when it is far from equilibrium. We expect to see a different pattern of behavior in con-

verging both the Nv ⊕ Nc subspace as well as the parameters in splitting the long-range

Coulomb interaction. We are also interested to see the performance of this code to calculate

the hyperpolarizability of molecules.
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