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Much of graph drawing is based on drawing graphs as node-link diagrams, in which vertices are represented by points and edges are drawn as lines between the points. We first investigate a newly developed metric for measuring the quality of such a diagram called ply number, which is inspired by studying road networks. We then consider contact representations, in which vertices are represented by geometric shapes and edges exist as intersections along the boundaries of these shapes. Lastly, we conduct experiments in the use of graph drawing in visualizing the structure of computer programs.

The ply number of a node-link drawing is defined as follows. For each vertex $v$, which is associated with a point in the plane, a disk is drawn centered on $v$ with a radius of $\alpha$ times the length of the longest edge incident to $v$. The ply number is the maximum number of disks that overlap at a single point. We identify values of $\alpha$ for which a bounded-degree tree can be drawn with no two ply disks overlapping. We also show that for the customary value of $\alpha=1/2$, all trees can be drawn with logarithmic ply number, with an area that is polynomial for bounded-degree trees. Lastly, we give a lower bound for the ply number of drawings of a specific class of 2-trees.

We then study proper square-contact representations of planar graphs, in which any two squares are either disjoint or share infinitely many points along their boundary. We charac-
terize the partial 2-trees and the triconnected cycle-trees allowing for such representations. We also study square-contact representations of general triconnected simply-nested graphs with respect to their outerplanarity index.

Finally, we describe a graph visualization tool for visualizing Java bytecode. Our tool, which we call J-Viz, visualizes connected directed graphs according to a canonical node ordering, which we call the sibling-first recursive (SFR) numbering. We show through several case studies that the canonical drawing paradigm used in J-Viz is effective for identifying potential security vulnerabilities and repeated use of the same code in Java applications.
Chapter 1

Introduction

In this dissertation, we consider the problem of drawing graphs algorithmically. Graphs are a mathematical abstraction for representing information by a set of objects and a binary relation on those objects. Since first being used by Euler to study the bridges of Königsberg (Figure 1.1), graphs have become an extremely useful way to represent information. For example, a graph could represent a social network, in which the objects are people, and the binary relation is friendship between pairs of people. Alternatively, a graph could be used to represent a road network, in which the objects are intersections, and the elements of the relation correspond to roads that connect the intersections.

Formally, an undirected graph $G$ consists of a set $V$ of vertices, and a set $E$ of edges, each edge being an unordered pair of vertices in $V$. (In constrast, for directed graphs, the edges are ordered pairs.) In graph drawing, we try to display a graph visually so that its structure can be clearly seen. The most common style of graph drawing is the node-link diagram, in which each vertex is represented by a point, and each edge by a line between the points corresponding to the vertices that it connects.
1.1 Graph drawing metrics

After defining the style in which we will present a graph drawing, it is natural to consider metrics for judging the quality of the drawing. Since the end goal is to produce drawings that people will understand and appreciate, graph drawing necessarily requires a choice of aesthetic criteria. We would then like to find algorithms to construct drawings that optimize these criteria.

Many criteria have been identified as aesthetically pleasing and useful for understanding graphs. For node-link diagrams, these include minimizing the number of crossings between edges and minimizing the number of bends in the edges [52]. But these metrics were only tested for graphs with a few dozen vertices. For large graphs, a more common approach is to try to minimize the stress of a drawing [29,35,44], which measures whether the distance between each pair of nodes is close to the desired distance.

In Chapter 2, we explore a new metric for assessing straight-line node-link diagrams. This work follows the paradigm of drawing graphs to mimic the properties of road networks [28, 50,51]. This new metric has been found to be well-satisfied by road networks [22]. It requires the vertices in our drawing to be well-separated at multiple scales, and encourages the edges adjacent to each vertex to have similar lengths. It also is closely related to stress, as several
algorithms that are designed to minimize stress also tend to produce drawings with low ply
number [15].

For our results, we extend the study of which classes of graphs can be drawn with low ply
number. In particular, we give two different drawing algorithms that provide upper bounds
on the ply number of trees, and give a new lower bound on the ply number of 2-trees.

1.2 Contact representations

Instead of node-link diagrams, we can also represent vertices as simple closed geometric
shapes, and represent edges by intersections between the shapes. In some variants the
interiors of the nodes are allowed to intersect, but we will study the simpler case in which
intersections are only allowed along the boundaries. Such a drawing is called a contact
representation (see Figure 1.2). Ideally, a contact representation for a graph represents its
information in a similar fashion to how a world map gives insight into relationships between
countries.

Contact representations have been widely studied for many different shapes. For example,
the famous Koebe–Andreev–Thurston theorem [59] states that a graph has a contact repre-
sentation using circles if and only if it is planar (i.e., can be drawn in the plane without cross-
ings). A far-reaching extension of this known as Schramm’s monster packing theorem [55]
shows that planar graphs have contact representations using translations and scalings of
any smooth convex body. However, for non-smooth shapes, this algorithm may produce
degeneracies, in which some of the shapes are collapsed to a single point.

Contact representations have also been studied for unit circles [8, 36], line segments [41],
circular arcs [1], triangles [32], L-shaped polylines [11], and cubes [25]. However, little is
known about contact representations using axis-aligned squares.
In Chapter 3, we study proper square contact representations, in which adjacent axis-aligned squares must intersect along one of their sides, rather than just at a single point. A graph with a contact representation in this model must be planar, and must have a planar embedding in which there are no triangles that contain other vertices. We show two new families of graphs for which these conditions are sufficient, the partial 2-trees and the cycle trees. However, we also show that for general planar graphs these two conditions are not sufficient, even if we allow improper contact representations.

1.3 Software visualization

Finally, we study a specific application of graph drawing, in which we would like to interactively display the structure of a software program to allow an analyst to identify potential security vulnerabilities for algorithmic complexity attacks. The simplest way to create a graph that represents all of the program’s execution paths is to create one vertex for each instruction, and add an edge from each instruction to all of the instructions that could be executed immediately after it. This graph is sound, since every execution path of the program has a corresponding path in the graph. But it is not precise, since there may be many paths in the graph that are not actually feasible for the program. Therefore, we can modify
our abstraction to use Shiver’s $k$-CFA framework [57]. This framework is always sound, and allows us to make our static analysis more precise at the cost of potentially increasing the size of the graph.

There are also many previous systems that apply graph visualization to source code, such as for showing call graphs [17] or automatically generating documentation [61]. However, we believe that our system, which we have titled J-Viz, has several advantages. First, it analyzes code at a greater level of detail, since it parses individual instructions rather than just the call graph. Second, it allows an analyst to interact with the graph by expanding regions of interest, which surveys have found is one of the most requested features for source code visualization [6]. At the same time, our layout is chosen so that these sections that are expanded or collapsed do not affect the layout for the rest of the graph. This allows the analyst to preserve their mental map of the code, which user studies have shown to be very important [53]. Third, it uses a layout that is simple and scalable, based around finding a spanning tree of the graph. This spanning tree is selected using a hybrid between breadth-first and depth-first search that we call sibling-first recursive, which we have found to more closely match our intuitive expectations as programmers. Lastly, we use heuristics to estimate which sections of the code will have the longest runtime, and highlight these sections for the analyst.
Chapter 2

Low Ply Drawings of Trees and 2-Trees *

2.1 Introduction

A useful paradigm for drawing graphs involves visualizing them as maps or road networks, allowing a visualizer to “zoom” in and out of the graph based on known techniques that apply to maps. For example, Gansner et al. [28] describe a GMap system for visualizing clusters in graphs as countries with nearby clusters drawn as neighboring countries. In addition, Nachmanson et al. [50,51] describe a GraphMaps system for visualizing graphs as embedded road networks, so as to leverage the drawing and zooming capabilities of a roadmap viewer to explore the graph. Thus, a natural question arises as to which graphs are amenable to being drawn as road networks.

To answer this question, we formulate a precise definition of what we mean by a graph that could be drawn as a road network. One might at first suggest that graph planarity would be a good choice for such a formalism. But the class of planar graphs includes several graph instances that are difficult to visualize as road networks, such as the so-called “nested

* Portions of this chapter are included from [33].
triangles” graph (e.g., see [20,27,31]). In addition, as shown by Eppstein and Goodrich [22], the class of planar graphs is not general enough to include all real-world road networks, as road networks are often not planar. For example, the California highway system alone has over 6,000 crossings. Instead of using planarity, then, Eppstein and Goodrich [22] introduce the concept of the *ply number* of an embedded graph, and they demonstrate experimentally that real-world road networks tend to have small ply. Intuitively, the ply concept tries to capture how road networks have features that are well-separated at multiple scales. The formal definition of the ply number of a graph is derived from the definition of ply for a set of disks (which captures the depth of coverage for such a set of disks) [48]; hence, the ply number of an embedded graph is defined in terms of the ply of a set of disks defined with respect to this embedding.

Let us therefore formally define the *ply number* of an embedded geometric graph. Let $\Gamma$ be a straight-line drawing of a graph $G$. For every vertex $v \in G$, let $C_v^\alpha$ be the open disk centered at $v$ and whose radius $r_v^\alpha$ is $\alpha$ times the length of the longest edge incident to $v$. The set of ply disks containing a point $q$ is then $S_q^\alpha = \{C_v^\alpha \mid \|v - q\| < r_v^\alpha\}$. The $\alpha$-ply number of this drawing is defined as

$$\text{pn}(\Gamma) = \max_{q \in \mathbb{R}^2} \|S_q^\alpha\|.$$  

Usually, $\alpha$ is chosen in the range $(0, 0.5]$. In this range, a graph with two vertices and a single edge connecting them has ply number 1, because the ply disks for the two vertices will not overlap.

There are two natural optimization problems for the ply number when constructing a drawing of a given graph. One is to fix a constant ply number, and try to find a drawing that maximizes the value of $\alpha$. The other is to fix a value for $\alpha$, typically $1/2$, and try to find a drawing that minimizes the ply number. In this chapter, we provide new results for both of these cases.
The edge lengths decrease by a factor of 2 at each level.

2.1.1 Previous related work

As an empirical justification of the use of ply numbers, De Luca et al.’s experimental study [15] found that some force-directed algorithms, including Kamada-Kawai [44], stress majorization [29], and the fast multipole method [35] all tend to produce drawings with low ply number. Their experiments also suggest that even trees with at most three children per node can have unbounded ply number when $\alpha = 1/2$. 

The problem of drawing graphs with ply number equal to 1 is related to that of constructing circle-contact representations. A circle-contact representation for a graph is a collection of interior-disjoint circles, in which each circle represents a single vertex, and two vertices are adjacent if and only if their circles are tangent to one another [39,40]. Di Giacomo et al. [18] show that graphs with ply number 1 are equivalent to graphs with weak unit disk contact representations, which are known to be NP-hard to recognize [9]. They also show that binary trees have drawings with ply number 2 when $\alpha = 1/2$, or with ply number 1 when $\alpha \leq 1/3$. Their drawing is reproduced in Figure 2.1.
Angelini et al. [5] relax our definition of ply number to define the vertex-ply of a drawing, which is the maximum number of intersecting disks at any vertex of the drawing. Graphs with vertex-ply number 1 can then be interpreted as a new variant of proximity drawings.

In an earlier paper, Angelini et al. [4] show that 10-ary trees have unbounded ply number. Furthermore, they prove that 5-ary trees can be drawn with logarithmic ply number and polynomial area. The ply number of drawings of trees with between three and nine children per node remains an interesting and surprisingly daunting open problem.

2.1.2 Our results

In this chapter, we study a number of related problems concerning low-ply drawings of bounded-degree trees. We first answer an open question proposed by Di Giacomo et al. [18], which asks whether all trees with maximum degree $\Delta$ have 1-ply drawings for a sufficiently small $\alpha$. We show in Section 2 that a simple fractal drawing pattern can achieve this when $\alpha = O(1/\Delta)$.

In Section 3, we show that all trees (not just 5-ary trees) can be drawn with logarithmic ply number, for $\alpha = 1/2$. Furthermore, the area is polynomial for trees with bounded degree. These results depend on some careful arguments about geometric configurations and fractal-like geometric constructions, as well as yet another use of the heavy-path decomposition technique of Sleator and Tarjan [58].

It is then natural to consider whether any planar graph classes larger than trees can be drawn with logarithmic ply number. In Section 4, we show that this is not the case for 2-trees, by constructing a family of 2-trees that require a ply number of $\Omega(\sqrt{n/\log n})$ for any fixed $\alpha > 0$. Previous lower bounds have only applied for planar drawings, while non-planar drawings are known to sometimes have better ply number.
2.2 1-ply Drawings

In this section, we fix our drawings to have ply number 1, and provide conditions on \( \alpha \) such that we can construct drawings of trees of any bounded degree. At a high level, our drawings are constructed as follows. For a tree with maximum degree \( \Delta \), we divide the area around each parent vertex radially into \( \Delta \) equal wedges, so that all of the angles are \( 2\pi/\Delta \). Then we assign each subtree to a different wedge, and draw it within that wedge. The distance from each node to its children is chosen to be a constant fraction \( f \) of its distance from its own parent. When \( \Delta = 3 \), this produces the drawing shown in Figure 2.1. Note that for a non-root vertex, one of the wedges will contain the edge from the parent vertex, and will not contain a subtree.

This produces a drawing that is highly symmetric, in a fashion that would produce a fractal if continued in the limit.\(^1\) Thus, any bounded-degree tree is a subtree of this infinite tree; hence, this drawing algorithm can produce a drawing of any bounded-degree tree. Filling in the details of this construction requires setting the values of two parameters: \( f \), the ratio between outgoing and incoming edge lengths; and \( \alpha \), the ratio between the radius of a ply disk for a vertex and the length of its longest incident edge. We provide constraints for the following three cases, which taken together ensure that there are no overlaps, so that the ply number of our drawings is 1. We then maximize \( \alpha \) such that all of these constraints are satisfied.

1. Ply disks for adjacent vertices must not overlap.

2. Ply disks for vertices in separate subtrees must not overlap.

3. A ply disk for a vertex must never overlap a ply disk for one of its descendants.

\(^1\)See Falconer [24] for further reading about fractal geometry.
Figure 2.2: Our edges decrease by a factor of $f$ at each level, and the ply disks have radius $\alpha$ times the length of the incoming edge.

It is easily verified that these three conditions are necessary and sufficient for a tree to have a 1-ply drawing.

**2.2.1 Condition 1: Separate adjacent vertices**

Except for the root vertex, which has no incoming edge, we proportion the lengths of the edges for each vertex as shown in Figure 2.2.

That is, taking the length of the reference edge $uv$ as 1 (illustrated in Figure 2.2 going from parent to child in a left-to-right orientation), then, based on our definition of the $\alpha$-ply number, the radius of the larger circle is $\alpha/f$, the radius of the smaller circle is $\alpha$, and their distance is 1. Thus, we have our first condition relating $\alpha$ and $f$.

\[
\frac{\alpha}{f} + \alpha \leq 1 \tag{2.1}
\]

\[
\alpha \leq \frac{f}{1 + f} \tag{2.2}
\]
2.2.2 Condition 2: Separate subtrees with the same root

We require that the ply disks for any subtree all be contained within a wedge of angle $\theta = \frac{2\pi}{\Delta}$ around its parent vertex, where $\Delta$ is the degree. Since our wedges for each subtree are disjoint, this ensures that the ply disks for two adjacent subtrees cannot overlap.

As illustrated in Figure 2.3, the distance from a child vertex to the boundary of its containing wedge is $d = \sin \left( \frac{\pi}{\Delta} \right)$. Note also that the lengths of edges along a path in this subtree form a geometric sequence with ratio $f$. So the maximum distance from a child vertex to any vertex in its subtree is $\sum_{i=1}^{\infty} f^i = \frac{f}{1-f}$.

Therefore, to confine each subtree within its wedge, we must set

$$\frac{f}{1-f} \leq \sin \left( \frac{\pi}{\Delta} \right).$$

Solving for $f$, we get

$$f \leq \frac{\sin \left( \frac{\pi}{\Delta} \right)}{1 + \sin \left( \frac{\pi}{\Delta} \right)}. \quad (2.3)$$
2.2.3 Condition 3: Separate each vertex from its descendants

Our last condition is that the ply disk for a vertex cannot overlap any of its descendants. The closest descendants will be those in the wedges on either side of the edge between their parent and grandparent, which are at an angle of $\frac{2\pi}{\Delta}$ from their parent, as in Figure 2.4.

Once again we normalize $(u, v)$, as having length 1. We then perform a rigid transformation that takes the grandparent, $u$, to the origin so that the edge $(u, v)$ is along the $x$-axis, $u$’s closest grandchild, which we call $w$, is located at the point $(1 - f \cos \left( \frac{2\pi}{\Delta} \right), f \sin \left( \frac{2\pi}{\Delta} \right))$. We require that the distance from $w$ to its descendants be no greater than the distance from $w$ to the boundary of the ply disk for $u$. Recall that our wedge angle $\theta = \frac{2\pi}{\Delta}$. We apply the following constraint:

$$\sqrt{(1 - f \cos \theta)^2 + (f \sin \theta)^2} \geq \frac{\alpha}{f} + \sum_{i=2}^{\infty} f^i$$

After simplifying and solving for $\alpha$, our condition is

$$\alpha \leq f \sqrt{1 - 2f \cos \theta + f^2} - \frac{f^3}{1 - f}$$
Let us now compare our three conditions. We see that equation 2 gives us an upper bound for \( f \), while equations 1 and 3 give us upper bounds for \( \alpha \) that both increase as \( f \) gets larger. So to maximize \( \alpha \), we let \( f \) be equal to its upper bound. This gives us the following theorem.

**Theorem 2.1.** Let \( T \) be a tree with maximum degree \( \Delta \), and let

\[
f = \frac{\sin \left( \frac{\pi \Delta}{1 + \sin \left( \frac{\pi \Delta}{\Delta} \right)} \right)}{1 + \sin \left( \frac{\pi \Delta}{\Delta} \right)}.
\]

\( T \) has a 1-ply drawing if

\[
\alpha \leq \min \left( \frac{f}{1 + f}, \ f \sqrt{1 - 2f \cos(2\pi/\Delta)} + f^2 - \frac{f^3}{1 - f} \right).
\]

**Corollary 2.1.** A tree with maximum degree \( \Delta \) has a 1 ply drawing when \( \alpha = \Theta(1/\Delta) \).

**Proof.** First, recall that we defined:

\[
f = \frac{\sin \left( \frac{\pi \Delta}{1 + \sin \left( \frac{\pi \Delta}{\Delta} \right)} \right)}{1 + \sin \left( \frac{\pi \Delta}{\Delta} \right)}.
\]

Now we will consider the limiting value of \( \Delta \cdot f \).

\[
\lim_{\Delta \to \infty} \Delta \cdot f = \lim_{\Delta \to \infty} \frac{\Delta \sin(\pi/\Delta)}{1 + \sin(\pi/\Delta)} = \pi
\]

Therefore, \( f = \Theta(1/\Delta) \). So as \( \Delta \to \infty, f \to 0 \).

Secondly, recall that in our theorem we showed:

\[
\alpha \leq \min \left( \frac{f}{1 + f}, \ f \sqrt{1 - 2f \cos(2\pi/\Delta)} + f^2 - \frac{f^3}{1 - f} \right)
\]
Suppose that we use the first condition, \( \alpha = f/(1 + f) \). Then \( \alpha/f = 1/(1 + f) \). So \( \lim_{f \to 0} \alpha/f = 1 \).

Then suppose that we use the second condition:

\[
\alpha = f \sqrt{1 - 2f \cos(2\pi/\Delta) + f^2} - \frac{f^3}{1 - f}
\]

Again, \( \lim_{f \to 0} \alpha/f = 1 \), so \( \alpha = \Theta(f) = \Theta(1/\Delta) \).

Note, however, that some of our conditions are not tight. For condition 2, we assumed that the branches of our subtrees would approach the sides of their wedge directly. But when the degree of our tree is 4, the angle between two subtrees is 90°. Therefore, every edge in our tree is either horizontal or vertical, so we can measure the distance to the boundary of the wedge using Manhattan distance instead of Euclidean distance. (See Figure 2.5.)

So for a tree with degree 4, we replace condition 2 with the following equation:

\[
\sum_{i=1}^{\infty} f^i \leq 1
\]

This implies \( f = 1/2 \), and our other conditions imply \( \alpha = 1/3 \). In this case, our bound is tight. (See Figure 2.6.)

### 2.3 Polynomial area, logarithmic ply number

In this section, we prove the following theorem.

**Theorem 2.2.** For \( \alpha = 0.5 \), a tree with maximum degree \( \Delta \) can be drawn with ply number \( O(\log n) \) in area \( n^{O(\Delta)} \).
Figure 2.5: An improved bound for Condition 2. The Manhattan distance is sufficient to confine subtrees within a wedge when all edges are either horizontal or vertical.

Figure 2.6: A 1-ply drawing of a tree with maximum degree four, for which $f = 1/2$, $\alpha = 1/3$. 
Note that for a bounded-degree tree, $\Delta$ is a constant, so our area is polynomial in $n$. We first give a simple fractal layering algorithm that proves our theorem for balanced trees. Then we extend it to all trees by using a heavy path decomposition. A similar approach was used by Angelini et. al. [4] for drawing trees up to maximum degree six, but we add our layering technique to make their algorithm work for all trees.

### 2.3.1 Radially layered drawings

We begin with a simple algorithm for drawing trees by layering their children. For each vertex, we choose a sequence of distances $d_i$ for the layers, such that vertices in adjacent layers have disjoint ply disks.

**Lemma 2.1.** Suppose that $r$ is the root of a star graph. Let $v_1, v_2$ be children at distances $d_1, d_2$, respectively. If $d_2 \geq 3d_1$, then the ply disks for $v_1$ and $v_2$ are disjoint.

**Proof.** The distance to $v_1$ is $d_1$, so since $\alpha = 0.5$, its ply disk will have radius $0.5d_1$, and will be contained within an open disk of radius $1.5d_1$ centered at $r$. The distance to $v_2$ is $d_2$, so its ply disk will have radius $0.5d_2$. Its closest approach to $r$ will be at distance $0.5d_2 \geq 1.5d_1$. Thus, the ply disks for $v_1$ and $v_2$ are disjoint. (See Figure 2.7.)

Next, note that we can put up to six vertices in each layer without overlaps. So for a tree with degree $\Delta$, we need $\lceil \Delta/6 \rceil$ layers. We pick any desired size for the initial layer around our root, then draw the subtrees for each child vertex recursively within their own ply disks. Therefore, the size of the smallest layer must shrink by a factor of $3^{\lceil \Delta/6 \rceil}$ each time we add a level to our tree.

Since our tree is balanced, its total height is $O(\log n)$. Thus the ratio of the longest to the smallest edge is $3^{O(\Delta \log n)} = n^{O(\Delta)}$. The area will then also be $n^{O(\Delta)}$, for a larger constant.
Figure 2.7: If each layer in a tree drawing is at least three times as far as the previous layer, the ply disks for the layers will not overlap. In this figure, $d_1 = 2r$ and $d_2 = 6r$, so our condition holds.

This completes our proof for balanced trees. Figure 2.8 provides an example drawing of such a tree with degree 18 using three layers.

### 2.3.2 Heavy path decomposition

When our trees are not balanced, we will use the heavy path decomposition [58] to still produce drawings with logarithmic ply number. This decomposition partitions the vertices in our tree into paths that each end at a leaf. To choose the first path, we begin at the root. Then from its child subtrees, we choose the largest one and add its root to our path. We continue downward until we reach a leaf.

We next remove the vertices on this path from our tree, creating a new set of subtrees, and repeat the same process for each subtree. That is, the root vertex for each of these subtrees will become the starting point for a new path constructed by the same process. We recurse until every vertex in our tree is assigned to some path. The subtrees that are rooted at a child of a vertex $v$ and whose root is not on the same path as $v$ are are said to be *anchored* at $v$. The path containing the root of each of those subtrees is also said to be anchored at $v$. 
The set of paths constructed by this process now itself forms a new tree (see Figure 2.9), in which the path $P_i$ is a parent of $P_j$ if one of the vertices in $P_i$ is an anchor for $P_j$. We will show that the ply number of our drawings is proportional to the height of this decomposition tree, which is known to be $O(\log n)$.

Now we describe how to draw each path in the decomposition tree. First, we define a 2-drawing of a path $P = (v_1, \ldots, v_m)$ as a straight-line drawing of $P$ along a single segment that satisfies the following properties.

- All of the vertices appear in the line segment in the same order as they appear in $P$.
- For each $i = 2, \ldots, m - 1$ we have $\frac{l(v_{i-1}, v_i)}{2} \leq l(v_i, v_{i+1}) \leq 2l(v_{i-1}, v_i)$.

**Lemma 2.2.** A 2-drawing of a path has ply number at most 2.

*Proof.* See Lemma 5 in Angelini et al. [4].
Now suppose that we have a path $P = (v_1, v_2, \ldots, v_k)$ in our heavy path decomposition, and let $P$ be anchored at vertex $v$, so that $v$ is the parent of $v_1$. Let $n$ be the total size of the subtrees anchored at $v$, and let $n_i$ be the total size of the subtrees anchored at $v_i$ (Figure 2.10). Lastly, we denote the length of the edge $(v, w)$ as $l(v, w)$.

Intuitively, we want to draw each path so that more space is available for vertices that have larger subtrees. At the same time, we want to ensure that the lengths of the two edges for a vertex are within a factor of two, so that our path is a 2-drawing. This can be achieved using the following algorithm DRAWPATH.

To draw the path $P$, we first set $l(v, v_1) = n_1$ and $l(v_i, v_{i+1}) = n_i + n_{i+1}$, for each $i = 1, \ldots, k - 1$. Next we visit the edges of our path in decreasing order of length. When an edge $(v_i, v_{i+1})$ is visited, we make sure that both of its neighboring edges are at least half as long. That is, we set:
Figure 2.11: Three vertices along a path in our decomposition, along with their drawing disks (not the ply disks). For the center vertex $v_i$, we show three paths in different layers around it, which would be drawn recursively.

\[ l(v_{i-1}, v_i) = \max \{ \frac{l(v_{i-1}, v_{i+1})}{2}, l(v_{i-1}, v_i) \} \]

\[ l(v_{i+1}, v_{i+2}) = \max \{ \frac{l(v_{i+1}, v_{i+3})}{2}, l(v_{i+1}, v_{i+2}) \} \]

**Lemma 2.3.** The algorithm DrawPath constructs a 2-drawing $\Gamma$ of $P$ such that $l(v, v_1) \geq n_1$, $l(v_i, v_{i+1}) \geq n_i + n_{i+1}$, and for each $i = 1, \ldots, m - 1$, and $l(P) \leq 6n$.

**Proof.** See Lemma 6 in Angelini et al. [4].

We now perform a bottom-up construction of our tree, drawing each path using the DrawPath algorithm. Once all of the paths anchored at vertices in $P$ have been drawn, we construct a drawing of $P$ with each path in a separate layer (Figure 2.11). This translation may increase the ply radius of the first vertex in each of these paths, so the ply number of the drawing for each path may increase from 2 to 3.

We now prove the following properties of this drawing.

**Lemma 2.4.** For each vertex $v$ we can associate a drawing disk $D_v$ (which is distinct from the ply disk for $v$) that satisfies the following properties.

1. If $v, w$ are two distinct vertices on the same path, then their disks $D_v, D_w$ are disjoint.
2. The ply disks for the subtrees anchored at \( v \) are all contained within \( D_v \), and are within disjoint layers.

3. Each path is scaled by a factor of \( O(3^\Delta) \) larger than the paths that are anchored at its vertices.

Proof. We prove each part of our lemma as follows.

1. Suppose that our heavy path decomposition tree has a total height of \( H \), and the path \( P \) is at height \( h \). Then we use the DrawPath algorithm to construct a drawing of \( P \). We set the drawing disk for a vertex \( v_i \) in \( P \) to have radius \( n_i \), that is, the size of the subtrees anchored at \( v_i \). Since the length of the edge \( (v_i, v_{i+1}) \) is at least \( n_i + n_{i+1} \) (by Lemma 2.3), the drawing disks for any two adjacent vertices in our path will not overlap.

2. Next we scale the drawing of \( P \) by \( 3^{\Delta(H-h)} \). Note that each path anchored at a vertex in \( P \) is scaled by \( 3^{\Delta(H-(h+1))} \), so the difference in the scaling factor is \( 3^\Delta \). We show that at least \( \Delta - 1 \) paths can be anchored in different layers around each vertex \( v \) in \( P \).

From Lemma 2.3, we know that each path anchored at \( v \) has an unscaled length of at most \( 6n \), where \( n \) is the total size of the subtrees anchored at \( v \). We also know by Lemma 2.1 that the ply disks for vertices in two different paths will not overlap if their distance from \( v \) differs by at least a factor of three.

So we will draw the \( j \)th path anchored at \( v_i \) is drawn between \( x_j \) and \( x_{j+1} \), where \( x_j \) satisfies the following recurrence:

\[
\begin{align*}
x_1 &= 6n_i \\
x_j &= 3x_{j-1} + 6n_i
\end{align*}
\]
Solving the recurrence, we find that \( x_j = 3n_i(3^j - 1) \). Since we have at most \( \Delta - 1 \) layers, the largest layer will have an outer radius less than \( 3^\Delta n_i \). Since the unscaled drawing disk for \( v_i \) had a radius of \( n_i \), a relative scaling factor of \( 3^\Delta \) is sufficient to fit the paths that are anchored at it.

3. Since our heavy path decomposition has height \( O(\log n) \), the largest path will be scaled by a factor of \( 3^{O(\Delta \log n)} \) from its original length of \( O(n) \). So the diameter of our drawing is \( 3^{O(\Delta \log n)} n \), which simplifies to \( n^{O(\Delta)} \). The total area is then also \( n^{O(\Delta)} \), for a larger constant.

Together these properties imply that the ply disks for a path can only overlap with ply disks for their ancestor paths in the heavy path decomposition tree. Therefore, since each path is drawn with ply number at most 3, the total ply number is at most \( 3(h + 1) \), where \( h \) is the height of the heavy path decomposition tree. Since \( h = O(\log n) \), the ply number is \( O(\log n) \).

Lastly, if \( \Delta \) is a constant, then the total scaling for our largest disk is \( 3^{O(\Delta \log n)} \), which simplifies to \( n^{O(\Delta)} \). This completes our proof of Theorem 2.2.

### 2.4 Lower bound for 2-trees

Since all trees can be drawn with \( O(\log n) \) ply number, it is natural to consider larger planar graph classes. We show that a 2-tree can require at least \( \Omega(\sqrt{n/\log n}) \) ply, for any fixed \( \alpha \).

First, let us inductively define a 2-tree. As a base case, the graph consisting of two vertices connected by an edge is a 2-tree. Then suppose \( G = (V, E) \) is a 2-tree, where \( V \) is the set of
vertices \( \{v_1, \ldots, v_n\} \), and \( E \) is the set of edges. Select an edge \( \{v_i, v_j\} \in E \). Then construct \( G' = (V', E') \), where \( V' = V \cup \{v_{n+1}\} \), and \( E' = E \cup \{(v_i, v_{n+1}), (v_j, v_{n+1})\} \). We define \( G' \) to also be a 2-tree. Informally, we have constructed \( G' \) by taking an edge of \( G \) and adding a new vertex connected to both endpoints.

We know that a star can be drawn with ply number 2 when the distance to successive vertices increases exponentially [4]. A tree can be drawn with \( O(\log n) \) ply number when the distances from parents to their children decrease exponentially as we move down the tree. Intuitively, combining these two graphs produces a graph that requires large ply, since it is impossible to satisfy both conditions simultaneously.

Accordingly, we begin with \( m \) disjoint complete binary trees of height \( h \), which we label \( T_i \), \( 1 \leq i \leq m \), where \( m \) and \( h \) will be determined later. Then we add one vertex \( v \) connected to every vertex in each tree. Note this graph can be constructed as a subgraph of a 2-tree. A full 2-tree would have additional edges, but we can ignore these for our lower bound since they could only increase the ply number.

Now we have two possible types of drawings for our graph. In one case, every tree has some vertex whose ply disk contains \( v \). Therefore, the ply number of our graph is at least \( m \), since there are at least \( m \) ply disks that all contain \( v \). In the second case, there is some tree \( T_i \) for which none of the ply disks for its vertices contain \( v \). To analyze this case, we make use of the following lemma.

**Lemma 2.5.** If two adjacent vertices \( w_1 \) and \( w_2 \) satisfy \( d(v, w_1) > (1 + 1/\alpha)d(v, w_2) \), then the ply disk for \( w_2 \) contains \( v \).

**Proof.** Suppose that \( d(v, w_2) = r \), so that \( d(v, w_1) > (1 + 1/\alpha)r \). By the triangle inequality, \( d(w_1, w_2) > r/\alpha \). Then the ply radius for \( w_1 \) is at least \( \alpha d(w_1, w_2) > r \). Therefore, the ply disk for \( w_1 \) contains \( v \). (See Figure 2.12.)
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Assume without loss of generality that the distance from \( v \) to the root of \( T_i \) is 1, and let \( c = 1 + 1/\alpha \). We can then show by induction that if no ply disk in \( T_i \) contains \( v \), then the nodes at the \( j \)th level of our tree are at distance at most \( c^j \) from \( v \), and at least \( c^{-j} \).

Now partition our drawing into annulae \( S_l \), where the inner radius of \( S_l \) is \( c^l \), and the outer radius is \( c^{l+1} \), for \( -h \leq l \leq h - 1 \). Next choose \( \bar{l} \) to be the index of the annulus containing the maximum number of vertices. We have more than \( 2^h \) vertices, and only \( 2h \) annulae to distribute our vertices, so \( S_{\bar{l}} \) must contain at least \( 2^h/2h \) vertices. Since each of these vertices is at a distance of at least \( c^\bar{l} \), each has a ply radius of at least \( c^\bar{l} \alpha \).

A vertex at a distance of \( c^{\bar{l}+1} \) from \( v \) will have a ply radius of at least \( \alpha c^{\bar{l}+1} \), so the outer edge of its ply disk will be at a distance of \( (\alpha + 1)c^{\bar{l}+1} \). Therefore, let \( D \) be the disk centered at \( v \) with a radius of \( r_D = (\alpha + 1)c^{\bar{l}+1} \), so that all of the ply disks for vertices in \( S_{\bar{l}} \) are contained in \( D \). Now we compute the ratio of the areas of the ply disks in \( D \) to its own area, which is a lower bound for the ply number. Note that \( D \) contains at least \( 2^h/2h \) ply disks that each have a radius of at least \( c^\bar{l} \alpha \). Therefore, this ratio is at least:

\[
\frac{\text{ply area per vertex}}{\text{inverse disk area}} = \frac{\frac{2^h}{2h} \left( \frac{\pi c^{2\bar{l}+1}}{\pi (\alpha + 1)^2 c^{2\bar{l}+2}} \right)}{\frac{\alpha^2}{h (\alpha + 1)^2 c^2}} = \frac{\frac{2^h}{h} \frac{\alpha^2}{(\alpha + 1)^2 c^2}}{\Omega(2^h/h)}
\]
Now let \( h = (\log n + \log \log n)/2 \), and let \( m = \sqrt{n/\log n} \). Note that the total number of vertices in each tree is \( 2^{(\log n + \log \log n)/2} = \sqrt{n \log n} \). The total number of vertices overall is then \( m \cdot (2^h + 1) + 1 = \Omega(n) \).

If every tree \( T_i \) has a vertex whose ply disk contains \( v \), then the ply number is at least \( m = \sqrt{n/\log n} \). Otherwise, if some tree does not have such a vertex, then that tree’s ply number is \( \Omega(2^h / h) = \Omega(\sqrt{n/\log n}) \). This gives us the following theorem.

**Theorem 2.3.** There is a 2-tree with \( O(n) \) vertices for which any drawing has ply number \( \Omega(\sqrt{n/\log n}) \), for any fixed \( \alpha > 0 \).

### 2.5 Conclusion

We have shown that all trees have 1-ply drawings when \( \alpha = O(1/\Delta) \), or logarithmic ply number when \( \alpha = 0.5 \), and that 2-trees may require \( \Omega(\sqrt{n/\log n}) \) ply for any \( \alpha \).

There are many open questions left to resolve, but we are especially interested in closing the gap between constant and logarithmic ply for trees with between three and nine children per node. We would also like to consider intermediate planar graph classes between trees and 2-trees, such as outerplanar graphs, and determine whether they can be drawn with \( O(\log n) \) ply.
Chapter 3

Square-Contact Representations of Partial 2-Trees and Triconnected Simply-Nested Graphs

3.1 Introduction

Contact representations of graphs, in which the vertices of a graph are represented by non-overlapping or non-crossing geometric objects of a specific type, and edges are represented by tangencies or other contacts between these objects, form an important line of research in graph drawing and geometric graph theory. For instance, the Koebe–Andreev–Thurston circle packing theorem states that every planar graph is a contact graph of circles \[59\]. Other types of contact representations that have been studied include contacts of unit circles \[8,36\], line segments \[41\], circular arcs \[1\], triangles \[32\], L-shaped polylines \[11\], and cubes \[25\].

*Portions of this chapter are included from \[14\].
Schramm’s monster packing theorem [55] implies that every planar graph can be represented by the tangencies of translated and scaled copies of any smooth convex body in the plane. However, it is more difficult to use this theorem for non-smooth shapes, such as polygons: when \( k \) bodies can meet at a point, the monster theorem may pack them in a degenerate way in which separating \( k \)-cycles, and their interiors, shrink to a single point.

In this chapter we study one of the simplest cases of contact representations that cannot be adequately handled using the monster theorem: contact systems of axis-parallel squares. We distinguish between *proper* and *improper* contacts: a proper contact representation disallows squares that meet only at their corners, while an improper or weak contact representation allows corner-corner contacts of squares. These weak contacts may represent edges of the graph, but they are also allowed between squares that should be non-adjacent. The weak contact representations by squares were shown by Schramm [56] to include all of the proper induced subgraphs of maximal planar graphs that have no separating 3-cycles or 4-cycles. However, a characterization of the graphs having proper contact representations by squares remains elusive.

There is a simple necessary condition for the existence of a proper contact representation by squares. No three properly-touching squares can surround a nonzero-area region of the plane. Therefore, if every embedding of a planar graph \( G \) with four or more vertices has a separating triangle or a triangle as the outer face, then \( G \) cannot have a proper contact representation. Our main results show that this necessary condition is also sufficient for two notable families of planar graphs: partial 2-trees (including series-parallel graphs) and triconnected cycle-trees (including the Halin graphs). However, we show that this necessary condition is not sufficient for the existence of weak and proper square-contact representations of 3-outerplanar and 2-outerplanar triconnected simply-nested graphs.
3.2 Preliminaries

A graph is connected if it contains a path between any two vertices. A cutvertex is a vertex whose removal disconnects the graph. A separation pair is a pair of vertices whose removal disconnects the graph. A connected graph is 2-connected if it does not have a cutvertex and a 2-connected graph is 3-connected if it does not have a separation pair. The maximal 2-connected components of a graphs are its blocks.

A graph is planar if it admits a drawing in the plane without edge crossings. A combinatorial embedding is an equivalence class of planar drawings, where two drawings of a graph are equivalent if they determine the same circular orderings for the edges around each vertex. A planar drawing partitions the plane into topologically connected regions, called faces. The bounded faces are the inner faces, while the unbounded face is the outer face. A combinatorial embedding together with a choice for the outer face defines a planar embedding. An embedded graph (plane graph) is a planar graph with a fixed combinatorial embedding (fixed planar embedding).

The graphs considered in this chapter are planar, finite, simple, and connected. We denote the vertex set $V$ and the edge set $E$ of a graph $G = (V, E)$ by $V(G)$ and $E(G)$, respectively. Let $H$ and $G$ be two graphs. We say that $G$ is $H$-free if $G$ does not contain a subgraph isomorphic to $H$.

The complete $k$-partite graph $K_{|V_1|, \ldots, |V_k|}$ is the graph $(V = \bigcup_{i=1}^{k} V_i, E = \bigcup_{i<j} V_i \times V_j)$.

Series-parallel graphs and partial 2-trees. A two-terminal series-parallel graph $G$ with source $s$ and target $t$ can be recursively defined as follows: (i) Edge $st$ is a two-terminal series-parallel graph. Let $G_1, \ldots, G_k$ be two-terminal series-parallel graphs and let $s_i$ and $t_i$ be the source and the target of $G_i$, respectively, with $1 \leq i \leq k$. (ii) The series composition of
$G_1, \ldots, G_k$ obtained by identifying $s_i$ with $t_{i+1}$, for $i = 1, \ldots, k-1$, is a two-terminal series-parallel graph with source $s_k$ and target $t_1$; and (iii) the parallel composition of $G_1, \ldots, G_k$ obtained by identifying $s_i$ with $s_1$ and $t_i$ with $t_1$, for $i = 2, \ldots, k$, is a two-terminal series-parallel graph with source $s_1$ and target $t_1$.

A series-parallel graph is either a single edge or a two-terminal series-parallel graph with the addition of an edge, called reference edge joining $s$ and $t$. Clearly, series-parallel graphs are 2-connected. A series-parallel graph $G$ with reference edge $e$ is naturally associated with a rooted tree $T$, called the SPQ-tree of $G$. Each internal node of $T$, with the exception of the one associated with $e$, corresponds to a two-terminal series-parallel graph. Nodes of $T$ are of three types: $S$-, $P$-, and $Q$-nodes. Further, tree $T$ is rooted to the $Q$-node corresponding to $e$.

Let $\mu$ be a node of $T$ with terminals $s$ and $t$ and children $\mu_1, \ldots, \mu_k$, if any. Node $\mu$ has an associated multigraph, called the skeleton of $\mu$ and denoted by $\text{skel}_\mu$, containing a virtual edge $e_i = s_i t_i$, for each child $\mu_i$ of $\mu$. Skeleton $\text{skel}_\mu$ shows how the children of $\mu$, represented by “virtual edges”, are arranged into $\mu$. The skeleton $\text{skel}_\mu$ of $\mu$ is: (i) edge $st$, if $\mu$ is a leaf $Q$-node, (ii) the multi-edge obtained by identifying the source $s_i$ and the target $t_i$ of each virtual edge $e_i$, for $i = 1, \ldots, k$, with a new source $s$ and and new target $t$, respectively, or (iii) the path $e_1, \ldots, e_k$, where virtual edge $e_i$ and $e_{i+1}$ share vertex $s_i = t_{i+1}$, with $1 \leq i < k$.

If $\mu$ is an $S$-node, then we denote by $\ell(\mu)$ the length of $\text{skel}_\mu$, i.e., $\ell(\mu) = k$.

For each virtual edge $e_i$ of $\text{skel}_\mu$, recursively replace $e_i$ with the skeleton $\text{skel}_{\mu_i}$ of its corresponding child $\mu_i$. The two-terminal series-parallel subgraph of $G$ that is obtained in this way is the pertinent graph of $\mu$ and is denoted by $G_\mu$. We have that $G_\mu$ is: (i) edge $st$, if $\mu$ is a $Q$-node, (ii) the series composition of the two-terminal series-parallel graphs $G_{\mu_1}, \ldots, G_{\mu_k}$, if $\mu$ is an $S$-node, and (iii) the parallel composition of the two-terminal series-parallel graphs $G_{\mu_1}, \ldots, G_{\mu_k}$, if $\mu$ is a $P$-node. We denote by $G_\mu^-$ the subgraph of $G_\mu$ obtained by removing from it terminals $s$ and $t$ together with their incident edges.
A 2-tree is a graph that can be obtained from an edge by repeatedly adding a new vertex connected to two adjacent vertices. Every 2-tree is planar and 2-connected. A partial 2-tree is a subgraph of a 2-tree. Equivalently, partial 2-trees can be defined as the $K_4$-minor-free graphs. In particular, the series-parallel graphs are exactly the 2-connected partial 2-trees.

**Simply-nested graphs.** Let $G$ be an embedded planar graph and let $G_1, \ldots, G_k$ be the sequence of embedded planar graphs such that $G_1 = G$, graph $G_{i+1}$ is obtained from $G_i$ by removing all the vertices incident to the outer face of $G_i$ together with their incident edges, and $G_k$ is outerplanar. We say that the embedding of $G$ is $k$-outerplanar. A graph is $k$-outerplanar if it admits a $k$-outerplanar embedding. The set $V_i$ of vertices incident to the outer face of $G_i$ is the $i$-th level of $G$. A $k$-outerplanar graph is simply-nested if, for $i = 1, \ldots, k - 1$, graphs $G[V_i]$ are chordless cycles and $G[V_k]$ is either a cycle or a tree.

We define cycle-trees and cycle-cycles the 2-outerplanar simply-nested graphs whose internal level is a tree and a cycle, respectively. The 2-outerplanar 3-connected simply-nested graphs have a nice geometric interpretation. Similarly to the Halin graphs, which are the graphs of polyhedra containing a face that share an edge with all other faces, 3-connected cycle-trees are the graphs of polyhedra containing a face touched by all other faces. Analogously, the 3-connected cycle-cycle graphs with no chords on the inner cycle are the graphs of polyhedra in which there exist two disjoint faces that are both touched by all other faces.

**Square-contact representations.** Let $G = (V, E)$ be a planar graph. A square-contact representation $\Gamma$ of $G$ maps each vertex $v \in V$ to an axis-aligned square $S_{\Gamma}(v)$ in the plane, such that, for any two vertices $u, v \in V$, squares $S_{\Gamma}(u)$ and $S_{\Gamma}(v)$ are interior-disjoint, and the sides of $S_{\Gamma}(u)$ and $S_{\Gamma}(v)$ touch if and only if $uv \in E$. A square-contact representation of $G$ is proper if any two touching squares share infinitely many points, i.e., they cannot share only a corner point, and non-proper, otherwise. When the square-contact representation is clear
from the context, we may choose to drop the $\Gamma$ subscript and just use $S(v)$ to refer to the square for vertex $v$. In the remainder of the chapter, we only consider proper square-contact representations and refer to such representations simply as square-contact representations.

**Geometric transformations.** Let $G$ be planar graph and let $\Gamma$ be a square-contact representation of $G$. Also, let $p$ be any point in $\Gamma$. We define the $\nearrow$, $\searrow$, $\swarrow$, and $\nwarrow$-quadrant of $p$ in $\Gamma$ as the first, second, third, and fourth quadrant around $p$, respectively. Suppose that the half-lines delimiting the $\swarrow$-quadrant of $p$ in $\Gamma$ do not intersect the interior of any square in $\Gamma$. Also, let $\Gamma'$ be the part of $\Gamma$ lying in the $\swarrow$-quadrant of $p$. Then, a $\nearrow$-$p$-scaling of $\Gamma$ by a factor $\alpha > 0$ is a square-contact representation $\Gamma^*$ defined as follows; see, e.g., Figure 3.3. Initialize $\Gamma^* = \Gamma$ and remove from $\Gamma^*$ the drawing of the squares contained in the interior of $\Gamma'$. Then, insert into $\Gamma^*$ a copy $\Gamma''$ of $\Gamma'$ scaled by $\alpha$ such that the upper-right corner of $\Gamma''$ coincides with $p$. Clearly, depending on the scale factor $\alpha$, drawing $\Gamma^*$ may or may not be a square-contact representation of $G$ (as adjacencies may be lost or gained). In the following, we refer to the case in which $\alpha > 1$ simply as a $\nearrow$-$p$-scaling of $\Gamma$ and to the case in which $0 < \alpha < 1$ as a negative $\nearrow$-$p$-scaling of $\Gamma$. The definitions of $\nearrow$-$p$-scaling and negative $\nearrow$-$p$-scaling, with $\circ \in \{\nwarrow, \swarrow, \nearrow\}$, are analogous. Finally, let $v$ be a vertex of $G$ and let $x$, $y$, $z$, and $w$ be the upper-left, lower-left, lower-right, and upper-left corner points of $S(v)$ in $\Gamma$. A $\hat{v}$-$scaling$, $\check{v}$-$scaling$, $\breve{v}$-$scaling$, $\grave{v}$-$scaling$ of $\Gamma$ is a $\hat{x}$-$scaling$, $\check{y}$-$scaling$, $\breve{z}$-$scaling$, $\grave{w}$-$scaling$ of $\Gamma$, respectively.

### 3.3 Partial 2-Trees

In this section, we study square-contact representations of partial 2-trees and give the following simple characterization for graphs in this family admitting such representations.

**Theorem 3.1.** Let $G$ be a partial 2-tree. Then, the following statements are equivalent:
(i) $G$ is $K_{1,1,3}$-free,

(ii) $G$ admits an embedding without separating triangles, and

(iii) $G$ admits a square-contact representation.

In order to prove Theorem 3.1, we first show that, without loss of generality, we can restrict our attention to the biconnected partial 2-trees, i.e., the series-parallel graphs.

**Lemma 3.1.** Let $G$ be a $K_{1,1,3}$-free partial 2-tree. Then, there exists a $K_{1,1,3}$-free series-parallel graph $G^*$ such that $G \subseteq G^*$ and $G$ admits a square-contact representation if $G^*$ does.

**Proof.** Let $\beta(H)$ denote the number of blocks of a graph $H$. We show that $G$ can be augmented to a $K_{1,1,3}$-free partial 2-tree $G'$ such that $\beta(G') = \beta(G) - 1$, by adding to $G$ a new vertex connected to two vertices in $V(G)$ incident to the same cut-vertex of $G$, belonging to different blocks, and sharing a common face. Hence, repeating such an augmentation eventually yields a series-parallel graph $G^*$ that is $K_{1,1,3}$-free. Also, by construction, two vertices in $V(G)$ are adjacent in $G^*$ if and only if they are adjacent in $G$. Therefore, a square-contact representation of $G$ can be derived from a square-contact representation $\Gamma^*$ of $G^*$, by removing from $\Gamma^*$ all the squares corresponding to vertices in $V(G^*) \setminus V(G)$.

Suppose that $\beta(G) > 1$, as otherwise $G$ is 2-connected and we can set $G^* = G$. Consider a planar embedding $\mathcal{E}$ of $G$ and a cut-vertex $c$ of $G$. Let $e_1 = (c, u)$ and $e_2 = (c, v)$ be two edges incident to $c$ such that (i) $e_1$ and $e_2$ belong to distinct blocks $B_1$ and $B_2$ of $G$, respectively, and (ii) $e_1$ precedes $e_2$ in the clockwise order of the edges incident to $c$ in $\mathcal{E}$. Let $f$ be the face of $\mathcal{E}$ that lies to the right of $e_1$ (to the left of $e_2$) when traversing $e_1$ ($e_2$) from $c$ to $u$ (from $c$ to $v$). Augment $G$ to graph $G'$ by adding a new vertex $w$ and edges $e'_1 = (w, u)$ and $e'_2 = (w, v)$ inside $f$. Clearly, blocks $B_1$ and $B_2$ of $G$ are now "merged" in a single block $B$ in $G'$. Also, $G'$ is a partial 2-tree. In fact, since $G$ is a partial 2-tee and since any path connecting a vertex in $V(B_1)$ and a vertex in $V(B_2)$ must pass either through $c$ or trough $w$,
Figure 3.1: (a) A critical S-node, (b) an almost-bad P-node, (c) a bad P-node, (d) a forbidden P-node, (e) an S-node of Type B, and (f) an S-node of Type C. Yellow, green, and blue regions represent parallel compositions of any number of S-nodes, at most one critical S-node and any number of non-critical S-nodes, and any number of non-critical S-nodes, respectively.

As already observed in section 3.1, an embedding without separating triangles is necessary for the existence of a square-contact representation, and $K_{1,1,3}$ has no embedding without separating triangles. Thus, $(iii) \Rightarrow (ii) \Rightarrow (i)$ are immediate. To complete the proof of Theorem 3.1, we show how to construct a square-contact representation of any $K_{1,1,3}$-free series-parallel graph, proving that $(i) \Rightarrow (iii)$. We formalize this result in the next theorem.

**Theorem 3.2.** Every $K_{1,1,3}$-free series-parallel graph admits a square-contact representation.
two critical children. Finally, let $\mu$ be a P-node in $T$. We say that $\mu$ is \textit{good}, if it is neither bad, nor almost bad, nor forbidden.

We now assign one of three possible types to each S-node $\mu$ in $T$ as follows (for each child $\mu_i$ of $\mu$, we denote the two terminals of $G_{\mu_i}$ as $s_i$ and $t_i$).

\textbf{Type A} Node $\mu$ is of Type A, if either $\ell(\mu) > 2$ or $\ell(\mu) = 2$ and at least one child of $\mu$ does not contain an edge between its terminals, i.e., $|\{s_1t_1, s_2t_2\} \cap E(G_{\mu})| < 2$.

\textbf{Type B} Node $\mu$ is of Type B, if $\ell(\mu) = 2$, all its children contain an edge between their terminals, and at least one of them is a bad P-node.

\textbf{Type C} Node $\mu$ is of Type C, if $\ell(\mu) = 2$, and all its children contain an edge between their terminals, and none of them is a bad P-node.

Observe that S-nodes of Type B and of Type C are also critical.

Let $G$ be a $K_{1,1,3}$-free series-parallel graph and let $T$ be the SPQ-tree of $G$ with respect to any reference edge. We have the following simple observations regarding the P-nodes in $T$.

\textbf{Observation 1.} SPQ-tree $T$ contains no forbidden P-node; refer to Figure 3.1(d).

\textbf{Observation 2.} Let $\mu$ be a P-node in $T$ with terminals $s$ and $t$ such that $st \in E(G_{\mu})$. Then, none of the children of $\mu$ is of Type B and at most two children of $\mu$ are of Type C.

We now consider special square-contact representations for the pertinent graphs of the S-nodes in $T$. Let $\Gamma_{\mu}$ be a square-contact representation of $G_{\mu}$. We say that $\Gamma_{\mu}$ is either a \textit{rectangular}, \textit{L-shape}, or \textit{pipe drawing} of $G_{\mu}$, if it satisfies the following conditions; refer to Figure 3.2.

\textbf{Rectangular drawing} $S(t)$ lies to the left and above $S(s)$ and the drawing $\Gamma_{\mu}^{-}$ of $G_{\mu}^{-}$ in $\Gamma_{\mu}$ lies to the right of $S(t)$ and above $S(s)$; also, all the squares of $\Gamma_{\mu}^{-}$ whose left side
Figure 3.2: From left to right: pertinent $G_\mu$ of an S-node $\mu$ with terminals $s$ and $t$, L-shape and pipe drawings of $G_\mu$, respectively, and a rectangular drawing of an S-node $\nu$ with pertinent $G_\nu = G_\mu \cup sx$. The L-shape region and horizontal pipe enclosing $G^-_\mu$ and the rectangle enclosing $G^-_\nu$ are shaded blue.

(bottom side) is collinear with the right side of $S(t)$ (with the top side of $S(s)$) are adjacent to $S(t)$ (to $S(s)$).

**L-shape drawing** $\Gamma_\mu$ is a rectangular drawing in which there exists a rectangular region (red region $R_\emptyset$ in Figure 3.2) inside the bounding box of $\Gamma^-_\mu$ whose interior does not intersect any square in $\Gamma^-_\mu$ and whose lower-left corner lies at the intersection point between the vertical line passing through the right side of $S(t)$ and the horizontal line passing through the top side of $S(s)$.

**Pipe drawing** $S(t)$ lies to the left of $S(s)$ and the drawing $\Gamma^-_\mu$ of $G^-_\mu$ in $\Gamma_\mu$ lies to the right of $S(t)$ and to the left of $S(s)$; also, all the squares of $\Gamma^-_\mu$ whose left side (right side) is collinear with the right side of $S(t)$ (with the left side of $S(s)$) are adjacent to $S(t)$ (to $S(s)$).

In the following, we generally refer to a drawing of an S-node $\mu$ in $T$ (of $G_\mu$) which is either an L-shape drawing, a pipe drawing, or a rectangular drawing as a *valid drawing* of $\mu$ (of $G_\mu$).

Let $\Gamma^-_\mu$ be the square-contact representation of $G^-_\mu$ contained in $\Gamma_\mu$. Observe that $\Gamma^-_\mu$ lies in the interior of an orthogonal hexagon with an internal angle equal to $270^\circ$, i.e., an *L-shape polygon* (or, simply, *L-shape*), if $\Gamma^-_\mu$ is an L-shape drawing. Also, $\Gamma^-_\mu$ lies in the interior of a rectangle whose opposite vertical sides are adjacent to the right side of $S(t)$ and to the left side of $S(s)$, i.e., a *horizontal pipe*, if $\Gamma^-_\mu$ is a pipe drawing. Finally, $\Gamma^-_\mu$ lies in the interior of a
rectangle whose left and bottom side are adjacent to the right side of \( S(t) \) and to the top side of \( S(s) \), respectively, if \( \Gamma_{\mu}^- \) is a rectangular drawing.

**Proof of Theorem 3.2.** In order to prove Theorem 3.2, we proceed as follows. Let \( G \) be a \( K_{1,1,3} \)-free series-parallel graph and let \( T \) be the SPQ-tree of \( G \) rooted at a Q-node \( \rho \) with terminals \( s \) and \( t \), whose unique child \( \tau \) is an S-node. Observe that such a Q-node always exists, since \( G \) is simple, and that node \( \tau \) is either of Type A or of Type C, since \( G \) is \( K_{1,1,3} \)-tree.

We perform a bottom-up traversal in \( T \) to construct one or two valid drawings of \( G_\mu \), for each S-node \( \mu \in T \). Namely, we compute:

- an L-shape drawing, if \( \mu \) is of Type A (Lemma 3.4),
- a pipe drawing, if \( \mu \) is of Type B (Lemma 3.5), and
- both a pipe drawing and a rectangular drawing, if \( \mu \) is of Type C (Lemma 3.6).

Thus, when node \( \tau \) is considered, we can compute either an L-shape drawing of \( G_\tau \), if \( \tau \) is of Type A, or a rectangular drawing of \( G_\tau \), if \( \tau \) is of Type C. Further, both such valid drawings \( \Gamma_\tau \) of \( G_\tau \) can be easily turned into a square-contact representation \( \Gamma_{\rho} \) of \( G = G_\tau \cup st \), by performing a \( t \)-scaling and an \( s \)-scaling of \( \Gamma_\tau \) in such a way that the right side of \( S(t) \) and the left side of \( S(s) \) touch; refer to Figure 3.3. This is possible since both in an L-shape drawing and in a rectangular drawing of \( G_\tau \) all the squares of \( G_\tau^- \) whose left side (bottom side) is collinear with the right side of \( S(t) \) (with the top side of \( S(s) \)) are adjacent to \( S(t) \) (to \( S(s) \)).
Let $\mu$ be an S-node and let $\mu_1, \ldots, \mu_k$ be the children of $\mu$ in $T$. If each child $\mu_i$ of $\mu$ is a Q-node, then node $\mu$ is of Type A, if $\ell(\mu) > 2$, and it is of Type C, otherwise. It is not difficult to see that, in the former case, $G_\mu$ admits an L-shape drawing and that, in the latter case, $G_\mu$ admits both a pipe drawing and a rectangular drawing. In the remainder of the section, we consider the case in which $\mu$ has both Q-node and P-node children.

We first show how to construct special square-contact representations of $G_\mu$, that we call canonical drawings, for any P-node $\mu$ in $T$, assuming that valid drawings have been computed for each S-node child of $\mu$. We distinguish five possible canonical drawings, depending on 1. the number and type of the S-node children of $\mu$ and 2. the presence of edge $st$. Each canonical drawing has three variants: vertical (V), horizontal (H), and diagonal (D).

We name such canonical representations $XY$ drawings, where $X \in \{V, H, D\}$ denotes the variant of the representation and $Y = 1$, if $st \in E(G_\mu)$, and $Y = 0$, otherwise. Canonical drawings share the following main property (which, in fact, also holds for valid drawings).

**Property 1.** Let $\Gamma_\mu$ be a valid drawing or a canonical drawing of $G_\mu$. Then, for each vertex $v$ in $V(G_\mu^{-})$, it holds that $vs \in E(G_\mu)$ ($vt \in E(G_\mu)$) if:

1. $S(v)$ has a side that is collinear with a side of $S(s)$ (of $S(t)$) in $\Gamma_\mu$ and
2. $S(v)$ is separated from $S(s)$ (from $S(t)$) in $\Gamma_\mu$ by the line passing through such a side.

**Property 1** allows us to modify canonical and valid drawings by appropriate $s$-scaling and $t$-scaling transformations, with $\circ \in \{\searrow, \nearrow, \swarrow, \nwarrow\}$, preserving adjacencies between vertices in $G_\mu$.

First, consider a P-node $\mu$ in $T$ with terminals $s$ and $t$ such that $st \notin E(G_\mu)$ and let $\mu_1, \ldots, \mu_k$ be the S-node children of $\mu$. We say that a square-contact representation $\Gamma_\mu$ of $G_\mu$ is an $H0$ drawing or a $V0$ drawing, if it satisfies the following conditions (in addition to **Property 1**); refer to Figure 3.4.
Figure 3.4: Canonical drawings of a P-node $\mu$. The striped regions correspond to L-shapes, horizontal pipes, and rectangles enclosing the square-contact representations of graphs $G^{-}_{\mu_i}$ for each S-node child $\mu_i$ of $\mu$. Labels A, B, and C indicate the type of each S-node.

**H0 drawing** $S(t)$ lies to the left of $S(s)$, the bottom side of $S(s)$ lies below the bottom side of $S(t)$, and the drawing of $G^{-}_{\mu}$ in $\Gamma_{\mu}$ lies to the right of $S(t)$, below the top side of $S(t)$, above the bottom side of $S(s)$, and to the left of the right side of $S(s)$.

**V0 drawing** $S(t)$ lies above $S(s)$, the left side of $S(s)$ lies to the right of the left side of $S(t)$, and the drawing of $G^{-}_{\mu}$ in $\Gamma_{\mu}$ lies above $S(s)$, to the right of the left side of $S(s)$, below the top side of $S(t)$, and to the left of the right side of $S(s)$.

Now, consider a P-node $\mu$ in $T$ with terminals $s$ and $t$ such that $st \in E(G_{\mu})$ and let $\mu_1, \ldots, \mu_k$ be the S-node children of $\mu$. We say that a square-contact representation $\Gamma_{\mu}$ of $G_{\mu}$ is an **H1 drawing**, an **H1° drawing**, a **V1 drawing**, a **D1 drawing**, or a **D1° drawing**, if it satisfies the following conditions (in addition to **Property 1**); refer to Figure 3.4.
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**H1 drawing**  $S(t)$ lies to the left of $S(s)$, the bottom side of $S(s)$ lies above the bottom side of $S(t)$, and the drawing of $G^-_{\mu}$ in $\Gamma_{\mu}$ lies to the right of $S(t)$, below the top side of $S(t)$, above the bottom side of $S(t)$, and to the left of the right side of $S(s)$.

**H1° drawing**  $S(t)$ lies to the left of $S(s)$, the bottom side of $S(s)$ lies below the bottom side of $S(t)$, and the drawing of $G^-_{\mu}$ in $\Gamma_{\mu}$ lies to the right of $S(t)$, below the top side of $S(t)$, above the top side of $S(s)$, and to the left of the right side of $S(s)$.

**V1 drawing**  $S(t)$ lies above $S(s)$ and the drawing of $G^-_{\mu}$ in $\Gamma_{\mu}$ lies above $S(s)$, below the top side of $S(t)$, to the right of the left side of $S(s)$, and to the left of the right side of $S(s)$.

**D1 drawing**  $S(t)$ lies above $S(s)$ and the left side of $S(t)$ lies to the left of the left side of $S(s)$, and the drawing of $G^-_{\mu}$ in $\Gamma_{\mu}$ lies to the right of the left side of $S(t)$, below the top side of $S(t)$, above the bottom side of $S(s)$, and to the left of the right side of $S(s)$.

**D1° drawing**  $\Gamma_{\mu}$ is a D1 drawing of $G_{\mu}$ in which the drawing of $G^-_{\mu}$ lies to the right of $S(t)$.

We now present two lemmata for the possible canonical drawings of each P-node $\mu$ in $T$. Recall that, by Observation 1, we can assume that $\mu$ is not a forbidden P-node. Let $\mu_1, \ldots, \mu_k$ be the S-node children of $\mu$. The general strategy in the proofs of both lemmata consists of

1. computing appropriate valid drawings $\Gamma_{\mu_1}, \ldots, \Gamma_{\mu_k}$ for the pertinent graphs $G^-_{\mu_1}, \ldots, G^-_{\mu_k}$ of $\mu_1, \ldots, \mu_k$, respectively, 2. modifying the square-contact representation of $G^-_{\mu_i}$ contained in $\Gamma_{\mu_i}$, for $i = 1, \ldots, k$, by means of affine transformations, so that representations derived from S-nodes of the same type lie in the interior of the same polygon, and finally 3. composing the resulting drawings into a canonical drawing of $G_{\mu}$.

We first consider the case in which $\mu$ does not contain an edge between its terminals. In this case, by Lemmata 3.4, 3.5, and 3.6, we can assume that $\Gamma_{\mu_i}$ is an L-shape drawing, if $\mu_i$ is of Type A, and a pipe drawing, if $\mu_i$ is of Type B or of Type C, for $i = 1, \ldots, k$. 

40
**Lemma 3.2.** Let $\mu$ be a P-node in $T$ with terminals $s$ and $t$ such that $st \notin E(G_\mu)$. Then, graph $G_\mu$ admits an $H_0$ drawing and a $V_0$ drawing.

**Proof.** In order to obtain an $H_0$ drawing $\Gamma_{H_0}$ of $G_\mu$ (a $V_0$ drawing $\Gamma_{V_0}$ of $G_\mu$) we compose the drawings $\Gamma_{\mu_i}$ of $G_{\mu_i}$, with $1 \leq i \leq k$, as depicted in Figure 3.4(H0) (in Figure 3.4(V0)). Specifically, we proceed as follows. First, we scale all the pipe drawings of the children of $\mu$ of Type B and of Type C in such a way that they have the same width $W$ (the same height $H$). Then, we compose these drawings in such a way for them to fit in a rectangle $R_W$ of width $W$ (a rectangle $R_H$ of height $H$) and such that no two pipes overlap; let $\Gamma_P$ be the resulting drawing. Similarly, we scale all the L-shape drawings of the children of $\mu$ of Type A in such a way that they fit into a rectangle $R^*$, the left side of each L-shape is incident to the left side of $R^*$, the bottom side of each L-shape is incident to the bottom side of $R^*$, and no two L-shapes overlap; let $\Gamma_L$ be the resulting drawing. Then, we draw $u$ and $v$ as squares $S(u)$ and $S(v)$ of appropriate size in $\Gamma_{H_0}$ (in $\Gamma_{V_0}$) in such a way that $S(t)$ is incident to the left side of $R_W$ (top side of $R_H$), $S(s)$ is incident to the right side of $R_W$ (bottom side of $R_H$). Finally, we insert a scaled copy of $\Gamma_L$ in $\Gamma_{H_0}$ (in $\Gamma_{V_0}$) such that the left side of each L-shape contained in $\Gamma_L$ is adjacent to the right side of $S(t)$ and the bottom side of each L-shape contained in $\Gamma_L$ is adjacent to the top side of $S(s)$. This concludes the construction of $\Gamma_{H_0}$ and of $\Gamma_{V_0}$.

Then, we consider the case in which $\mu$ contains an edge between its terminals. Recall that, by Observation 2, node $\mu$ has no child of Type B and at most two children of Type C. In particular, node $\mu$ has two children of Type C, if it is bad, and one child of Type C, if it is almost bad. In this case, by Lemmata 3.4 and 3.6, we can assume that $\Gamma_{\mu_i}$ is an L-shape drawing, if $\mu_i$ is of Type A, and a rectangular drawing, if $\mu_i$ is of Type C, for $i = 1, \ldots, k$.

**Lemma 3.3.** Let $\mu$ be a P-node in $T$ with terminals $s$ and $t$ such that $st \in E(G_\mu)$. Then, graph $G_\mu$ admits
• an H1 drawing, a V1 drawing, and a D1 drawing, if \( \mu \) is bad, or

• an H1° drawing and a D1° drawing, if \( \mu \) is good or almost bad.

Proof. We define rectangle \( R^* \) and the drawing \( \Gamma_L \) enclosing the drawing of \( G_{\mu_i}^- \) in the L-shape drawing \( \Gamma_{\mu_i} \) of each child \( \mu_i \) of \( \mu \) of Type A exactly as in the proof of Lemma 3.2.

We prove the first part of the statement. Let \( \mu_1 \) and \( \mu_2 \) be the two S-node children of \( \mu \) of Type C and let \( \Gamma_{\mu_1} \) and \( \Gamma_{\mu_1} \) be rectangular drawings of \( G_{\mu_1}^- \) and \( G_{\mu_2}^- \), respectively. We show how to construct an H1 drawing \( \Gamma_{H1} \) of \( G_{\mu_i}^- \). The construction of a V1 drawing being symmetric. Refer to Figs. 3.4(H1) and 3.4(V1). First, we draw \( u \) and \( v \) as squares \( S(u) \) and \( S(v) \) of appropriate size such that \( S(t) \) lies to the left of \( S(s) \), the bottom side of \( S(s) \) lies below the top side of \( S(t) \), and the right side of \( S(t) \) is adjacent to the left side of \( S(s) \); let \( \Gamma_H \) be the resulting drawing. Then, we insert a scaled copy of \( \Gamma_L \) in \( \Gamma_H \) such that the left side of each L-shape contained in \( \Gamma_L \) is adjacent to the right side of \( S(t) \) and the bottom side of each L-shape contained in \( \Gamma_L \) is adjacent to the top side of \( S(s) \). We obtain \( \Gamma_{H1} \) from \( \Gamma_H \) as follows. First, we insert a scaled copy \( \Gamma' \) of \( G_{\mu_1}^- \) in \( \Gamma_{\mu_1} \) in the interior of \( \Gamma_L \) in such a way that the left side and the bottom side of the rectangle enclosing \( \Gamma' \) is adjacent to the right side of \( S(t) \) and to the top side of \( S(s) \), respectively, and \( \Gamma' \) does not overlap with any square in \( \Gamma_L \). Finally, consider the drawing \( \Gamma'' \) of \( G_{\mu_2}^- \) in \( \Gamma_{\mu_2} \) after being mirrored with respect to the \( x \)-axis. We insert a scaled copy of \( \Gamma'' \) in \( \Gamma_H \) in such a way that the top side and the left side of the rectangle enclosing \( \Gamma'' \) is adjacent to the right side of \( S(s) \) and to the bottom side of \( S(t) \), respectively. Observe that the flip of the drawing of \( G_{\mu_2}^- \) with respect to the \( x \)-axis has been performed to preserve adjacencies in the final drawing, as we are placing \( \Gamma'' \) below \( S(s) \). We now show how to construct a D1 drawing \( \Gamma_{D1} \) of \( G_{\mu}^- \). Refer to Figure 3.4(D1). First, we draw \( u \) and \( v \) as squares \( S(u) \) and \( S(v) \) of appropriate size such that \( S(t) \) lies above \( S(s) \), the left side of \( S(t) \) lies to the left of the left side of \( S(s) \), the right side of \( S(t) \) lies between the left and
the right side of $S(s)$, and the bottom side of $S(t)$ is adjacent to the top side of $S(s)$; let $\Gamma_D$ be the resulting drawing. Then, we extend $\Gamma_D$ by inserting in it a scaled copy of $\Gamma_L$ and a scaled copy $\Gamma'$ of $G_{\mu_1}^-$ in $\Gamma_{\mu_1}$ as discussed above for constructing an H1 drawing. Observe that $\Gamma_D$ is now a D1° drawing. Finally, consider the drawing $\Gamma^*$ of $G_{\mu_2}^-$ in $\Gamma_{\mu_2}$ after being mirrored with respect to the $y$-axis and rotated by $-90^\circ$. We insert a scaled copy of $\Gamma^*$ in $\Gamma_D$ in such a way that the top side and the right side of the rectangle enclosing $\Gamma^*$ is adjacent to the bottom side of $S(t)$ and to the left side of $S(s)$, respectively. Observe that the flip of the drawing of $G_{\mu_2}^-$ with respect to the $y$-axis and the counter-clockwise rotation by $90^\circ$ have been performed to preserve adjacencies in the final drawing, as we are placing $\Gamma^*$ below $S(t)$ and to the left of $S(s)$.

Now, we prove the second part of the statement. Observe that, since $\mu$ is good or almost bad, it has at most one S-node child of Type C, as S-nodes of Type C are critical. For the construction of an H1° drawing and of a D1° drawing we proceed as discussed above for the construction of $\Gamma_{H1}$ and of $\Gamma_{D1}$, respectively. However, in this case, we can simply omit the last step in these constructions, in which we extend $\Gamma_{H1}$ and $\Gamma_{D1}$ with drawings $\Gamma''$ and $\Gamma^*$, respectively. As observed above, the construction of $\Gamma_{D1}$ immediately yields a D1° drawing, if $\mu$ is good or almost bad. Refer to Figure 3.4(D1°). Instead, in order to obtain an H1° drawing from $\Gamma_{H1}$, we only need to perform a final negative $t$-scaling of $\Gamma_{H1}$ so that the bottom side of $S(t)$ lies above the bottom side of $S(s)$. Refer to Figure 3.4(H1°). This concludes the proof.

We finally turn our attention to the valid drawings of the S-nodes in $T$. Let $\mu$ be an S-node in $T$ and let $\mu_1, \ldots, \mu_k$ be the children of $\mu$ (where the virtual edge $e_i$, corresponding to node $\mu_i$, precedes the virtual edge $e_{i+1}$, corresponding to node $\mu_{i+1}$, from $t$ to $s$ in skel$_{\mu}$). The next three lemmata immediately imply THEOREM 3.2. To simplify their proofs, we assume that each child of $\mu$ is a P-node. In fact, the case in which a child of $\mu$ is a Q-node can be treated analogously to that of a P-node containing an edge between its terminals.
Lemma 3.4. If $\mu$ is an S-node of Type A, then $G_\mu$ admits an L-shape drawing.

Proof. We first describe how to select a valid drawing of $\Gamma_{\mu_i}$ of $G_{\mu_i}$, for $i = 1, \ldots, k$, based on whether (i) $\ell(\mu) > 2$ or (ii) $\ell(\mu) = 2$. Recall that, if $\ell(\mu) = 2$, then at least one child of $\mu$ does not contain an edge between its terminals, say $\mu_1$ (the case in which $s_1 t_1 \in E(G_{\mu_1})$ and $s_2 t_2 \notin E(G_{\mu_2})$ is analogous).
(i) By Lemma 3.2 and Lemma 3.3, we can construct a drawing $\Gamma_{\mu_i}$, for each $\mu_i$, such that:
(a) $\Gamma_{\mu_1}$ is an H0 drawing, if $s_1t_1 \notin E(G_{\mu_1})$, and $\Gamma_{\mu_1}$ is an H1 drawing (H1° drawing), if $\mu_1$ is bad (if $\mu_1$ is good or almost bad); (b) $\Gamma_{\mu_2}$ is a V0 drawing, if $s_2t_2 \notin E(G_{\mu_2})$, and $\Gamma_{\mu_2}$ is a D1 drawing (D1° drawing), if $\mu_2$ is bad (if $\mu_2$ is good or almost bad); and (c) $\Gamma_{\mu_i}$ is a V0 drawing, if $s_it_i \notin E(G_{\mu_i})$, and $\Gamma_{\mu_i}$ is a V1 drawing (D1° drawing), if $\mu_i$ is bad (if $\mu_i$ is good or almost bad), for every $i > 2$.

(ii) By Lemma 3.2 and Lemma 3.3, we can construct an H0 drawing $\Gamma_{\mu_1}$ of $G_{\mu_1}$ and a V1 drawing (D1° drawing) $\Gamma_{\mu_2}$ of $G_{\mu_2}$, if $\mu_2$ is bad (if $\mu_2$ is good or almost bad).

We show how to compose all such drawings into an L-shape drawing $\Gamma_{\mu}$ of $G_{\mu}$ as follows. Refer to Figure 3.5(a) for an example of how to compose drawings $\Gamma_{\mu_i}$, with $i = 1, \ldots, k$, in case (i) and to Figure 3.5(b) for an example of how to compose drawings $\Gamma_{\mu_1}$ and $\Gamma_{\mu_2}$ in case (ii). First, we scale $S(s_i)$ and $S(t_i)$ in $\Gamma_{\mu_i}$ so that the bounding box of the drawing of each connected component of $G_{\mu_i} - \{s_i, t_i\}$ in $\Gamma_{\mu_i}$, for $i = 1, \ldots, k$, becomes arbitrarily small with respect to the drawing of $S(s_i)$ and $S(t_i)$. This avoids overlapping between internal vertices of $G_{\mu_i}$ and $G_{\mu_j}$, with $i \neq j$, in the next phases of the construction. Then, we scale and translate each drawing $\Gamma_{\mu_i}$ so that $S(t_{i+1}) = S(s_i)$, with $i < k$. It is easy to see that, by the choice of the canonical drawings of each $G_{\mu_i}$, there exists a rectangular region in $\Gamma_{\mu}$ whose interior does not intersect any square representing a vertex in $G_{\mu}$ and whose lower-left corner lies at the intersection point between the vertical line passing through the right side of $S(t)$ and the horizontal line passing through the top side of $S(s)$ in $\Gamma_{\mu}$.

The proof of the next two lemmata also exploits rotations of drawings $\Gamma_{\mu_i}$ and can be carried out in a fashion similar to the proof of Lemma 3.4.

**Lemma 3.5.** If $\mu$ is an S-node of Type B, then $G_{\mu}$ admits a pipe drawing.
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Proof. Recall that \( \ell(\mu) = 2 \), at least one of the children of \( \mu \) is a bad P-node, say \( \mu_1 \), and the other child contains an edge between its terminals. The case in which \( \mu_2 \) is bad and \( \mu_1 \) is not bad and contains an edge between its terminals can be treated symmetrically.

By Lemma 3.3, we can construct a drawing \( \Gamma_{\mu_1} \) of \( G_{\mu_1} \) and a drawing \( \Gamma_{\mu_2} \) of \( G_{\mu_2} \) such that \( \Gamma_{\mu_1} \) is an H1 drawing and \( \Gamma_{\mu_2} \) is a V1 drawing, if \( \mu_2 \) is also bad, or a D1° drawing, if \( \mu_2 \) is good or almost bad.

We show how to compose \( \Gamma_{\mu_1} \) and \( \Gamma_{\mu_2} \) into a pipe drawing of \( G_\mu \) as follows. Refer to Figure 3.5(d) for an example where \( \Gamma_{\mu_1} \) is an H1 drawing and \( \Gamma_{\mu_2} \) is a D1° drawing.

First, we replace \( \Gamma_{\mu_2} \) with its copy rotated by \(-90°\). Second, we scale \( S(s_i) \) and \( S(t_i) \) in \( \Gamma_{\mu_i} \), so that the bounding box of the drawing of each connected component of \( G_{\mu_i} - \{s_i, t_i\} \) in \( \Gamma_{\mu_i} \), with \( i \in \{1, 2\} \), becomes arbitrarily small with respect to the drawing of \( S(s_i) \) and \( S(t_i) \). Third, we scale and translate drawing \( \Gamma_{\mu_1} \) and \( \Gamma_{\mu_2} \) so that \( S(t_2) = S(s_1) \). Finally, we perform an \( s \)-scaling of the obtained drawing of \( G_\mu \) so that the drawing of \( G_{\mu}^- \) lies above the bottom side of \( S(s) \). By construction and by the choice of the canonical drawings of \( G_{\mu_1} \) and \( G_{\mu_2} \), the resulting drawing of \( G_\mu \) is a pipe drawing. This concludes the proof. \( \square \)

Lemma 3.6. If \( \mu \) is an S-node of Type C, then \( G_\mu \) admits both a pipe drawing and a rectangular drawing.

Proof. Recall that \( \ell(\mu) = 2 \), \( s_1 t_1 \in E(G_{\mu_1}) \), \( s_2 t_2 \in E(G_{\mu_2}) \), and none of \( \mu_1 \) or \( \mu_2 \) is bad.

By Lemma 3.3, we can construct a drawing \( \Gamma_{\mu_1} \) of \( G_{\mu_1} \) and a drawing \( \Gamma_{\mu_2} \) of \( G_{\mu_2} \) such that \( \Gamma_{\mu_1} \) is an H1° drawing and \( \Gamma_{\mu_2} \) is a D1° drawing.

We show how to compose \( \Gamma_{\mu_1} \) and \( \Gamma_{\mu_2} \) into a pipe drawing \( \Gamma_P \) of \( G_\mu \); refer to Figure 3.5(e).
The first three steps of the construction are exactly as in the proof of Lemma 3.5. To obtain Γµ, we perform an ACIÓN-scaling and a ACIÓN-t-scaling of the obtained drawing of Gµ so that the bottom side of S(s) and the bottom side of S(t) lie below the bottom side of S(s1) = S(t2).

Finally, we show how to compose Γµ1 and Γµ2 into a rectangular drawing ΓR of Gµ; refer to Figure 3.5(b). In this case, we obtain ΓR simply by scaling and translating drawing Γµ1 and Γµ2 so that S(t2) = S(s1).

It is not hard to see that, by construction and by the choice of the canonical drawings of Gµ1 and Gµ2, drawings ΓP and ΓR are a pipe drawing and a rectangular drawing of Gµ, respectively. This concludes the proof.

3.4 Triconnected Simply-Nested Graphs

In this section, we devote our attention to 3-connected simply-nested graphs.

A cycle-tree with a single edge removed from the outer cycle is a path-tree (to avoid special cases, we allow the outer cycle of the cycle-tree to be a 2-gon). In path-trees, we refer to vertices in the tree as tree vertices and vertices in the external path as path vertices. A tree vertex can see a path vertex if they share a face in the original cycle-tree.

Define an almost-triconnected path-tree with root ρ, leftmost path vertex ℓ, and rightmost path vertex r to be a path-tree containing in one of its faces a tree vertex ρ and path vertices ℓ and r such that if the edges ρℓ, ρr, and ℓr were added, the resulting graph would be a 3-connected cycle-tree.

SPQ-decomposition of path-trees. We now describe a recursive decomposition for almost-triconnected path-trees. We call this an SPQ-decomposition, because it bears a strik-
ing similarity to the SPQ-decomposition of series-parallel graphs. Let $G$ be a 3-connected cycle-tree, let $\ell r$ be an edge incident to the outer cycle of $G$, and let $\rho$ be a tree vertex incident to the internal face of $G$ edge $\ell r$ is incident to. Also, let $G' = G - \ell r$ be the almost-triconnected path-tree obtained from $G$ by removing edge $\ell r$. Graph $G'$ defines a rooted decomposition tree $T$ whose nodes are of three different kinds: $S$-, $P$-, and $Q$-nodes. Each node $\mu$ of $T$ is associated with a path-tree $G_\mu$ with root $\rho_\mu$, leftmost path vertex $\ell_\mu$, and rightmost path vertex $r_\mu$ obtained—except the Q-nodes—from smaller path-trees $T_i$ with root $\rho_i$, leftmost path vertex $\ell_i$, and rightmost path vertex $r_i$, for $i = 1, \ldots, k$, as follows.

- A $Q$-node $\mu$ is associated with a path-tree $G_\mu$ with three vertices: one tree vertex $\rho_\mu$ and two path vertices $\ell_\mu$ and $r_\mu$. The tree vertex $\rho_\mu$ is the root of $G_\mu$, while path vertices $\ell_\mu$ and $r_\mu$ are the leftmost and the rightmost path vertex of $G_\mu$, respectively. Edge $\ell_\mu r_\mu$ will always exist, but edges $\rho_\mu \ell_\mu$ and $\rho_\mu r_\mu$ may or may not exist; see Figure 3.6(left).

- An $S$-node $\mu$ is associated with a path-tree $G_\mu$ obtained from path-tree $T_1$ by adding a new root $\rho_\mu$ connected to $\rho_1$. Also, $\ell_\mu = \ell_1$ and $r_\mu = r_1$ are the leftmost and the rightmost path vertex of $G_\mu$, respectively. Edges $\rho_\mu \ell_\mu$ and $\rho_\mu r_\mu$ may or may not exist; see Figure 3.6(middle).

- A $P$-node $\mu$ is associated with a path-tree $G_\mu$ obtained from path-trees $T_i$ by merging $T_1, T_2, \ldots, T_k$ from left to right as follows. First, roots $\rho_i$ are identified into a new root $\rho_\mu$. Then, the rightmost path vertex $r_i$ of $T_i$ and the leftmost path vertex $\ell_{i+1}$ of $T_{i+1}$
are identified, for \( i = 1, \ldots, k - 1 \). Path vertices \( \ell_\mu = \ell_1 \) and \( r_\mu = r_k \) are the leftmost and the rightmost path vertex of \( G_\mu \), respectively; see Figure 3.6(right).

We have the following lemma.

**Lemma 3.7.** Any almost-triconnected path-tree admits an SPQ-decomposition.

*Proof.* We induct on the height of the path-tree \( G \).

If the tree in \( G \) has height 1, then the root is the only tree node. If there are only two path vertices, then \( G \) is simply a Q-node. Otherwise, it is a P-node. Let the path in \( G \) be \( p_1, p_2, \ldots, p_k \). Then \( G \) can be produced by merging \( k - 1 \) Q-nodes. The child \( T_i \) of the P-node will be the Q-node consisting of root \( r \), left path vertex \( p_i \), and right path vertex \( p_{i+1} \).

If the tree in \( G \) has height greater than 1, then first suppose that the only path vertices root can see are \( \ell \) and \( r \). Then root must have exactly one child in \( T \), since otherwise there would be at least one visible path vertex between each pair of adjacent children. So \( G \) is an S-node whose single child contains \( G - \text{root} \). We then continue the decomposition recursively.

Otherwise root can see a path vertex \( p \neq \ell, r \). Either there is an edge from root to \( p \), or there is space to draw such an edge. The vertices root and \( p \) divide \( G \) into two components. Let \( p_{i_1}, \ldots, p_{i_k} \) be the left to right sequence of path vertices visible from root. For each \( j \), the vertices root, \( p_{i_j} \), and \( p_{i_{j+1}} \) define a subgraph \( G_j \) containing the path vertices inclusively in between \( p_{i_j} \) and \( p_{i_{j+1}} \) and the tree vertices on paths in the tree from root to those path vertices. So \( G \) is a P-node with children consisting of \( G_j \) for \( j = 1, \ldots, k - 1 \). Each of these children has a smaller height, so we continue the decomposition recursively.

**Lemma 3.8.** Any almost-triconnected path-tree \( G \) without separating triangles and whose outer face is not a triangle admits a square-contact representation.
Proof. As we construct the path-tree using the SPQ-decomposition, we maintain a square-contact representation for each node. For a path-tree $H$ with root vertex $root$, leftmost path vertex $\ell$, and rightmost path vertex $r$, the square-contact representation for $H$ that we construct obeys the following invariant.

**Inductive Invariant.** There are two main cases we consider: either $H$ has two path vertices or $H$ has more than two path vertices. First if $H$ has only two path vertices, then $root$ may be connected to $\ell$ or $r$, but not both. Here we describe the invariant for when $root$ is connected to $r$. The version where $root$ is adjacent to $\ell$ is symmetric swapping $\ell$ with $r$ and left with right throughout. If neither edge is present in $H$, then we can use either version of the invariant.

1. $S(\ell)$ appears to the left of $S(root)$ and $S(r)$ appears directly to the right of $S(\ell)$ and is below $S(root)$. The bottom of $S(root)$ contacts the top of $S(r)$.

2. The top of $S(\ell)$ is vertically between the bottom of $S(root)$ and one-third the distance to the top of $S(root)$. The bottom of $S(root)$ is vertically above the bottom border of $S(\ell)$.

3. If $root$ and $r$ are adjacent, then all other squares are inside the bounding box defined by extending the lines of the top of $S(\ell)$, the top of $S(r)$, the left of $S(root)$ and the right of $S(\ell)$. We call this the $S(root),S(\ell)$-bounding box.

**Figure** 3.7 illustrates the two-path-vertex, $root$ adjacent to $r$, case of the invariant. Note that the square-contact representation can be rotated $90^\circ$ such that $S(\ell)$ is below $S(root)$ and $S(r)$ appears to the right of $S(root)$ at the top of the square-contact representation. We call the original representation the $U$ orientation and the rotated variant the $C$ orientation for the shape formed by $S(\ell)$, $S(root)$, and $S(r)$. The interior squares are fit into the “concavity” of the letter for the orientation.
If $H$ has more than two path vertices, then:

1. $S(\ell)$ and $S(r)$ have their top on the same horizontal line.

2. $S(\ell)$, $S(root)$, and $S(r)$ appear in that order from left to right with the tops of $S(\ell)$ and $S(r)$ between the bottom of $S(root)$ and one-third the distance to the top of $S(root)$ and the bottoms of $S(\ell)$ and $S(r)$ are below the bottom of $S(root)$.

3. If $\ell$ and root are adjacent, then the right border of $S(\ell)$ touches the left border of $S(root)$. If $\ell$ and root are not connected, then there is a horizontal gap between the right border of $S(\ell)$ and the left border of $S(root)$. This is symmetric for the $r$ and root connection.

4. If $H$ is a P-node and the leftmost (or rightmost) child being merged has only two path vertices, then other squares are allowed inside the $S(root), S(\ell)$-bounding box.
5. All other squares are drawn in the region below $S(\text{root})$, to the right $S(\ell)$, and to the left of $S(r)$.

6. Only interior squares contacting $S(\text{root})$ may touch the horizontal line extending out from the bottom of $S(\text{root})$. Only squares contacting $S(\ell)$ may touch the line extending out from the right of $S(\ell)$. Only squares contacting $S(r)$ may touch the line extending out from the left of $S(r)$.

Figure 3.8 illustrates the three-path-vertex case of the invariant. Together the two cases of this invariant guarantees the drawings for S-nodes and P-nodes resembles Figure 3.11.

We now show how to construct a square-contact representation $\Gamma$ for a path-tree $G$ by inductively constructing a square-contact representation $\Gamma_x$ that obeys the invariant for each node $x$ in the decomposition. Let $\text{root}_x$ be the root vertex of the tree vertices, $\ell_x$ be the leftmost path vertex, and $r_x$ be the rightmost path vertex for a decomposition node $x$. We may drop subscripts when the decomposition node is clear.

First, Figure 3.9 shows square-contact representations for each Q-node type obeying the invariant for graphs with two path vertices.

**Handling S-nodes** If $x$ is an S-node that has just 2 path vertices with child node $c$, then $\text{root}_x$ cannot have edges to both $\ell_x$ and $r_x$, otherwise the three vertices form a separating triangle. If $\text{root}_x$ is adjacent to $\ell$ choose the orientation of $\Gamma_c$ that places $S_{\Gamma_c}(r)$ below $S_{\Gamma_c}(\text{root}_c)$. Then construct $\Gamma_x$ by drawing a square for $x$ of the same size as $S_{\Gamma_c}(\text{root}_c)$.
directly on top of $S(root_c)$ and perform $\ell$-scaling until its top is vertically between the bottom of $S(root_x)$ and one-third of the way to the top of $S(root_x)$. $\Gamma_c$ may not have had an adjacency between $root_c$ and $\ell$, in which case we $root_x$-scale until its left contacts the right of $S(\ell)$. The case when $root_x$ is adjacent to $r$ can be handled symmetrically. Finally when $root_x$ is adjacent to neither $\ell$ nor $r$, we can construct a case where there is a $root_x, \ell$ edge and then perform a slight negative $root_x$-scaling to remove the extra contact.

If $x$ is an S-node with at least 3 path vertices and child node $c$, then constructing the square-contact representation is much simpler. $\Gamma_c$ obeys the second case of the invariant. Therefore in $\Gamma_c$, $S_{\Gamma_c}(\ell)$ appears on the left of the drawing and $S(\Gamma_c)(r)$ appears on the right of the drawing with the other squares appearing between them. To construct $\Gamma_x$, start with $\Gamma_c$ and place a new square for $root_x$ on the top of $S(root_c)$ of equal size. If $root_x$ is adjacent to $\ell$, $root_x$-scale until the left border is vertically in line with the right border of $S(\ell)$. If $root_x$ is adjacent to $r$, $root_x$-scale until the right border is vertically in line with the left border of $S(r)$. Finally $\ell$-scale and $r$-scale until their top borders lie between the bottom and bottom of $S(root_x)$ and one-third of the way to the top of $S(root_x)$. It is possible $root_c$ was adjacent to $\ell$ or $r$ and $root_x$ is not, if so we perform a slight negative $root_x$ or $root_x$-scaling to remove the contact.

Every contact in $\Gamma_c$ is preserved in $\Gamma_x$, because every square in $\Gamma_c$ lies below the one-third line of $S_{\Gamma_c}(root_c)$. The only new contacts required in $\Gamma_x$ are those involving $root_x$ which must contact $root_c$ and may contact $\ell$ or $r$. The placement of $S_{\Gamma_x}(root_x)$ guarantees contact with $S_{\Gamma_x}(root_c)$ and the scaling of $S_{\Gamma_x}(root_x)$ introduces contacts with $S_{\Gamma_x}(\ell)$ and $S_{\Gamma_x}(r)$ if needed. By construction $\Gamma_x$ obeys the invariant.

**Handling P-nodes** We handle a P-node $x$ by repeatedly merging the square-contact representations for two adjacent children $c_1$ and $c_2$. For the pair of graphs being merged, call the shared root vertex $root$, the leftmost path vertex $\ell$, the path vertex they share in common
Figure 3.10: Examples of the square-contact construction of an S-node (a) and of a P-node (b).

$m$, and the rightmost path vertex $r$. We use the $C$ configuration for every child node with just two path vertices, unless it is the leftmost child and has an edge to the right of the two path vertices or it is the rightmost child and has an edge to the left of the two path vertices.

The order we merge children requires some care. For any child in a $C$ configuration, prioritize merging it in the direction of its “concavity”, that is if $root$ is adjacent to $\ell$ then merge the child with its right sibling. We perform all of these prioritized merges before any others.

After recursively constructing $\Gamma_{c_1}$ and $\Gamma_{c_2}$, scale the two representations such that $S_{\Gamma_{c_1}}(m)$ is the same size as $S_{\Gamma_{c_2}}(m)$.

If neither or both of $\Gamma_{c_1}$ and $\Gamma_{c_2}$ are $C$ configurations, we perform additional scaling to guarantee the bottom of $S_{\Gamma_{c_1}}(root)$ and $S_{\Gamma_{c_2}}(root)$ are at the same height. To do so, take the side with the higher square bottom for $root$ and perform $\hat{m}$-scaling and then rescale down the drawing to keep $S_{\Gamma_{c_1}}(m)$ the same size as $S_{\Gamma_{c_2}}(m)$. Now replace the squares for $root$ with a new square sharing bottom left corners with $S_{\Gamma_{c_1}}(root)$ and bottom right corners with $S_{\Gamma_{c_2}}(root)$. In some cases, this new square overlaps the top interior of $S(m)$. So if it is needed, we translate $S(m)$ downwards either until its top is in line with the bottom of $S(root)$, if $m$ and $root$ are adjacent, or until it is slightly below $S(m)$, if $m$ and $root$ are not.
adjacent. The resulting square-contact representation has at least three path vertices and obeys the second case of the invariant.

Because of our merge ordering, if there is only one C configuration then root must not be adjacent to m. If we attempted to perform the above procedure with such a C configuration, then the result would not obey our invariant because the square of an outer path vertices would be below S(root).

When only one of $\Gamma_{c_1}$ and $\Gamma_{c_2}$ is a C configuration and root is not adjacent to m, after overlaying $S_{\Gamma_{c_1}}(m)$ and $S_{\Gamma_{c_2}}(m)$ it is not easy to replace the root squares with one larger square. Without loss of generality we assume $\Gamma_{c_1}$ is the C configuration. In this case, we observe that because root and m are not adjacent, $S_{\Gamma_{c_2}}(m)$ can be translated downwards to slightly below $S_{\Gamma_{c_2}}(\text{root})$ without disturbing any square contacts. After performing this translation, we can $\hat{m}$-scale followed by rescaling down $\Gamma_{c_1}$ to keep $S_{\Gamma_{c_1}}(m)$ and $S_{\Gamma_{c_2}}(m)$ the same size such that the bounding box containing the squares of interior vertices has height equal to the slight vertical distance between $S(m)$ and $S(\text{root})$ in the other drawing. Now we can finish the construction by creating a new large square for root in the same manner as the previous case.

The line $S(m)$ is scaled along in the P node construction is guaranteed by the invariant to only intersect squares that are already in contact with $S(m)$. Similarly the bottom of the new $S(\text{root})$ sits along the line touched only by the tops of squares of interior vertices adjacent to root. The translation of $S(m)$ is also designed such that any square previously in contact with it, will still be in contact after the translation. Therefore $\Gamma_{x}$ is a square-contact representation for $x$. By construction $\Gamma_{x}$ follows the invariant.

Figure 3.10 shows our construction for two S-nodes on the left and two P-nodes each with two children on the right.
To construct a square-contact representation for a 3-connected cycle-tree, it is natural to remove an edge in the outer cycle to obtain a path-tree, use LEMMA 3.8 to construct a square-contact representation, and then attempt to reintroduce a contact for the removed edge. However, because LEMMA 3.8 places the leftmost and rightmost path vertices on the left and right side of the drawing, it is unclear how to add a contact between them. Instead, we split the cycle-tree into two overlapping almost-triconnected path-trees, obtain their square-contact representations by LEMMA 3.7, and overlay them to form a square-contact representation for the entire cycle-tree.

**LEMMA 3.9.** Any 3-connected cycle-tree $G$ without separating triangles and whose outer face is not a triangle admits a square-contact representation.

*Proof.* Given a 3-connected cycle-tree graph $G$ without separating triangles, we split it into two path-trees using the following method:

1. Root the tree in $G$ arbitrarily.
2. Let $v$ be a leaf vertex of the tree in $G$.
3. If $v$ can see at least three path vertices, select $v$ and a subsequence of three path vertices visible from $v$.
4. Otherwise travel upwards in the tree until reaching a vertex $u$ that can see at least three path vertices.

Figure 3.11: Invariants for S- and P-nodes with more than two path vertices.
5. There are at most two path vertices connected to descendants of \( u \) in the tree. Select \( u \) and a subsequence of three path vertices visible from \( u \) that include the path vertices connected to the descendants of \( u \).

6. Now in either case, we have selected one tree vertex \( r \) and three consecutive path vertices which in counter-clockwise order are \( p_1, p_2, \) and \( p_3 \) visible from \( r \). Removing \( r, p_1, \) and \( p_3 \) disconnects the cycle-tree into two subgraphs \( H_1 \) and \( H_2 \) where \( H_1 \) is the subgraph containing \( p_2 \).

7. \( G - H_1 \) and \( G - H_2 \) are two path-trees that coincide on \( r, p_1, \) and \( p_3 \).

Figure 3.7 depicts using this method to obtain two path-trees from a cycle-tree. Because the outer face of \( G \) has at least four path vertices, \( G - H_2 \) has exactly three path vertices, and the two subgraphs share two path vertices, \( G - H_1 \) has at least three path vertices. The two graphs \( G - H_1 \) and \( G - H_2 \) are almost-triconnected path-trees and so by Lemma 3.7, both graphs can be constructed by our decomposition. Then using \( r \) as the root of both path-trees, Lemma 3.8 guarantees \( G - H_1 \) and \( G - H_2 \) have square-contact representations \( \Gamma_1 \) and \( \Gamma_2 \) respectively satisfying the second case of the invariant.

In particular, \( \Gamma_1 \) has \( S_{\Gamma_1}(r) \) in between \( S_{\Gamma_1}(p_3) \) on the left and \( S_{\Gamma_1}(p_1) \) on the right while \( \Gamma_2 \) has \( S_{\Gamma_2}(r) \) in between \( S_{\Gamma_2}(p_1) \) on the left and \( S_{\Gamma_2}(p_3) \) on the right. Our goal is to align the squares for \( r, p_1, \) and \( p_3 \) in both drawings while not introducing in new square-contacts.

We construct such a square-contact representation \( \Gamma = \Gamma(G) \) as follows:

1. Let \( d_i(x, y) \) be the horizontal distance between \( S_i(x) \) and \( S_i(y) \).

2. Scale the entire drawings of \( \Gamma_1 \) and \( \Gamma_2 \) so that \( d_1(p_1, p_3) = d_2(p_1, p_3) \).

3. Rotate \( \Gamma_2 \) by \( 180^\circ \) and vertically align the right sides of the squares \( S_{\Gamma_1}(p_1) \) and \( S_{\Gamma_2}(p_1) \).

Note that the left sides of the squares \( S_{\Gamma_1}(p_3) \) and \( S_{\Gamma_2}(p_3) \) are also vertically aligned.
4. If \( d_1(r, p_1) = d_2(r, p_1) \) and \( d_1(r, p_3) = d_2(r, p_3) \), then \( S_{\Gamma_1}(r) \) and \( S_{\Gamma_2}(r) \) are the same size and we translate \( \Gamma_2 \) vertically such that \( S_{\Gamma_1}(r) \) and \( S_{\Gamma_2}(r) \) overlap exactly.

5. If \( d_1(r, p_1) \neq d_2(r, p_1) \) and without loss of generality \( d_1(r, p_1) < d_2(r, p_1) \), then perform \( \hat{r} \)-scaling in \( \Gamma_2 \) until the distances are equal. If there were squares in the \( S_{\Gamma_2}(r), S_{\Gamma_2}(p_1) \)-bounding box, then perform \( \hat{a} \)-scaling on the squares in the bounding box where \( a \) is the bottom right corner of the bounding box until the horizontal width of the bounding box is \( d_1(r, p_1) \).

6. If \( d_1(r, p_3) \neq d_2(r, p_3) \), perform the analogous scaling to make them equal too.

7. Perform \( \hat{p}_1 \)-scaling so that its top border is above the top of \( S_{\Gamma_2}(p_1) \). Do the analogous scaling for \( S_{\Gamma_1}(p_3) \).

8. Remove \( S_{\Gamma_2}(r), S_{\Gamma_2}(p_1), \) and \( S_{\Gamma_2}(p_3) \).

After the final removal step, \( \Gamma \) has one square for each vertex in \( G \). We prove for each edge \( uv \) in \( G - H_1 \) that \( S_{\Gamma}(u) \) contacts \( S_{\Gamma}(v) \) using some case analysis, but first observe that rotations and scalings of entire square-contact representations preserve square contacts so we only need consider cases where \( u \) or \( v \) was scaled. The only squares undergo scaling in \( \Gamma_1 \) or \( \Gamma_2 \) are the squares for \( r, p_1, p_3 \), and any vertices in the \( S_{\Gamma}(r), S_{\Gamma}(p_j) \)-bounding boxes.

- Without loss of generality if \( u \) is \( p_1 \) (or \( p_3 \)) then \( S_{\Gamma_1}(v) \) touches the right side of \( S_{\Gamma_1}(p_1) \). When \( S(p_1) \) is scaled, the resulting right border is an extension of the original. The left border of \( S(v) \) contains \( S_{\Gamma_1}(v) \), because any scaling \( S_{\Gamma_1}(v) \) underwent (possibly because \( v = r \) or \( v \) is in the \( S_{\Gamma_1}(r), S_{\Gamma_1}(p_1) \)-bounding box) holds at least one point in contact with \( S_{\Gamma_1}(p_1) \).

- If \( u \) is \( r \) and \( v \) is not \( p_1 \) or \( p_3 \), then \( v \) may be below \( r \) or in the \( S_{\Gamma_1}(r), S_{\Gamma_1}(p_1) \)-bounding box. If \( v \) is below \( r \), then the contact is also preserved, because whenever \( S(r) \) is scaled the bottom is a superset of the previous bottom.
This argument is nearly symmetric for an edge in $G - H_2$. The only difference to observe is that the squares $S_{\Gamma_2}(p_1)$ or $S_{\Gamma_2}(p_3)$ are removed in favor of $S_{\Gamma_1}(p_1)$ and $S_{\Gamma_1}(p_3)$. Other squares only contact $S_{\Gamma_2}(p_1)$ on the right and $S_{\Gamma_2}(p_3)$ on the left. After scaling $S_{\Gamma_1}(p_1)$ ($S_{\Gamma_1}(p_3)$), the right (left) border $S_{\Gamma_1}(p_1)$ ($S_{\Gamma_1}(p_3)$) contains the right (left) border of $S_{\Gamma_2}(p_1)$ ($S_{\Gamma_2}(p_3)$). Therefore every edge in $G$ has proper contact in $\Gamma$.

We also observe that no new contacts were introduced by these steps. Because for $i = 1, 2$ and $j = 1, 3$ the top border of the $S_i(t), S_i(p_j)$-bounding boxes are below the one-third line on $S_i(t)$, the overlaying of $S_{\Gamma_1}(t)$ with $S_{\Gamma_2}(t)$ does not introduce any new contacts (other than overlapping squares for the same vertex).

Thus $\Gamma$ is a proper square-contact representation of $G$. \hfill \Box

As Halin graphs are 3-connected cycle-trees without separating triangles and have, except for $K_4$, a non-triangular outer face, we have the following.

**Corollary 3.1.** Any Halin graph $G \not\cong K_4$ admits a square-contact representation.

Next, we investigate square-contact representations of 2-outerplanar simply-nested graphs that are not cycle-trees (Theorem 3.3) and 3-outerplanar simply nested graphs (Theorem 3.4).

**Theorem 3.3.** There exists a 3-connected 2-outerplanar simply-nested graph that does not admit any proper square-contact representation.

*Proof.* Consider the two nested quadrilaterals shown in Figure 3.12(left). One of its two quadrilateral faces must be the outer one, giving the embedding shown. In any square-contact representation, the inner polygon surrounded by the squares for the four outer vertices must be a rectangle, as it has only four sides. Each of the four inner squares must
touch one of the four corners of this rectangle (the corner made by its two outer neighbors). For the four inner squares to touch the four corners of the rectangle and each other, the only possibility is that the rectangle is a square and each inner square fills one quarter of it, as shown in Figure 3.12(middle). However, this representation is improper, as diagonally-opposite inner squares meet at their corners.

\[ \text{Theorem 3.4. There exists a 3-connected 3-outerplanar simply-nested graph that does not admit any square-contact representation.} \]

Proof. Consider the graph shown in Figure 3.12(right). Its quadrilateral face must be the outer one, giving the embedding shown. As in the proof of Theorem 3.3, the only possible representation for its two outer quadrilaterals has the four outer squares surrounding a central square region, divided into four quarters representing the four middle vertices, as shown in Figure 3.12(middle). However, this representation leaves no room for the inner vertex.

We remark that the graph of Theorem 3.4 is actually 2-outerplanar simply-nested, but not with its quadrilateral face as the outer face.

3.5 Conclusions

In this chapter, we provided simple characterizations for two notable families of planar graphs that admit proper square-contact representations. Moreover, we introduced a new decompo-
sition for an interesting family of polyhedral graphs that generalize the Halin graphs, i.e., the 3-connected cycle-trees. Finally, we showed that the absence of separating triangles and a non-triangular outer face do not guarantee the existence of weak and proper square-contact representations of 3-outerplanar and 2-outerplanar simply-nested graphs, respectively.
Chapter 4

J-Viz: Finding Algorithmic Complexity Attacks via Graph Visualization of Java Bytecode *

4.1 Introduction

The Space/Time Analysis for Cybersecurity (STAC) program [26] at the U.S. Defense Advanced Research Projects Agency (DARPA) aims to develop new program analysis techniques and tools for identifying vulnerabilities related to the space and time resource usage behavior of algorithms, and specifically to vulnerabilities based on algorithmic complexity and side channel attacks. STAC seeks to enable security analysts to identify algorithmic resource usage vulnerabilities in software to support a methodical search for them in the software upon which the U.S. government, military, and economy depend [26].

*Portions of this chapter are included from [2].
4.1.1 Our Contributions

In this chapter, we describe a tool, the JVM abstracting abstract machine (Jaam) Visualizer, or “J-Viz” for short, which is intended for use by security analysts to perform such searches through the exploration of graphs derived from Java bytecode. Thus, we are not attempting to solve the problem of identifying software algorithmic complexity attacks in a completely automated way, but instead we are providing a means for doing semi-automated analysis that increases the efficiency of a human analyst. The workflow for our tool involves taking a given program, specified in Java bytecode, and constructing a control-flow graph of the possible execution paths for this software, using a framework known as control flow analysis (CFA) [57]. Our tool then provides a human analyst with an interactive view of this graph, including heuristics for aiding the identification of which parts of the provided program seem suspicious.

One of the main components of our J-Viz tool involves visualizing control-flow graphs in a canonical way based on a novel vertex numbering scheme that we call the sibling-first recursive numbering. This numbering scheme is essentially a hybrid between the well-known breadth-first and depth-first numbering schemes, but differs from both in a way that appears to be more useful for visualizing control-flow graphs so as to highlight potential algorithmic complexity attacks. In particular, as we show that with respect to some actual test cases provided to us by DARPA that this approach is effective at aiding a human security expert to find such attacks. We designed J-Viz with the following goals in mind:

- We want users to be easily able to recognize patterns in source code from our visualizations. Thus, similar sections of code should produce similar subgraphs, which should be drawn in a similar way.

- We want to use a hierarchical visualization, in which users can collapse or expand sections of the graph to different levels of detail. But we also want them to be able to
build a consistent mental model of the graph. Thus, drawings should not drastically shift the relative positions of the vertices when sections are collapsed or expanded.

- No matter what sequence of actions the user performs, drawings should be consistent. That is, the same view of a graph, in which the same set of nodes are collapsed and expanded, should always be drawn in the same way.

- Our system should rank sections of the graph by how likely they are to produce vulnerabilities, and display this information visually to the user.

4.1.2 Related Work

Although it is using different means to achieve mental map preservation, the J-Viz system follows in a long line of research on techniques directed at preserving the mental map of a graph drawn dynamically. For instance, Misue et al. [49] discuss node movement adjustments, including avoiding node overlaps, for preserving the mental map. Diehl and Carsten [19] discuss force-directed approaches for preserving the mental map between instances of a changing graph. Goodrich and Pszona [34] study efficient algorithms for minimizing vertex movements as a graph is incrementally revealed in an online manner. With respect to existing software systems, the Graphviz [21] and GraphAEL [23] systems both include algorithms intended to preserve the mental map as a graph is modified. Bridgeman and Tamassia [10] formally study metrics for characterizing mental map preservation between different instances of a changing graph. So as to provide an empirical basis for such work, a user study of Purchase et al. [53] supports the thesis that preserving the mental map for graph visualization is a useful goal to aid users in performing tasks on graphs.

Visualization tools have also previously been applied to source code. Doxygen [61], a tool for automatically generating documentation, can produce various kinds of diagrams for visualizing code, including call graphs. It is generally configured to use the dot [30] tool from
GraphViz to draw these graphs hierarchically. Similarly, Visual Studio can visualize call graphs to aid programmers in debugging applications [17]. In contrast with these systems, our J-Viz tool provides four main features that these tools do not provide. First, J-Viz shows a greater level of detail, since it analyzes code at the level of individual instructions rather than methods. Second, J-Viz allows the user to interact with a graph and produce multiple views of the same Java bytecode. Third, the layout algorithm used in J-Viz is designed to draw similar code fragments in the same (canonical) way, so as to highlight portions of repeated code. Fourth, J-Viz guides the user to potential security vulnerabilities, by highlighting nodes that are believed to be risky based on algorithmic complexity (or other factors), whereas these other systems were not focused on software security.

Another tool, Jinsight [16], can be used to profile a Java program to provide various views of resource usage, such as highlighting which instances of a class have taken the most time or used the most memory. This tool does not provide a full graph of the program’s possible execution paths, however, which we believe to be essential for detecting security vulnerabilities. In addition to these Java-based tools, there are also tools for visualizing compiled executables in other languages for malware analysis, such as the tool by Quist and Liebrock [54].

At a high level, our work is also related to recent work on applying graph visualization tools for security visualization. For example, work by Di Battista et al. [7] on visualizing flows in the Bitcoin transaction graph and work by Mansman et al. [45] on visualizing host behavior in a network are also in this area. (See also the surveys by Tamassia et al. [60] and Wagner et al. [62].)
4.2 Graph Generation via Static Analysis

In this section, we review the process that takes Java bytecode as input and produces the graphs that are visualized in J-Viz. These graphs are produced using the JVM abstracting abstract machine (Jaam) tool [13] developed at the University of Utah based on the work of Van Horn and Might [43], which itself is based on control-flow analysis (CFA) framework known as $k$-CFA [46,57]. Because there could be exponentially many possible execution paths of any given program, which would be too large to visualize and reason about, the $k$-CFA framework compresses execution paths into a graph of reasonable size that represents possible executions of a Java program at the instruction level. Such a graph is called sound if it represents every possible execution path, and precise if it excludes every impossible execution path. The $k$-CFA framework is sound, and it has a tunable degree of precision based on the integer parameter, $k$, albeit at the cost of creating additional states in the graph for larger values of $k$.

At the lowest level of the hierarchy, 0-CFA, we discard contextual information and generate one state, which forms a vertex in the graph representation, for each line of Java bytecode. Then we add edges for every possible state that could be reached from a given state. For example, a return statement will have an edge to every place from which our current method could have been called. At the next level, 1-CFA, each state also tracks the location from which its method was called. (See Fig. 4.13 in Section 4.6.2 for example graphs produced by 1-CFA.)

This easily generalizes to higher levels, so that for $k$-CFA, each state stores the locations of the previous $k$ function calls. This added information allows many of the spurious branches produced by 0-CFA to be pruned. (For additional information, please see more detailed descriptions of $k$-CFA [43,46,57].)
0-CFA is known to take $O(n^3)$ time to construct a graph for a program with $n$ lines of code, and this is believed to be tight [38]. $k$-CFA is EXPTIME-complete for functional languages [42], but can be solved in polynomial time for object-oriented languages [47]. Thus, to provide a reasonable balance between soundness, precision, and efficiency, the version of the Jaam static analyzer used for the work of this chapter is based on 1-CFA. To summarize, then, the Jaam static analyzer takes as input Java bytecode for a given program and produces an directed graph, $G$, that represents the results of a 1-CFA performed on this bytecode. This graph is ordered, in the sense that the outgoing edges for each node are sorted according to the order in which the corresponding instructions appear in the Java bytecode.

### 4.3 Our Sibling-First Recursive Layout Algorithm

Our approach to the layout of graphs produced by the Jaam tool [13] is based on what we believe is a novel graph numbering scheme, which we call a sibling-first recursive (SFR) numbering. Intuitively, SFR is a hybrid numbering scheme that combines features of a breadth-first search (BFS) numbering and a depth-first search (DFS) numbering. We show in Figure 4.1 the difference between algorithms for doing a depth-first search (DFS) ordering of a directed graph and a sibling-first recursive (SFR) numbering. See also Figures 4.8, 4.9, and 4.12, which illustrate SFR spanning trees and their differences with DFS and BFS spanning trees.

Our motivation for using the SFR numbering is that we feel it produces a rooted spanning tree that corresponds more intuitively with the way that programmers conceptualize the main “backbone” of the control flow of their software. For example, it places the true-false branches of if statements as children of the condition that branches to them. In addition, it places the multiple branches of a switch statement as children of the condition that branches to them,
Figure 4.1: DFS and SFR algorithms to explore the connected component of a vertex, \( v \), in a directed graph, \( G \). We assume there is a global variable, \( n \), which is used to number the vertices. In the case of DFS, we initialize \( n = 1 \) and call DFS(\( v \)) on a vertex \( v \) that is to become the root of the DFS tree. In the case of SFR, we initialize a vertex, \( v \), as the root of the SFR tree, numbering it as vertex 1, and we set \( n = 2 \) and call SFR(\( v \)).

even if some of the branches flow-through to other branches. (E.g., see Fig. 4.2.) Furthermore SFR numbering also enables the viewer to visually identify isomorphic subgraphs of the graph, corresponding to identical, repeated or equivalent lines of code; see Fig. 4.10 in Section 4.6.1.

4.3.1 High-Level Description of Our Layout Algorithm

At a high level, there are five steps in our algorithm for producing a drawing of the graph, \( G \):

1. We construct an SFR numbering and rooted spanning tree, \( T \), for our input graph, \( G \), which will be used as the “backbone” of our drawing.

2. We draw the tree \( T \) using a recursive placement algorithm.
3. We add the edges of $G$ that are not in the tree $T$.

4. We highlight in our drawing the sections of our graph that are most likely to contain vulnerabilities, based on various criteria.

5. We automatically group subsets of nodes before displaying the entire graph to the user, in a way that allows the user to expand such collapsed nodes.

In the remainder of this section, we describe in more detail each of the above steps in our layout algorithm.

![Graph layouts](image)

Figure 4.2: Sample graph layout for (a) if-else conditional statement, (b) switch statement (dashed edges for flow through statements), (c) for and while loop, (d) do-while loop.

### 4.3.2 Constructing an SFR search tree

In our first step, we construct a rooted (ordered) SFR spanning tree, $T$, for the graph, $G$, produced from the Jaam tool [13]. The algorithm we use to perform this construction is exactly the SFR algorithm shown in Fig. 4.1, with the added detail that as we traverse the graph $G$ to construct our SFR search tree, $T$, we process the out-edges from each vertex using the ordering for $G$, consistent with the intuitive way programmers naturally organize
branches for different types of software branch points. As we highlight in one of our test cases, this approach tends to produce almost identical drawings for repeated (e.g., cut-and-pasted) software code fragments. It also produces ordered combinatorial layouts for each of the following types of code constructs, as shown in Fig. 4.2.

- If-else conditional statement: the true and false components are siblings, with the true component coming first.
- Switch conditional statement: the different branches of the switch statement are siblings of the conditional statement, ordered by their appearance in the code (even if there are non-tree edges between them that would be representing flow-throughs from one branch to another).
- While/for loop: the end-of-loop statement and loop body are both siblings of the conditional statement, with the end-of-loop statement coming first.
- Do-while loop: the start statement, loop body, and conditional statements are in a single path, with a non-tree edge leading back to the start statement.

4.3.3 Drawing the Nodes of our SFR Search Tree

Once we have constructed our (ordered) SFR search tree, $T$, we draw it recursively, starting from the leaves of $T$. Each parent is drawn on a row above all of its children. Chains of nodes are drawn in a vertical column. When we reach a branch point, we lay out each of the subtrees from left to right. We require that only a direct descendant of a node can be placed directly underneath it. This means that each subtree, no matter its size, will have an entire vertical lane reserved for it from top to bottom in our graph. See Fig. 4.3.

This requirement might at first seem to waste space in our drawing, but it maintains consistency when a user expands or collapses connected sections of nodes. To see why this is
so, suppose that two nodes are placed at the same $x$-coordinate, but neither is an ancestor of the other. Suppose further that the user then chooses to collapse the set consisting of the path from each of these nodes up to their lowest common ancestor. If this happens, then if we simply shift up that portion of the spanning tree, then we will cause overlaps, which would require shift of nodes to fix. (See Fig. 4.4.) But such a shift would be detrimental to the mental map. Thus, rather than produce a compact drawing that reuses vertical space, we use the scheme described above, which tends to preserve the mental map even as we would be collapsing or expanding paths in the spanning tree, $T$, and shifting the remaining portions accordingly.

Figure 4.4: An example of how breaking our drawing style can cause problems. When the user collapses nodes $a$ and $b$, some of the nodes need to be shifted. To avoid this problem, we forbid a node from lying directly above a node that is not a direct descendant.
4.3.4 Drawing Edges

After we have placed the nodes of our ordered spanning tree, \( T \), we must draw all of the edges in our graph. In our case we choose to draw downward edges as straight line segments, and we then draw upward edges as curved segments. In addition to drawing arrows at the ends of such segments, this convention provides a visual cue for which direction an edge is pointing. It also prevents upward edges from lying on top of downward edges. For example, this makes the drawing of the graph of software implementing the bubblesort algorithm, shown in Fig. 4.11 in Section 4.6.2, more readable.

4.3.5 Highlighting

After the nodes and edges of the graph, \( G \), are placed, we highlight vertices to guide the user on where to begin examining it to discover possible security vulnerabilities. For attacks based on increasing the running time for the software on certain inputs, we want to highlight nodes that are likely to be visited the greatest number of times during an execution. So we color our states from green to red based on how likely each node is to be involved in a vulnerability. We have considered the following three ranking methods:

- We could perform a recurrence analysis that computes an upper bound on how many times each node is visited. Automated recurrence analysis has progressed to the point of being able to provide strong upper bounds on many simple algorithms [3]. But we do not believe that this is yet possible for programs such as the ones we need to examine, which contain thousands or tens of thousands of lines of code, and have a complex loop structure.

- We could profile our code, by providing a sample input and counting how many times each state is visited. But while this may help for honestly written programs, we believe
it is unlikely to identify the kinds of deliberate attacks that we need to discover. The programs we are given should in most cases perform well, because otherwise they would not be used at all. But some may have a hidden trigger that causes them to run for much longer.

- We could count the number of nested loops that contain each node. This is a somewhat naive method, but it does seem to give a reasonable heuristic, as will be seen in our experimental results. It is also feasible to compute even for very large graphs. Hence this is the method that we choose to use.

In order to do this highlighting, of course, we need to determine for each node its level of nesting with respect to the loops of the program. We use an adaptation to the SFR tree of a definition by Havlak [37] for DFS trees:

- The outermost loops are the maximal strongly connected components of the directed control-flow graph, $G$.

- The header for a loop is the first node in the loop that is reached in the SFR tree, $T$.

- The inner loops are the maximal strongly connected components that remain when the header is removed.

A graph is said to be reducible if every cycle has a single entry point [37]. If the graph is reducible, then the loop decomposition does not depend on which rooted spanning is used. But if a cycle has multiple entry points, then the order in which we explore the branches could matter. Thus, in our case, we use the canonical SFR tree, $T$, that has already been defined for our graph.

To compute loop headers efficiently, we use an algorithm from Tao et al. [63]. This traverses the ordered spanning tree and passes loop header information up the tree. While their
method could take a long time for artificially complex graphs, it takes linear time for most real-world programs, because the spanning trees for such graphs tend to be reducible or “nearly” reducible.

4.3.6 Grouping Nodes

We have included four different ways in which nodes in the graph, $G$, can be aggregated, and we present the initial drawing of $G$ to the user based on a pre-defined grouping of certain nodes, with some of these pre-collapsed. First, we choose not to explore nodes that correspond to calls to the Java library, since we do not expect it to contain vulnerabilities. Instead, every such call is collapsed to a single line. This prevents us from creating hundreds of thousands of nodes for the Java library. Nevertheless, the static analyzer, Jaam, needs to do this carefully, so that it can approximate the state of Java library objects and predict their later behavior. For example, any object that is added to an ArrayList or a HashMap can later be taken out. Still, we assume that such an identification is given as an annotation to the input graph, $G$, since this identification is solely the domain of the Jaam tool. Second, we automatically group each connected set of nodes that belong to the same method. That way, if the user is not interested in the details of a given method, they can collapse it to a single node. Third, we automatically group chains of method nodes that were created in the previous step. Generally, having long chains of nodes taking up a large portion of the screen space hinders the user from seeing the branching structure that they need to find. Finally, we allow the user to select a connected set of nodes and collapse them dynamically, along with providing a comment explaining the purpose of the corresponding section of code.
4.4 The User Interface

In constructing the user interface for the J-Viz system, we relied in part on a survey study of Basil and Keller [6] for software visualizations. They found that the following criteria were considered “absolutely essential” by a majority of participants:

- Search tools for graphical and/or textual elements
- Source code visualization
- Hierarchical representations
- Use of colors
- Source code browsing
- Navigation across hierarchies
- Easy access from the symbol list of the corresponding source code.

To make our system more user-friendly, we have implemented each of these features. We have already discussed our hierarchy for collapsing and expanding vertices, and our use of colors for highlighting nested loops in our graph. We show the other features in use in the screenshot shown in Fig. 4.14 in Section 4.6.3, and describe each of them below.

4.4.1 Searching

We have included the following searching capabilities in our graph:

- Find nodes by SFR numbering
- Find incoming and outgoing edges for a given node
- Find nodes whose methods contain a given string
- Find nodes whose instructions contain a given string
4.4.2 Context panel

When nodes are selected by the user, the code for their methods are shown in the left panel, with the lines for each node highlighted. Alternatively, a user can select lines from the left panel, and we highlight the nodes in our graph that correspond to those lines of code. The lines of code for the innermost loops inside each method are also highlighted.

4.4.3 Description panel

The right panel displays detailed descriptions for each of the selected nodes in our graph.

4.4.4 Minimap

A minimap is given in the lower left that always shows our full graph. When we zoom in on part of the graph, it is highlighted on the map, so that the user never loses track of where they are.

4.5 Experiments

In this section, we describe some test cases we performed to test the effectiveness of the J-Viz system for visualizing Java bytecode and identifying security vulnerabilities that could be triggered by algorithmic complexity attacks. As input to these test cases, we were provided by DARPA with programs to analyze to test our system, some of which were produced by a “red team” tasked with deliberately creating software that contains vulnerabilities to algorithmic complexity attacks.
Our first test case is for a program for verifying a secret password, without revealing any information about such a password. In this case, J-Viz was effective in leading a security analyst to a nested loop that checks each character in the password one at a time. In part, because of the way that the SFR spanning tree lays out conditional branches in an intuitive manner and draws loop edges as curved segments, the analyst was able to notice that the password-checking program exits as soon as it finds the first character that does not match. (See Fig. 4.15 in Section 4.6.3.) The analyst then correctly identified this as a vulnerability (inserted by the red team), since, by timing multiple executions of the program, an attacker can easily determine how many correct characters of a password that they entered with each attempt. Thus, such an attacker could quickly crack the password by a simple iterative search.

Our second test case is for a program for analyzing and classifying images based on features, such as the number of edges or the amount of each color that is present. This program is around 1,000 lines of Java code, and produces about 3,000 nodes in our graph. The goal of the security analyst in this case was to determine if this program can be made to take much longer than it should (specifically, greater than 18 minutes to analyze a 70 KB image). For most images of that size, the program takes around 6 minutes. But, through the use of J-Viz, a security analyst was able to create an image that would take over an hour to be analyzed. The key insight for the analyst was to pay attention to the highlighting in our visualizer, which showed the deepest nested loops in dark red. (See Fig. 4.5.)

In this case, the analyst noticed that many of these nodes were part of the Mathematics class, which provided custom implementations of various mathematical functions. In particular, the exponential function was implemented using a Taylor series, with the number of terms depending on a function of the RGB value of each pixel. This function contained a “spike” which is shown in Figure 4.6, implying a large number of terms in the Taylor series for an image having a particular RGB value. Given this information, the analyst was then able
Figure 4.5: Our visualization for the graph for an image processor program, showing the red section of a deeply nested loop (which contained a security vulnerability) in the bottom right.

to create an image that triggered this behavior for every pixel, which took over an hour to process, confirming the vulnerability.

Our final test case is a text analysis program, called *TextCrunchr*, that analyzes documents to compute statistics, such as word frequencies and word lengths, and can process plain text files as well as compressed files (in the case of compressed files, it uncompresses them before analyzing their contents). For example, researchers at Zoomblr are using it in the back-end to analyze a large corpus of data from the Internet.

This program produced about 5,000 nodes in its CFA graph. The goal of the security analyst using our tool was to determine if this program can be made to run for a longer period of time than expected (in this case, greater than 5 minutes to analyze at most 400 KB of data), which could be an indication of a vulnerability to an algorithmic complexity attack.

In using our tool for this task, the key insight for the analyst was to pay attention to the highlighted nodes in our visualizer, which showed the most deeply nested loops in dark red.
Figure 4.6: The time complexity of image processor spikes by two orders of magnitude when the sum of the RGB values is exactly 30.

In this particular case, the analyst noticed that many of these nodes were part of a custom implementation of a HashMap class that uses some simple bitwise operation to hash an input value. This implementation of HashMap performed poorly when many hashcode collisions occur, and any input containing many words that hash to the same hashcode triggered quadratic behavior in the text analysis. Given this insight, the analyst created an input file within the 400 KB that forced the program to run significantly longer than 5 minutes, thus uncovering the algorithmic complexity attack vulnerability.

In addition to these test cases, we show additional examples and screenshots of our tool in Sections 4.6.2 and 4.6.3.

4.6 Additional illustrations

4.6.1 SFR Numbering

Fig. 4.8 illustrates a graph (for the complete code of a bubblesort implementation); the vertices are labeled with their SFR numbers.
Figure 4.7: Our visualization for the graph for a text analysis program, showing the red section of a deeply nested loop, which contained a security vulnerability.

Fig. 4.9 illustrates the difference in the spanning trees and the vertex numberings obtained in our SFR search, and a more conventional depth-first search. These are obtained for a code segment containing a switch statement. The tree and the numbering obtained in the SFR shows the structure of the switch statement more naturally.

The SFR search tree and the SFR numbering also enables viewers to visually identify isomorphic subgraphs in the graph, which correspond to identical or equivalent lines of code in the program; see Fig. 4.10.
Figure 4.8: A graph for the bubblesort algorithm; vertices are labeled with SFR numbers.

4.6.2 Additional Figures and Examples

Here we show the graphs for some simple algorithms, as visualized in our J-viz.
Figure 4.9: (a) A code segment containing a switch statement, (b) the spanning tree (thick edges) and vertex numbering (in blue color) for the graph obtained from SFR search, and (c) the spanning tree (thick edges) and vertex numbering (in red color) for the graph obtained from depth-first search.

Figure 4.10: Visually separable isomorphic subgraphs in the graph for the password checker code; these isomorphic subgraphs correspond to the same or equivalent lines of code.
Figure 4.11: This partial graph of a bubblesort algorithm shows how drawing upward edges as curves and highlighting nested loops can improve readability. It also shows our use of colors for different levels of nested loops.

Figure 4.12: A graph of a recursive factorial function using 1-CFA. The highlighted instruction occurs twice - once in the context of being called from main, and once in the context of the factorial function calling itself. Note, in addition, how this tree is different from a breadth-first search (BFS) tree. Namely, there is a long forward edge from the rightmost node in the drawing. In a BFS numbering of this graph, that edge would force its end-vertex to a higher level, which would distort the natural notion of recursive depth that the SFR spanning tree illustrates better here.
Figure 4.13: A graph of a recursive Fibonacci function using 1-CFA. The highlighted instruction occurs three times, because the function can be called from main, or from itself in two different places.

4.6.3 Illustration of the J-Viz System

Fig. 4.14 illustrates our J-viz system and its different component.
Figure 4.14: A screenshot of J-Viz with a (clipped) view of an example Factorial program. This shows the left panel with the code for the currently selected method, the right area with the description of each selected node, and the minimap with our current zoom level.

Fig. 4.15 illustrates how the J-viz system is used in identifying vulnerable code segments in a password checker program.

Figure 4.15: Our layout of the graph for a password checker with the relevant part zoomed, as a part of our first test case. The highlighted node shows a check for each character of a password. If this fails, the program exits the loop immediately, allowing for a side-channel attack (for identifying failed passwords).
4.7 Conclusion and Future work

We have described a new software visualization tool, J-Viz, that uses an SFR numbering scheme for graphs produced using the 1-CFA framework so that similar sections of code are drawn similarly and deeply nested code portions are placed well and highlighted.

In keeping with recent graph drawing research, we have argued that our system preserves the mental map of the user as they interact with the graph. We also meet all of the criteria that both programmers and researchers have considered essential for software visualization. As a result, our system has already proven to be useful for human analysts in finding various kinds of software vulnerabilities.

Although our tool is already fairly scalable, in future work, we plan to test our system for even larger programs. We also plan to study ways to provide semi-automated methods for identifying other kinds of potential algorithmic-complexity security vulnerabilities, such as those due to over-consumption of memory.
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