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Study of e+
e
−

→ ωχcJ at center-of-mass energies from 4.21 to 4.42 GeV
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Based on data samples collected with the BESIII detector at the BEPCII collider at 9 center-of-
mass energies from 4.21 to 4.42 GeV, we search for the production of e+e− → ωχcJ (J = 0, 1, 2).
The process e+e− → ωχc0 is observed for the first time, and the Born cross sections at

√
s = 4.23

and 4.26 GeV are measured to be (55.4 ± 6.0 ± 5.9) and (23.7 ± 5.3 ± 3.5) pb, respectively, where
the first uncertainties are statistical and the second are systematic. The ωχc0 signals at the other
7 energies and e+e− → ωχc1 and ωχc2 signals are not significant, and the upper limits on the cross
sections are determined. By examining the ωχc0 cross section as a function of center-of-mass energy,
we find that it is inconsistent with the line shape of the Y (4260) observed in e+e− → π+π−J/ψ.
Assuming the ωχc0 signals come from a single resonance, we extract mass and width of the resonance
to be (4230± 8± 6) MeV/c2 and (38± 12± 2) MeV, respectively, and the statistical significance is
more than 9σ.

PACS numbers: 14.40.Rt, 13.66.Bc, 14.40.Pq, 13.25.Jx
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The charmonium-like state Y (4260) was first observed
in its decay to π+π−J/ψ [1], and its decays into π0π0J/ψ
and K+K−J/ψ were reported from a study of 12.6 pb−1

data collected at 4.26 GeV by the CLEO-c experi-
ment [2]. Contrary to the hidden charm final states,
the Y (4260) were found to have small coupling to open
charm decay modes [3], as well as to light hadron final
states [4, 5]. Recently, charged charmoniumlike states
Zc(3900) [π

±J/ψ] [6–8], Zc(3885) [(DD̄
∗)±] [9], Zc(4020)

[(πhc)] [10, 11], and Zc(4025) [(D∗D̄∗)±] [12] were ob-
served in e+e− data collected around

√
s = 4.26 GeV.

These features suggest the existence of a complicated
substructure of the Y (4260) → π+π−J/ψ as well as the
nature of the Y (4260) itself. Searches for new decay
modes and measuring the line shape may provide infor-
mation that is useful for understanding the nature of the
Y (4260).

Many theoretical models have been proposed to in-
terpret the Y (4260), e.g., as a quark-gluon charmonium
hybrid, a tetraquark state, a hadro-charmonium, or a
hadronic molecule [13]. The authors of Ref. [14] pre-
dict a sizeable coupling between the Y (4260) and the
ωχc0 channel by considering the threshold effect of ωχc0

that plays a role in reducing the decay rates into open-
charm channels. By adopting the spin rearrangement
scheme in the heavy quark limit and the experimental
information, Ref. [15] predicts the ratio of the decays
Y (4260) → ωχcJ (J = 0, 1, 2) to be 4 : 3 : 5.

In this Letter, we report on the study of e+e− →
ωχcJ (J = 0, 1, 2) based on the e+e− annihilation
data samples collected with the BESIII detector [16]
at 9 center-of-mass energy points in the range

√
s =

4.21 − 4.42 GeV. In the analysis, the ω meson is recon-
structed via its π+π−π0 decay mode, the χc0 state is via
π+π− and K+K− decays, and the χc1,2 states are via
χc1,2 → γJ/ψ, J/ψ → ℓ+ℓ− (ℓ = e, µ).

We select charged tracks, photon, and π0 → γγ candi-
dates as described in Ref. [17]. A candidate event must
have four tracks with zero net charge and at least one
π0 candidate; for the e+e− → ωχc1,2 channels, an addi-
tional photon is required. The tracks with a momentum
larger than 1 GeV/c are identified as originating from
χcJ , lower momentum pions are interpreted as originat-
ing from ω decays. A 5C kinematic fit is performed to
constrain the total four-momentum of all particles in the
final states to that of the initial e+e− system, and Mγγ

is constrained to mπ0 . If more than one candidate oc-
curs in an event, the one with the smallest χ2

5C of the
kinematic fit is selected. For the channel e+e− → ωχc0,
the two tracks from the χc0 are assumed to be π+π− or
K+K− pairs. If χ2

5C(π
+π−) < χ2

5C(K
+K−), the event is

identified as originating from the π+π− mode, otherwise
it is considered to be from the K+K− mode. χ2

5C is re-
quired to be less than 100. For the J/ψ reconstruction,
the charged particle with the energy deposition in ECL
larger than 1 GeV is identified as e, otherwise it is µ.

The χ2
5C for the ωχc1,2 candidate event is required to be

less than 60.

The main sources of background after event selection
are found to be e+e− → ωπ+π−(ωK+K−), where the
π+π−(K+K−) are not from χc0 decays. The scatter
plots of the invariant mass of π+π−π0 versus that of
π+π− or K+K− for data at

√
s = 4.23 and 4.26 GeV

are shown in Fig. 1. Clear accumulations of events are
seen around the intersections of the ω and χc0 regions,
which indicate ωχc0 signals. Signal candidates are re-
quired to be in the ω signal region [0.75, 0.81] GeV/c2,
The ω sideband is taken as [0.60, 0.72] GeV/c2 to esti-
mate the non-resonant background.
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FIG. 1. Scatter plots of the π+π−π0 invariant mass versus
the π+π− (left) and K+K− (right) invariant mass at

√
s =

4.23 GeV (top) and 4.26 GeV (bottom). The dashed lines
denote the ω and χc0 signal regions.

Figure 2 shows M(π+π−) and M(K+K−) at
√
s =

4.23 and 4.26 GeV after all requirements are imposed. To
extract the signal yield, an unbinned maximum likelihood
fit is performed on the π+π− and K+K− modes simulta-
neously. The signal is described with a shape determined
from the simulated signal MC sample. The background is
described with an ARGUS function, m

√

1− (m/m0)2 ·
ek(1−(m/m0)

2) [18], where k is a free parameter in the
fit, and m0 is fixed at

√
s − 0.75 GeV (0.75 GeV is the

lower limit of the M(π+π−π0) requirement). In the fit,
the ratio of the number of π+π− signal events to that

of K+K− signal events is fixed to be ǫπB(χc0→π+π−)
ǫKB(χc0→K+K−) ,

where B(χc0 → π+π−) and B(χc0 → K+K−) are taken
as world average values [19], and ǫπ and ǫK are the ef-
ficiencies of π+π− and K+K− modes determined from
MC simulations, respectively. The possible interference
between the signal and background is neglected. The fit
results are shown in Fig. 2. For the

√
s = 4.23 GeV data,

the total signal yield of the two modes is 125.3 ± 13.5,
and the signal statistical significance is 11.9σ. By pro-
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jecting the events of the two modes into two histograms
(at least 7 events per bin), the goodness-of-fit is found to
be χ2/d.o.f. = 37.6/22, where the d.o.f. is the number of
degrees of freedom. For the

√
s = 4.26 GeV data, the to-

tal signal yield is 45.5±10.2 with a statistical significance
of 5.5σ, and χ2/d.o.f. = 27.1/15. Since the statistics at
the other energy points are very limited, the number of
the observed events is obtained by counting the entries in
the χc0 signal region [3.38, 3.45] GeV/c2, and the num-
ber of background events in the signal region is obtained
by fitting the M(π+π−) [M(K+K−)] spectrum exclud-
ing the χc0 signal region and scaling to the size of the
signal region.
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FIG. 2. Fit to the invariant mass distributions M(π+π−)
(left) and M(K+K−) (right) after requiring M(π+π−π0) in
the ω signal region at

√
s = 4.23 GeV (top) and 4.26 GeV

(bottom). Points with error bars are data, the solid curves
are the fit results, the dashed lines indicate the background
and the shaded histograms show the normalized ω sideband
events.

For the process e+e− → ωχc1,2, the main remain-
ing backgrounds stem from e+e− → π+π−ψ′, ψ′ →
π0π0J/ψ and e+e− → π0π0ψ′, ψ′ → π+π−J/ψ. To
suppress these backgrounds, we exclude events in which
the invariant mass M(π+π−ℓ+ℓ−) or the mass recoil-
ing against π+π− [M recoil(π+π−)] lie in the region
[3.68, 3.70] GeV/c2.

The J/ψ and ω signal regions are set to be
[3.08, 3.12] GeV/c2 and [0.75, 0.81] GeV/c2, respectively.
After all the requirements are applied, no obvious signals
are observed at

√
s = 4.31, 4.36, 4.39, and 4.42 GeV.

The number of observed events is obtained by counting
events in the χc1 or χc2 signal regions, which are de-
fined as [3.49, 3.53] or [3.54, 3.58] GeV/c2, respectively.
The number of background events in the signal regions
is estimated with data obtained from the sideband re-
gion [3.35, 3.47] GeV/c2 in the M(γJ/ψ) distribution by
assuming a flat distribution in the full mass range.

The Born cross section is calculated from

σB =
Nobs

L(1 + δr)(1 + δv)(ǫ1B1 + ǫ2B2)B3
, (1)

where Nobs is the number of observed signal events, L is
the integrated luminosity, (1 + δr) is the radiative cor-
rection factor which is obtained by using a QED cal-
culation [20] and taking the cross section measured in
this analysis with two iterations as input, (1 + δv) is
the vacuum polarization factor which is taken from a
QED calculation [21]. For the e+e− → ωχc0 [ωχc1,2]
channel, B1 = B(χc0 → π+π−) [B(J/ψ → e+e−)],
B2 = B(χc0 → K+K−) [B(J/ψ → µ+µ−)], B3 = B(ω →
π+π−π0) × B(π0 → γγ) [B(χc1,2 → γJ/ψ) × B(ω →
π+π−π0) × B(π0 → γγ)], and ǫ1 and ǫ2 are the efficien-
cies for the π+π− [e+e−] and K+K− [µ+µ−] modes, re-
spectively. For center of mass energies where the signal
is not significant, we set upper limits at the 90% confi-
dence level (C.L.) on the Born cross section [22]. The
Born cross section or its upper limit at each energy point
for e+e− → ωχc0 and e+e− → ωχc1,2 are listed in Ta-
bles I and II, respectively.
Figure 3 shows the measured Born cross sections for

e+e− → ωχc0 over the energy region studied in this work
(we follow the convention to fit the dressed cross section
σB ·(1+δv) in extracting the resonant parameters in [19]).
A maximum likelihood method is used to fit the shape of
the cross section.
Assuming that the ωχc0 signals come from a single

resonance, a phase-space modified Breit-Wigner (BW)
function

BW(
√
s) =

ΓeeB(ωχc0)Γt

(s−M2)2 + (MΓt)2
· Φ(

√
s)

Φ(M)
(2)

is used to parameterize the resonance, where Γee is the
e+e− partial width, Γt the total width, and B(ωχc0)
the branching fraction of the resonance decay to ωχc0.
Φ(

√
s) = P√

s
is the phase space factor for an S-wave two-

body system, where P is the ω momentum in the e+e−

center-of-mass frame. We fit the data with a coherent
sum of the BW function and a phase space term and find
that the phase space term does not contribute signifi-
cantly. The fit results for the resonance parameters are
ΓeeB(ωχc0) = (2.7 ± 0.5) eV, M = (4230 ± 8) MeV/c2,
and Γt = (38± 12) MeV. Fitting the data using the only
phase space term results in a large change of the likeli-
hood [∆(−2 lnL) = 101.6]. Taking the change of 4 in
the d.o.f.s into account, this corresponds to a statistical
significance of > 9σ.
The systematic uncertainties in the Born cross section

measurement mainly originate from the radiative cor-
rection, the luminosity measurement, the detection ef-
ficiency, and the kinematic fit. A 10% uncertainty of
in the radiative correction is estimated by varying the
line shape of the cross section in the generator from the
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TABLE I. The results on e+e− → ωχc0. Shown in the table are the integrated luminosity L, product of radiative correction
factor, branching fraction and efficiency D = (1+ δr) · (ǫπ ·B(χc0 → π+π−)+ ǫK ·B(χc0 → K+K−)), number of observed events
Nobs (the numbers of background are subtracted at

√
s = 4.23 and 4.26 GeV), number of estimated background Nbkg, vacuum

polarization factor (1+ δv), Born cross section σB, and upper limit (at the 90% C.L.) on Born cross section σB
UL at each energy

point. The first uncertainty of the Born cross section is statistical, and the second systematic. The dashes mean not available.
√
s (GeV) L (pb−1) D (×10−3) Nobs Nbkg 1 + δv σB (pb) σB

UL (pb)

4.21 54.6 1.99 7 5.0± 2.8 1.057 20.2+46.3
−37.7 ± 3.3 < 90

4.22 54.1 2.12 7 4.3± 2.1 1.057 25.1+39.4
−30.4 ± 2.0 < 81

4.23 1047.3 2.29 125.3 ± 13.5 - 1.056 55.4 ± 6.0 ± 5.9 -
4.245 55.6 2.44 6 4.0± 1.5 1.056 16.3+30.8

−22.3 ± 1.5 < 60
4.26 826.7 2.50 45.5 ± 10.2 - 1.054 23.7 ± 5.3 ± 3.5 -
4.31 44.9 2.56 5 2.2± 1.6 1.053 26.2+34.9

−25.1 ± 2.2 < 76
4.36 539.8 2.62 29 32.4± 4.7 1.051 −2.6+6.1

−5.4 ± 0.27 < 6
4.39 55.2 2.57 2 0.6± 0.7 1.051 10.4+20.7

−11.2 ± 0.7 < 37
4.42 44.7 2.46 0 1.4± 1.5 1.053 −13.6+18.5

−14.7 ± 1.3 < 15

TABLE II. The results on e+e− → ωχc1,2. Listed in the
table are the product of radiative correction factor, branching
fraction and efficiency D = (1 + δr) · (ǫe · B(J/ψ → e+e−) +
ǫµ · B(J/ψ → µ+µ−)), number of the observed events Nobs,
number of backgrounds Nbkg in sideband regions, and the
upper limit (at the 90% C.L.) on the Born cross section σB

UL.

Mode
√
s (GeV) D (×10−2) Nobs Nbkg σB

UL (pb)

ωχc1 4.31 1.43 1 0.0+1.2
−0.0 < 18

4.36 1.27 1 1.0+2.3
−0.8 < 0.9

4.39 1.27 1 0.0+1.2
−0.0 < 17

4.42 1.25 0 0.0+1.2
−0.0 < 11

ωχc2 4.36 0.95 5 1.0+2.3
−0.8 < 11

4.39 1.06 3 0.0+1.2
−0.0 < 64

4.42 0.98 2 0.0+1.2
−0.0 < 61

measured energy-dependent cross section to the Y (4260)
BW shape. Due to the limitation of the statistics, this
item imports the biggest uncertainty. The polar angle θ
of the ω in the e+e− center-of-mass frame is defined as
the angle between ω and e− beam. For the ωχc0 chan-
nel, the distribution of θ is obtained from data taken at
4.23 GeV and fitted with 1 + α cos2 θ. The value of α
is determined to be −0.28 ± 0.31. The efficiencies are
determined from MC simulations, and the uncertainty
is estimated by varying α within one standard deviation.
For the ωχc1,2 channels, a 1% uncertainty is estimated by
varying the ω angular distribution from flat to 1± cos2 θ.
The uncertainty of luminosity is 1%. The uncertainty in
tracking efficiency is 1% per track. The uncertainty in
photon reconstruction is 1% per photon. A 1% uncer-
tainty in the kinematic fit is estimated by correcting the
helix parameters of charged tracks [24].

For the e+e− → ωχc0 mode, additional uncertainties
come from the cross feed between K+K− and π+π−

modes, and the fitting procedure. The uncertainty due to
the cross feed is estimated to be 1% by using the signal
MC samples. A 4% uncertainty from the fitting range

 (GeV)s
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FIG. 3. Fit to σ(e+e− → ωχc0) with a resonance (solid
curve), or a phase space term (dot-dashed curve). Dots with
error bars are the dressed cross sections. The uncertainties
are statistical only.

is obtained by varying the limits of the fitting range by
±0.05 GeV/c2. The uncertainty from the mass resolu-
tion is determined to be negligible compared to the reso-
lutions of the reconstructed ω in data and MC samples.
The uncertainties associated with B(χc0 → π+π−) and
B(χc0 → K+K−) are obtained to be 4% by varying the
branching fractions around their world average values by
one standard deviation [19]. A 5% uncertainty due to the
choice of the background shape is estimated by changing
the background shape from the ARGUS function to a
second order polynomial (where the parameters of the
polynomial are allowed to float). The overall system-
atic errors are obtained by summing all the sources of
systematic uncertainties in quadrature by assuming they
are independent. For the ωχc0 channel, they vary from
6.7% to 16.1% depending on the center of mass energies.
The systematic uncertainties on the resonant param-

eters in the fit to the energy-dependent cross section of
e+e− → ωχc0 are mainly from the uncertainties of

√
s de-
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termination, energy spread, parametrization of the BW
function, and the cross section measurement. A precision
of 2 MeV [25] of the center-of-mass energy introduce a
±2 MeV/c2 uncertainty in the mass measurement. To
estimate the uncertainty from the energy spread of

√
s

(1.6 MeV), a BW function convoluted with a Gaussian
function with a resolution of 1.6 MeV is used to fit the
data, and the uncertainties are estimated by compar-
ing the results with the nominal ones. Instead of us-
ing a constant total width, we assume a mass dependent

width Γt = Γ0
t ·

Φ(
√
s)

Φ(M) , where Γ0
t is the width of the reso-

nance, to estimate the systematic uncertainty due to sig-
nal parametrization. The systematic uncertainty of the
Born cross section (except that from 1 + δv) contributes
uncertainty in ΓeeB(ωχc0). By adding all these sources
of systematic uncertainties in quadrature, we obtain un-
certainties of ±6 MeV/c2, ±2 MeV, and ±0.4 eV for the
mass, width, and the partial width, respectively.

In summary, based on data samples collected be-
tween

√
s = 4.21 and 4.42 GeV collected with the BE-

SIII detector, the process e+e− → ωχc0 is observed at√
s = 4.23 and 4.26 GeV for the first time, and the Born

cross sections are measured to be (55.4 ± 6.0 ± 5.9) and
(23.7±5.3±3.5) pb, respectively. For other energy points,
no significant signals are found and upper limits on the
cross section at the 90% C.L. are determined. The data
reveals a sizeable ωχc0 production around 4.23 GeV/c2

as predicted in Ref. [14]. By assuming the ωχc0 signals
come from a single resonance, we extract the ΓeeB(ωχc0),
mass, and width of the resonance to be (2.7±0.5±0.4) eV,
(4230±8±6)MeV/c2, and (38±12±2)MeV, respectively.
The parameters are inconsistent with those obtained by
fitting a single resonance to the π+π−J/ψ cross section
[1]. This suggests that the observed ωχc0 signals be un-
likely to originate from the Y (4260). The e+e− → ωχc1,2

channels are also sought for, but no significant signals
are observed; upper limits at the 90% C.L. on the pro-
duction cross sections are determined. The very small
measured ratios of e+e− → ωχc1,2 cross sections to those
for e+e− → ωχc0 are inconsistent with the prediction in
Ref. [15].
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