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ABSTRACT OF THE DISSERTATION 
 
 

Computational Studies of Structure-Property Relations in Semiconductors 

by 
 
 

Pegah S. Mirabedini 
 

Doctor of Philosophy, Graduate Program in Materials Science and Engineering 
University of California, Riverside, December 2021 

Dr. P. Alex Greaney, Chairperson 
 
 
 
This thesis reports on incorporating various computational methods and tools, including 

first-principles calculations, mesoscale modeling, stochastic modeling, and Artificial intel-

ligence to study structure-property relations in wide bandgap semiconductors.  

In the first project, we present first-principles calculations that elucidate the growth mech-

anism of ZnO photocatalytic materials for water-splitting applications used in sustainable 

energy storage. Polar surfaces of ZnO are known to have higher photoelectrochemical ac-

tivity increasing water splitting efficiency. However, they are known to be unstable and 

less probable to form under normal conditions. In this project, we demonstrate these high-

energy surfaces could be stabilized under certain growth conditions. This approach sug-

gests a general solution for controlling the growth morphology, and it can be applied to 

other compounds to tailor their structure and obtain materials that are not normally stable. 

Further, we present a comprehensive study of diamond-based systems for application in 

high-power and high-frequency electronic devices. This includes two major projects to find 

solutions for SD of diamond. the first project studies the possibility of using hexagonal 



 vii 

Boron Nitride (hBN) and graphene 2D materials as acceptor or interface layer in diamond-

based heterostructures. The second project reports modeling and analysis of amorphous 

vanadium pentoxide slabs as candidates for SD of diamond.  

Chapter six of this thesis introduces a novel AI-based approach to accelerate computational 

studies of molecule-surface (and molecule-molecule) interactions. To this end, we present 

an interactive method that couples Gaussian Processes, Bayesian Inference, and molecular 

dynamics simulations to accelerate the search for the minimum energy structure in mole-

cule-surface interactions. This method addresses the problem of dealing with multiple con-

figurations with similar energies. It enables making accurate predictions from relatively 

small datasets and quantifying the uncertainty associated with each prediction. 

The last chapter of this thesis introduces a Monte Carlo-based raytracing model, named 

LightCapture, that simulates light absorption in a microfluidic water-treatment reactor. The 

LightCapture model was developed to predict geometry - light interaction correlations in 

reactors consisting of micropillars. This is a critical step in determining the reactor’s overall 

photocatalytic efficiency. To evaluate the performance, the model was applied to determine 

light capture efficiency in microreactors that use an array of TiO2 photocatalytic micropil-

lars, which are being developed for treating recycled water on spacecraft during deep space 

missions, and the results were in great agreement with experimental tests.  

This thesis provides guiding principles for accelerated discovery of wide bandgap semi-

conductors. Many of the presented methods and tools have been successfully utilized to 

provide guiding principles for experimental fabrication.   
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1. Introduction and overview 
 
As the name suggests, wide bandgap semiconductors (WBGs) are materials with a larger 

bandgap, typically above 2 eV, compared to conventional semiconductors. Examples of 

WBG semiconductors include silicon carbide (SiC), titanium dioxide (TiO2), zinc oxide 

(ZnO), and diamond (also known as ultra WBG). The large bandgap of WBGs unlocks 

many interesting properties in these semiconductors, which makes them attractive for a 

variety of technological applications. For instance, WBG based devices can work at much 

higher temperature, voltage, and frequencies compared to other semiconducting systems 

such as silicon (Si) and gallium arsenide (GaAs). This has brought scientists’ attention to 

design new WBGs to advance electronics technology.   

In this thesis, we present a set of methods and tools developed and/or implemented to ac-

celerate the discovery of wide bandgap semiconductors. In the first three projects, we pre-

sent computational modeling and analysis of various systems including surfaces and inter-

faces, crystalline and amorphous oxides, and complex heterostructures. In the second two 

projects, we report development of an artificial intelligence-based method and a stochastic 

model to accelerate structure optimization at atomic to microscale levels. The presented 

studies and approaches in this thesis will provide new paths for design of functional semi-

conductors that find many applications, including sustainable energy, high-power electron-

ics, and water recycling. Furthermore, the presented methods and techniques can be gen-

eralized to study other materials systems beyond wide bandgap semiconductors.  

Engineering new nanostructures can lead to discovery of materials with superior function-

ality. Designing tailored structures requires deep understanding of the growth mechanism 
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and its correlation with the final morphology. A challenge in structure design is that often 

the desired structure is away-from-equilibrium.  Therefore, the first project on this thesis 

reports on elucidating the growth mechanism of nanopyramidal zinc oxide (ZnO) structures 

as promising photocatalysts for water-splitting to generate hydrogen.  

Recent reports by the U.S. environmental protection agency (EPA) show that Burning of 

fossil fuels – the major energy source in current transportation systems – is the principal 

cause of nitrogen oxide (NO2) and carbon dioxide (CO2) emission, which leads to the 

earth’s overheating and formation of acidic rains[4]. These problems have drawn scientists’ 

attention to substituting clean energy resources for carbon compounds. Over the past few 

decades, companies have attempted to generate electric and hydrogen powered vehicles as 

more planet-friendly means of travelling. The process of generating and burning hydrogen 

can be both done without forming CO2 byproducts. Recent advancements report generation 

of hydrogen using off-peak power generated by wind turbines as a CO2 free method to 

produce hydrogens [5]. Therefore, hydrogen-powered transportation removes the genera-

tion of particulate pollution from urban settings (i.e., vehicle exhaust). A cost-efficient 

method to generate hydrogen is through water splitting — that is, breaking water into its 

components to generate H2 and O2 through hydrogen and oxygen evolution reactions 

(HER) and (OER), respectively. A photocatalyst can utilize light to accelerate HER 

through water splitting. Figure 1.1 depicts a schematic of the water splitting reactions at 

the surface of photocatalysts followed by using the generated H2 in zero-emission trans-

portation such as OCTA.   
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Figure 1.1, Schematic illustration of the water splitting process and the resulting hydrogen evolution 
reaction (HER) and oxygen evolution reaction (OER). 

The ZnO nanopyramidal structures – consisting of semi-polar facets – are generally known 

to have higher photocatalytic activity, potentially enhancing water splitting performance. 

However, these morphologies are usually associated with higher energy and hence are less 

probable to form under normal conditions. The challenge, therefore, lies in stabilizing - 

lowering the energy of - higher energy shapes to enhance the efficiency of these nano-

materials. In this work, we perform a comprehensive set of density functional theory cal-

culations to elucidate the growth mechanism of ZnO nanostructures at different stages of 

growth in a chemical vapor deposition (CVD) chamber. Our results show a clear correla-

tion between the growth condition and morphology. The predictions show that by control-

ling the growth condition, we can stabilize high-energy structures of ZnO (and by extension 

other material systems) to engineer new systems with tailored properties and superior per-

formance.  
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Diamond is an ultra-wide bandgap (UWBG) semiconductor with the highest breakdown 

field and carrier mobility, making it an attractive material of choice for next-generation 

high-speed and high-power electronic and RF device applications [6], [7]. However, unlike 

other WBGs, diamond cannot be doped with shallow dopants because of the high dopant 

activation energies [7], [8]. An advanced doping technique that has been developed to mit-

igate this limitation is Surface Doping (SD) [9], [10]. In this technique, a thin film of ac-

ceptor layer with a high electron affinity (EA) is interfaced with a hydrogenated diamond 

(H-diamond) surface where the C-H dipoles induce a negative electron affinity (NEA). The 

latter leads to an upward band bending that creates a hole accumulation region at the dia-

mond surface [11]. This accumulated charge forms a high-mobility two-dimensional hole 

gas (2DHG) channel resulting in p-type doping of the diamond surface [12], [13]. The 

performance of SD-based devices is based on the 2DHG channel and relies on the hydrogen 

and acceptor layer quality [13]. Initial SD-based diamond devices used atmospheric ad-

sorbates as acceptor layers [9], [14]. However, recent studies have demonstrated improved 

device performance utilizing relatively controllable amorphous oxide-based acceptor lay-

ers, such as Al2O3 [15], MoO3 [16], and V2O5 [17], [18]. Although amorphous oxide layers 

provide favorable band alignment for charge transfer, they suffer from low 2DHG carrier 

mobilities in diamond due to interface and Coulomb scattering originated from the fixed 

and trapped charges at the oxide/H-diamond interface [19], [20]. Furthermore, high gate 

leakage current caused by trap-assisted tunneling [21], [22]. limits H-diamond devices’ 

applicability in high-field, high-power operations.  
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To facilitate SD in diamond, here we present two major projects: In the first project, we 

demonstrate that a sheet of hBN or graphene interfaced with the H-diamond (100) sur-

face—the technologically relevant surface for diamond-based electronic devices—could 

act as a protective layer that preserves the p-type bulk-like conductivity in the H-diamond 

(100) surface. In the second project, we model and analyze state-of-art amorphous vana-

dium pentoxide (V2O5) slabs as acceptor for SD of diamond. Recent reports show improve-

ments in SD of H-diamond when using high-work function Oxides, such as V2O5. In addi-

tion, amorphous V2O5 contains defects which can provide electron traps for doping dia-

mond. Despite all desirable properties of amorphous V2O5 slabs, a thorough computational 

analysis that elucidates the structural and electronic properties of this system is still lacking. 

Lack of long-range order in amorphous materials and restricted geometry of make model-

ing amorphous slabs a hard problem. To address this problem, we propose and deploy a 

novel melt-quench molecular dynamics simulation approach to generate a wide array of 

possible amorphous structures. Further, to evaluate the performance of the simulated slabs 

for surface doping of diamond, we present our density functional theory studies of amor-

phous V2O5/H-diamond (100) vdW and V2O5/hBN/H-diamond (100) heterostructures. The 

presented methods and models in these two chapters will provide guidance for the fabrica-

tion of novel high-frequency and high-power electronic devices. 

A perennial challenge in computational chemistry is the process of finding the minimum 

energy configuration of weakly interacting molecules, or molecules interacting with a sur-

face. Predicting the minimum energy structure is vital for modeling a number of chemical 

applications, including catalysis, design of targeted dugs, and self-assembling surface 
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coatings. In these problems, we often deal with numerous choices for selecting the initial 

molecule configuration, and this is particularly challenging if the molecule is flexible. The 

traditional method of finding the lowest energy structure is to perform calculations starting 

from many different initial configurations. To be sure of finding the global minimum, a 

very large number of calculations can be needed, but many of these converge at the same 

result, which is a waste of computational effort. Here, we present a novel AI-based ap-

proach to accelerate computational studies of molecule-surface interactions. Our method 

is based on an active-learning framework that interactively couples Gaussian Process (GPs) 

regression, Bayesian inference, and molecular dynamics simulations to accelerate the 

search for the minimum energy structure. Through utilizing the forces dataset – generated 

at no additional cost during simulation – we were able to improve the robustness and ac-

curacy of the predictions. To demonstrate application of the proposed method and verify 

its’ accuracy, we used the approach to study water molecules on the zinc oxide semi-polar 

surface. The presented approach offers a general solution to study molecule surface inter-

actions in other material systems. Therefore, it addresses a long-standing challenge in com-

putational chemistry and any other problem in which we deal with a large dataset and over-

lap of the targets. 

Despite all the advances in technology, still many people do not have access to clean water 

around the World. TiO2 is a wide-bandgap semiconductor vastly used as a photocatalyst 

to remove contaminants from water under illumination. Microfluidic reactors that use ar-

rays of TiO2 micropillars offer many advantages such as short diffusion length thanks to 

their high surface-to-volume ratio [23]. However, scaling down the reactor size comes with 
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problems such as reducing the free space for light travel and water flow. Optimizing reac-

tor’s design is important as it results in reducing the amount of material needed to optimize 

water treatment reactions, resulting in lower environmental burden and higher inherent 

safety [23]. Moreover, in many applications, such as long-duration space missions, we face 

additional design limitations (e.g., low-power, lightweight, and low-volume power matrix). 

In these cases, it is imperative to achieve high efficiency without a need to scale up the 

reactor. In the last chapter of this thesis, we present a Monte Carlo based ray tracing model 

(written in Python) that simulates light absorption in wastewater recycling reactors com-

posing an array of TiO2 micropillars. The model is further couples with a with a Lattice 

Boltzmann model [24] to simulate water flow around the pillars. Finally, the finite element 

method was used to model waste mass transfer as a way to evaluate the overall efficiency 

of the reactors. This study provides guiding principles for optimizing reactor design to en-

hance performance. The presented tool was applied to provide insights for the design of 

microfluidic reactors being developed by our experimental collaborators, Dr. Rao and his 

team at the Biomedical Microdevices Laboratory at UC Riverside. The theoretical predic-

tions were found to be in great agreement with the experimental test results for the reactor. 

This thesis provides efficient computational methods, tools, and insights for designing 

novel wide bandgap semiconductors which will benefit many technological applications 

including sustainable energy, next-generation electronics, wastewater recycling, etc. Even 

more importantly, the presented methods and tools can be readily generalized to design 

other materials systems.  
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2. Methods 
 
Discovering novel materials with tailored properties is an exciting yet challenging process. 

Experimental trials and tests can be used to design and analyze new materials, but they are 

costly and time consuming, especially when dealing with a large search space. Over the 

past few decades, computational modeling and simulations have been utilized to accelerate 

materials discovery [25]. Computational analysis can provide extremely helpful tools for 

experimentalists through predicting new materials systems or by elucidating previous ex-

perimental designs and mechanisms, enabling design of new materials by more than ten 

times faster compared with experimental trials and tests.  

In this chapter, we provide an overview of the computational methods used in this thesis. 

In the first three projects – presented in chapters 3 to 5 – we report on quantum and classical 

simulations of wide bandgap semiconductors using density functional theory calculations 

and molecular dynamics simulations, two common methods used to design and study ma-

terials computationally.  In the last two chapters, we present novel methods and models 

based on Gaussian Processes, Bayesian inference, Monte Carlo simulations, and ray trac-

ing.  

2.1 Density Functional Theory 

Density functional theory (DFT) is a method to study the ground-state energy and elec-

tronic structure of many-body electrons systems through solving as a set of 𝑛 one-electron 

Schrödinger-like equations, also known as the Kohn-Shan equations [26], [27].  
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The terms on left hand side of this equation are kinetic energy, external potential, Hartree 

potential, and exchange correlation potentials, respectively. The exact functionals for ex-

change-correlation potentials (which include many particle interactions) are usually un-

known, and therefore, various approximations are used to describe them. The Jacob’s lad-

der, illustrated in Figure 2.1, provides a helpful tool for describing the accuracy and sim-

plicity of various density functional approximations for the exchange-correlation energy 

[28]. DFT is one of the widely known methods in computational chemistry and solid-state 

physics. DFT can provide an accurate estimation of materials properties when their atomic 

or molecular structure is known [27]. However, its time complexity is 𝑂(𝑁'()), where 𝑁 

is the density of electrons.  This makes DFT very slow and computationally impractical for 

studying large unit cells.  
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Figure 2.1, Jacob’s ladder for exchange-correlation approximations in DFT based on the metaphor of 
Perdew and Schmidt.[28]  

2.2 Molecular Dynamics 

Molecular dynamics (MD) simulations study motion and the interactions between atoms 

and molecules through solving the Newton’s equation of motion [29]. Therefore, they are 

vastly used to study the equilibrium and dynamic properties of relatively larger materials 

systems and quick optimizations. MD simulations are used in chapters 5 and 6 to model 

amorphous oxides and generate large structure-energy datasets for AI aided studies of mol-

ecule surface interactions.  

2.3  Ray Tracing 
 
The concept of Ray Tracing was first introduced by Albrecht Dürer [30]. In computer sci-

ence and graphics, a ray tracing model is a model that follows the path of light and can 

ultimately be used to render images with high resolution. In such model, the ray is defined 

using the origin of ray and the direction it is traveling in. This simplified view, ignores the 

wave-particle duality of the phonons, yet it is capable of generating high-quality images. 
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Mathematical relations are then established to find the intersection of the rays with objects 

having different shapes. This helps us mathematically compute all types of interactions 

between a ray and a surface. For instance, we can determine whether light is transmitted or 

reflected back. We can also find the type of reflection, which can be used to determine the 

color of an object or the ray’s next path. After reflection, the light might hit another object 

on its way. To analyze what happens to light after reflection, we need to consider the tra-

jectory of light as it bounces off in between surfaces [31]. The LightCapture model uses a 

similar technique to trace phonon paths and find out where the rays hit the pillars.  

2.4  Monte Carlo Methods 
 
Monte Carlo (MC) Methods (i.e., Monte Carlo Simulations) (Binder, 1987) are statistical 

methods that use a set of random samples to approximate the solution of integration and 

optimization problems [32]. MC methods approximate a function of probability distribu-

tions using a set of randomly simulated values [33]. That is, instead of predicting fixed 

values, MC models generate a set of possible results by means of a probability distribution, 

such as gaussian distribution. Monte Carlo-based models are widely used in finance, arti-

ficial intelligence, and other scientific or non-scientific simulations. The name, Monte 

Carlo, is originated from a famous casino town, named “Monaco”, as like a gambling game 

like roulette, chance plays an important role in MC simulations [34].  

2.5 Gaussian Distribution 

The Gaussian (Normal) distribution is widely used in probability theory to represent unbi-

ased uncertainties and residual errors in modeling multiple processes with additive charac-

teristics and symmetric distribution. According to the central limit theorem, the distribution 
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of the sum of a set of real-valued random variables, which are independently and identically 

distributed, converges to a normal distribution. The resulting normal distribution forms a 

so-called “bell curved” shape [35], [36]. Most natural phenomena can be approximated by 

the normal distribution, and hence, Gaussian distribution is the most popular probability 

distribution in statistics and machine learning [37].  

 

Figure 2.2, Sample plots of gaussian distribution showing the Gaussian bell curve shape with μ=0 and 
different values of variance [121]. 

 
The cumulative distribution function (cdf) of a continuous random variable X is defined 

as [37], 

𝑃(𝑥) ≜ 𝑃𝑟	(𝑋 ≤ 𝑥) (2.2) 

Where, capital P letter represents cdf, and 𝑃𝑟 is probability. The cdf of the Gaussian is, 

Φ(𝑥; 𝜇, 𝜎!) ≜ d 𝒩(𝑧|𝜇, 𝜎!)𝑑𝑧 =
1
2 [1 + erf	(𝑧/√2)]

*

(+
 (2.3) 

With 𝑧 = (𝑥 − 𝜇)/𝜎, and 𝑒𝑟𝑓(𝑢), error function defined as, 
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erf(𝑢) ≜
2
√𝜋	

d 𝑒(,!𝑑𝑡
-

.
 (2.4) 

where 𝜇, 𝜎, and 𝜎! represent the mean, standard deviation, and the variance of the distri-

bution, respectively.  

The probability density function (pdf) of a Normal distribution is found by taking the de-

rivative of cdf [35],  

𝒩(𝑥|𝜇, 𝜎!) =
1

√2𝜋𝜎!
𝑒(	

($(1)!
!3! 			 (2.5) 

A significant property of normal distribution is that it has the maximum entropy among all 

possible probability distributions over the reals with a mean 𝜇 and variance 𝜎!. The gen-

eral form of entropy for a continuous random variable (X) with a probability density 𝑓(𝑥) 

is, 

𝐻(𝑋) = 	−d 𝑓(𝑥)𝑙𝑜𝑔𝑓(𝑥)𝑑𝑥
+

(+
 (2.6) 

Solving this for a normal distribution, yields the entropy function as, 

𝐻(𝑋) =
1
2 (1 + log

(2𝜎!𝜋)) (2.7) 

Gaussian distributions are discussed in more details in chapter 2. 
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3. Engineering functional morphology in ZnO 
 
3.1 Overview  
 
Zinc oxide (ZnO) is an interesting photocatalyst material for water splitting due to its 

unique electronic properties, low-cost, high sensitivity to light, and nontoxic nature [38], 

[39]. A variety of morphologies containing polar and non-polar surfaces can be achieved 

by controlling the growth condition. Previous studies have reported synthesis of ZnO 

nanostructures, including nanoparticles [40], nanorods [41], tetrapods [42], [43], and even 

nanoflowers[44], [45] (Figure 3.1). Stability and efficiency are two important factors in 

determining the feasibility of a photocatalyst for oxygen evolution reactions in water split-

ting applications [46]. While many experimental and theoretical works have studied the 

nanorod geometries of ZnO formed by {101u0} and {0001} crystal planes [47], little is 

known about the high-index facets such as {112u2} which form a nanopyramidal structure. 

The {112u2} semi-polar facets of ZnO are known to have high electrochemical activity and 

better reversibility of the adsorption-desorption process, which can potentially result in 

superior water splitting performance process [48], [49]. On the other hand, the semi-polar 

facets are also known to be associated with higher energy, which makes them thermody-

namically less stable, and hence, less probable to form under normal growth conditions as 

compared to the low-index planes of Wurtzite ZnO, such as {101u0} and {0001}. 
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Figure 3.1, Scanning electron microscope (SEM) and transmission electron microscope (TEM) images of 
example nanostructures and their simplified models: (a) High-porosity ZnO nanowires grown on an Sn-
coated Si substrate,[50] (b) FE-SEM images of tetrapod-like ZnO nanorods,[42] (c) ZnO rose-like nanoflow-
ers [27], (d) SEM images of ZnO nanoflowers.[43]  

The motivation of this research arises from an interesting observation by our experimental 

collaborators, Dr. Martinez-Morales and his team at the UC Riverside Center for Environ-

mental Research & Technology (CE-CERT), who observed an unexpected growth of 

{112u2} nanopyramidal surfaces during chemical vapor deposition of ZnO (Figure 3.2). 

Interestingly, the J-V characteristics and electro-chemical impedance spectroscopy (EIS) 

under illuminated condition results show higher photocatalytic activity for the nanopyram-

idal structures containing {112u2} planes compared to the nanorod structures formed by 

the {101u0} facets (Figure 3.3). These exciting observations intrigued us to seek the answer 

to two important questions: I) What condition results in the growth of ZnO nanopyramidal 

structures? and II) Do the nanopyramidal structures show higher activity? 

(a) (b)

(c) (d)
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Figure 3.2, (a) Top-view and (b) cross-sectional SEM images of synthesized pyramidal ZnO, (c) schematic 
drawing of (112$2)	plane for geometric analysis. (d) Top-view and (e) cross-sectional SEM images of syn-
thesized nanorod ZnO, (f) schematic drawing of (101$0) 
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Figure 3.3, J-V characterization under dark and illumination 

The equilibrium shape of a material is controlled by the thermodynamic stability of the 

whole structure and Kinetic of growth; that is the rate at which the crystal facets grow [21 

prop]. Understanding which of the above two factors dominates is of great importance in 

determining the growth mechanism and structure. Here, we were able to elucidate the 

growth mechanism of ZnO nanostructures through analysis of thermodynamic stability. 

However, further analysis of growth kinetics is suggested for morphologies which cannot 

be explained through thermodynamics rules. The Wulff construction is vastly used to de-

termine the equilibrium shape of a crystal structure. The Wulff construction is found 

through minimizing the surface Gibbs free energy defined as, 

Δ𝐺& =x𝛾4𝑂4
4

 (3.1) 

where 𝛾4 and 𝑂4 represent the surface energy and area of a crystal facet. Figure 3.4 illus-

trates a schematic of Wulff construction. Increasing the ratio of a desired crystal surface 
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can be achieved through reducing its surface energy or increasing the surface energy of 

other facets. Therefore, surface energy plays an important role in determining the Wulff 

construction representing thermodynamic stability and crystal epitaxial growth, and hence 

is critical to synthesis of novel materials. Since experimental measurements of surface en-

ergy is difficult, first-principles methods are used to evaluate this quantity [51]. Herein, we 

perform a set of Density Functional Theory calculations to study and compare the stability 

and photocatalytic efficiency of the surfaces formed during different stages of the growth 

process of ZnO. Our study suggests a general approach for understanding and controlling 

growth condition to engineer novel nanostructures with desired properties.  

 

Figure 3.4, Simplified illustration of schematic Wulff construction 

3.2  Surface Energy Calculations 

Electronic structure calculations were performed to compute the surface energy of the non-

polar (101u0) and semi-polar (112u2) facets of ZnO and to determine how the electronic 

structure of these surfaces affects the crystal growth process and photocatalytic activity. 

DFT was used to compute the total energy of infinite slabs of ZnO with exposed parallel 

(101u0) or (112u2) facets, as shown in Figure 3.5. The slabs for DFT calculations were cut 

from bulk ZnO crystal and relaxed. Depending on where the cut-plane intersects the unit 

!!∗
!∗
!
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cell, several surface structures are possible, enabling the formation of stoichiometric sur-

faces and surfaces that are O-rich or Zn-rich. In the [101u0] direction, the packing of atomic 

planes follows an AaBbAa sequence. The (101u0) facet can be cut between the narrowly 

spaced Aa planes or the wider aB planes. The energy of surfaces created as a result of both 

possible cuts was computed, and the surfaces cut between the wider aB planes were found 

to be significantly lower in energy as they are more compact. As a result, these lower en-

ergy surfaces are the structures that are reported on in this work.  

The {101u0} surfaces lie parallel to the polar c-axis of the crystal. Each layer of atoms in 

the AaBb packing sequence is stochiometric, making the facets nominally non-polar. How-

ever, under relaxation, the stoichiometric (101u0) surface undergoes a small buckling dis-

tortion, generating a small polarization perpendicular to the surface. Non-stochiometric 

Figure 3.5, Computational cells geometries of the generated {101$0} and {112$2} slabs, demonstrating sur-
face areas, slabs thickness (t), vacuum space (d), and the cell vectors in terms of unit cell lattice parameters 
𝑎, 𝑏, and 𝑐 (where x is an integer number in range 5-11 for the {101$0} surface and 5-8 for the {112$2} 
slabs). 
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{101u0} surfaces that are deficient in either Zn or O can also be generated by removal of 

the Zn or O atoms from the surface layer. The (101u0) facet, therefore, has three distinct 

surface energies, 𝛾(5.56.)(7, 𝛾(5.56.)(8", and 𝛾(5.56.)(9 for the stoichiometric, Zn-, and O-

rich structures, respectively. 

The surface energies of stoichiometric surfaces, 𝛾(:;<=)(7, were calculated by computing 

the facet energy of relaxed slabs, each containing a single pair of parallel stoichiometric 

facets, using the following equation [52], 

𝛾(:;<=)(7 =	
𝐸>=?@ − 𝑁9𝐸@-=;

2𝐴  (3.2) 

where 𝐸>=?@ is the total energy of the slab, 𝑁9 is the number of oxygen atoms in the slab, 

𝐸@-=; is the energy of one formula unit of bulk ZnO, and A is the area of the surface. The 

factor of 2 in the denominator indicates the presence of a top and bottom surface in the slab 

model.  

The surface energy of the non-stoichiometric facets depends on the chemical potential of 

the reservoir from which the excess surface species is drawn. The energies of these surfaces 

were obtained from calculations of slabs with one stoichiometric surface and a non-stoi-

chiometric opposing surface. The surface energy of the non-stoichiometric facet is given 

by, 

𝛾(:;<=)(A =
1
𝐴 {𝐸>=?@ −	𝐸BCD(𝑁9 , 𝑁8", 𝛥𝜇9|] − 	𝛾(:;<=)(7, 

(3.3) 

with the reference energy defined as, 
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𝐸BCD(𝑁9 , 𝑁8", 𝛥𝜇9) = 𝑁8"}𝐸@-=; − 𝛥𝜇9 − 𝐸9!| +	𝑁9}𝛥𝜇9 − 𝐸9!| (3.4) 

where 𝑁9 and 𝑁8" are the number of O and Zn atoms in the system, respectively. 𝐸9!is 

the cohesive energy per atom of oxygen in the O2 dimer. The oxygen chemical potential, 

𝛥𝜇9, is defined as the difference between chemical potential of oxygen in the reactor and 

half of cohesive energy of a single oxygen dimer in isolation, and it is plotted over the 

range for which ZnO is stable [53]. This gives the low 𝛥𝜇9	limit as the chemical potential 

at which ZnO is reduced to Zn metal and O2 gas, 

(𝐸@-=; − 𝐸8"(#EF − 𝐸9!) ≤ 𝛥𝜇9 ≤ 0 (3.5) 

where 𝐸8"(#EF is the cohesive energy per atom of HCP Zn metal. The relaxed low energy 

geometries of the stochiometric, Zn-rich, and O-rich (101u0) facets are shown in Fig. 3.6, 

(a)–(c), respectively. 

The geometric permutations of the semi-polar {112u2} surfaces are more complex with four 

distinct surface terminations: O- and Zn-terminated stoichiometric surfaces (opposite faces 

of a stoichiometric slab) and O- and Zn-rich non-stoichiometric surfaces. Although four 

different permutations of the top and bottom surface structures can be created, from the 

ZnO crystal structure, it is only possible to determine three independent surface energy 

metrics. While the distinct surface energies for the (101u0) facets can be determined, for 

the (112u2) surface, the energy of the stoichiometric surface, 𝛾(55!6!)(7, is taken as half of 

the cleavage energy, 𝛾(55!6!)(7 =
5
!
}𝛾(55!6!)(7(8" + 𝛾(55!6!)(7(9|. This is used as the ref-

erence surface in Eq. 2 to define the energies of the Zn- and O-rich surfaces, (112u2)-Zn 
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and (112u2)-O. These relaxed structures of the (112u2) facets are shown in Figure 3.6, (d)-

(f).  

 

Figure 3.6, Profile view of ZnO surface facets after relaxation. (a-c) Slabs of the (101$0) surfaces viewed 
along the c-axis, and (d-f) slabs of the (112$2) surfaces viewed from a direction perpendicular to the c-axis. 
(a) Shows the low energy stoichiometric surfaces, (b) and (c) show the same surface depleted of O and Zn, 
to generate the Zn and O rich surfaces, respectively. (d) Shows the Zn and O terminated stoichiometric planes, 
with (e) showing the O-rich surface, and (f) the Zn-rich surface. 

The energy calculations were performed using supercells with (2×1) and (2×2) periodicity 

in the plane of the slab for {101u0} and {112u2} structures to allow the system freedom to 

undergo surface reconstructions that break the crystal symmetry. To obtain a consistent set 

of fully converged surface energies, calculations were performed for a series of slabs by 

systematically varying the slab thickness and vacuum separation. In order to obtain a con-

sistent set of fully converged surface energies, we performed a series of energy calculations 

for slabs systematically varying the slab thickness and vacuum separation. To converge the 

surface energy of the (101u0) facet with respect to slab thickness, t, slabs with 5 to 16 

atomic layers — thickness of 14 to 45 Å — were generated and fully relaxed following the 

computational method discussed earlier in this chapter. For the (112u2) surface energy, 

slabs were generated with 5 to 10 double layers — thickness of 15 to 30 Å. In addition, in 

γ("#$"#)&'

γ("#$"#)&'

γ("#$"#)&(

γ("#$"#)&)* γ ""$++ &'&)* γ(""$++)&(
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(d) (e)
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order to find the optimum vacuum distance to avoid interaction between layers, slabs with 

a vacuum space (d) of 15 to 35 Å were tested. All atoms were allowed to fully relax in the 

x- y- and z- directions. The surface energy of the (101u0) facets was computed to an accu-

racy of 0.01 J/m2. Convergence was achieved with slabs having a thickness of 11 or more 

atomic layers (≥ 31 Å) and a vacuum space of 20 Å. In contrast, the convergence of the 

semi-polar (112u2) surface was harder to achieve due to the existence of an internal field 

formed in the polar slabs. In this case, surface energies were computed following the con-

vergence method by Meyer et al. [53], where the energies of slabs with a series of different 

thicknesses, t, were computed and then the 1/𝑡 dependence of the slab energy was extrap-

olated to remove the effect of the internal field. This method resulted in the surface energy 

of the (112u2) facets computed to an accuracy of only 0.1 J/m2. 

All DFT calculations were performed using the Vienna ab-initio Simulation Package 

(VASP) [54]–[57] within the Perdew-Berke-Ernzerhof (PBE) general gradient approxima-

tion (GGA) exchange-correlation functional [58], [59]. The calculations were spin-polar-

ized with a plane wave cutoff energy of 400 eV. Core electrons were modeled implicitly 

using the projector-augmented wave method (PAW) pseudopotentials [60], [61]. Struc-

tures were relaxed using the conjugate gradient algorithm [62] to minimize the forces for 

ionic relaxation to lower than 1×10-3 eV/Å. A great deal of care was taken to obtain a fully 

converged and relaxed bulk ZnO reference structure, as errors in the energy prediction of 

this reference state are the largest source of uncertainty in the surface energy predictions. 

The cohesive energy of the bulk crystal structure was found to be well converged using a 

5×5×5 Monkhorst-Pack grid of k-points for the Brillouin zone integration. Using this 
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approach, the modeled bulk ZnO had equilibrium lattice parameters of a = 3.19 Å and c = 

5.30 Å. For the slab calculation, a 5×5×1 Γ-centered k-point mesh was used for Brillouin 

zone sampling with one k-point along the nonperiodic direction perpendicular to the slab.  

The surface energies computed using the described procedure above were used in the Wulff 

construction to predict the equilibrium morphology of ZnO crystallite growing on a sub-

strate with its c-axis perpendicular to the substrate. The energy of the ZnO/substrate inter-

face is assumed to be zero. The equilibrium morphologies were used for the theoretical 

predictions of the height to width ratio and the {112u2} to {101u0} surface area ratio of ZnO 

pyramidal nanocrystals grown under different oxygen chemical potential conditions. For 

growth on most substrates, it is likely that the effective surface energy of the ZnO/substrate 

is negative due to the reduction in energy from covering the exposed substrate and ZnO-

(0001) surfaces by bringing ZnO into contact with the substrate. If the effective ZnO-

(0001)/substrate interface energy is negative, then the width-to-height ratio and {112u2} 

to {101u0} surface area ratio of ZnO pyramidal nanocrystals will be underestimated. 

3.3  Prediction of Crystal Growth Morphology 

A growing crystal arrives at its final morphology either as the result of anisotropic attach-

ment kinetics producing a shape that becomes kinetically frozen in place, or as a result of 

the growing crystal relaxing towards its thermodynamically preferred shape. The latter is 

the shape that minimizes the total surface energy structure and is described by the Wulff 

construction. Here we consider only the thermodynamically preferred shape and further 

restrict consideration to the Wulff construction of the crystal containing only {101u0} and 
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{112u2} facets to identify conditions under which pyramidal crystals will be thermodynam-

ically preferred over nanorods.  

The energy of the different variants of the {101u0} and {112u2} facets are plotted as a func-

tion of oxygen chemical potential in Fig. 3.7. For the stoichiometric surfaces, the (101u0) 

facet is more compact and has a lower surface energy of 0.9 J/m2, while the surface energy 

of stoichiometric (112u2) is 1.8 J/m2. However, for the non-stoichiometric surfaces, both 

the O-rich and Zn-rich (112u2) facets have lower surface energy than their corresponding 

(101u0) facet. The surface energy versus the chemical potential of oxygen plot in the sys-

tem (Fig. 3.7 (a)) shows that there is a small range of O-starved growth conditions under 

which the Zn-rich {112u2} facets become lower in energy than even the stoichiometric 

	{101u0} surface. However for the {112u2} pyramidal facets, to completely geometrically 

exclude the {101u0} facets from the Wulff construction, 𝛾(55!6!) must be considerably lower 

than 𝛾(5.56.), satisfying the inequality, 
G(#$#%$)
G(##!%!)

≥ !
√'
�1 + �?

%
�
!
		 (≈1.36 for ZnO). This con-

dition is not met in the plot in Fig. 3.7, but it is not necessary for the {101u0} facets to be 

completely excluded for the crystals to grow in a pyramidal morphology. Figure 3.7 (b) 

shows the height/width and the {112u2}/{101u0} area ratio of the Wulff construction (Figure 

3.7 (c)) plotted on the same x-axis. Under the oxygen-starved growth conditions, the equi-

librium morphology of ZnO crystals transitions from rod-like to compact pyramidal struc-

tures marked by the drastic increase in the fraction of semi-polar {112u2} surfaces.  
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Figure 3.7, (a) Plot of the surface energy of the {112$2} (black) and {101$0} (red) facets as a function of ox-
ygen chemical potential, (b) corresponding surface area (green) and aspect ratio (blue), and (c) correspond-
ing Wulff construction. 

The DFT calculations anticipate that ZnO with high-index {112u2} surface planes can be 

synthesized when the chemical potential of oxygen is low. This prediction is consistent 

with the experimental results. ZnO pyramidal structures are successfully synthesized when 

the Zn vapor partial pressure is significantly higher than that of oxygen near the substrate. 

This extremely biased precursor ratio environment is achieved by modifying the design of 

the CVD reactor. The prevention of the premature oxidation of Zn precursor plays an im-

portant role in growing the ZnO crystal with {112u2} surfaces by creating an environment 

with highly concentrated Zn vapor. When the crystals are removed from the reactor and 
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exposed to air, the surfaces quickly oxidize and become stoichiometric, but the crystal 

morphology remains in the pyramidal shape. 

3.4 Prediction of Photoelectrochemical Activity 

The electrostatic potential of the DFT computed stoichiometric (101u0) and (112u2) sur-

faces was analyzed to determine which structure has the highest polarity and greater pho-

toelectrochemical activity. Only stoichiometric planes are considered because although we 

predict that the pyramidal morphology is stabilized during growth in oxygen-deficient con-

ditions, these surfaces will quickly become stoichiometric under ambient conditions. Fig. 

7 shows the atomic structure of each surface with the left-hand side of each plot showing 

the surfaces’ local electrostatic potentials plotted on the surface of constant charge density. 

The charge density contour value is the same for all plots. The color scale indicating the 

local voltage is the same for all surfaces. It is observed that the two (112u2) surfaces present 

a wider variation in the local electrostatic potential than the (101u0) surface. The compactly 

co- ordinated and charge-balanced structure of the (101u0) surface offers smaller variation 

in the surface potential presented to water molecules than both the Zn and O terminated 

stoichiometric (112u2)facets which are polarized. The results are supportive of the obser-

vations that both Zn- and O-terminated (112u2) surfaces are more reactive than the (101u0) 

non-polar facet. Therefore, the (112u2) facets are more likely to react with water molecules 

and are more suitable for water splitting applications. 
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Figure 3.8, Electrostatic potential on the stoichiometric ZnO facets (left side of the surface) and atomic lo-
cations with red atoms indicating O and silver for Zn (right side) on the surface of (a) (101$0), (b) Zn-ter-
minated (112$2), and (c) O-terminated (112$2). 
 
3.5  Conclusions 

Although the pyramidal structures with {112u2} facets are generally not stable due to their 

relatively high surface energy, our DFT calculations show that these morphologies are sta-

bilized under a Zn-rich growth condition. The Wulff crystal structures show a transition to 

eliminate {101u0} nonpolar facets and form pure pyramidal structures with {112u2} semi-

polar surfaces as the environment becomes oxygen-deficient. Our results suggest a corre-

lation between the growth condition and the final morphology of materials. Using this cor-

relation, we tailored the structure to obtain materials that are normally unstable and difficult 

to grow. The larger variations observed in the electrostatic potentials at the surface of 

{112u2} semi-polar surfaces indicate their higher reactivity compared with the {101u0} non-

polar surfaces. The nanopyramidal ZnO with semi-polar {112u2} facets were experimen-

tally synthesized by our collaborators through creating an oxygen-deficient environment 

for improved photocatalytic performance, which validates our predictions.  
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4. Surface Structure and Electrical Transport Property Rela-

tionships in Diamond-based Heterostructures 

4.1 Overview  

Surface Transfer Doping (SD) and delta doping are critical methods used for doping dia-

mond for transistor applications. The SD technique, a thin film of acceptor layer is inter-

faced with the hydrogenated diamond surface which creates a high-mobility two-dimen-

sional hole gas (2DHG) channel at the interface.  H-diamond has been extensively studied 

for fabrication of high-power and high-frequency field effect transistors (FETs). The C-H 

dipoles at the surface of H-diamond reduces the electron affinity in the surface layer in-

ducing p-type doping in this region and facilitates SD. Recent studies are targeted towards 

improving the stability and conductivity of the 2DHG channel as important factors in de-

signing diamond-based electronic devices. A 2D surface used in combination with H-dia-

mond can act as either an acceptor layer to enable SD or as a cap layer to prohibit atomic 

interactions between the acceptor layer and the H-diamond surface. The choice of the 2D 

layer material and surface crystal orientation are important in determining its functionality.  

A recent experimental study reported an improvement in the homogeneity and carrier mo-

bility of the 2DHG channel at the diamond surface when using an hBN layer as a gate 

dielectric in diamond FETs. Their results show that even at low temperatures, the channel 

remains conductive over the period of time [19], [63]. In addition, studies show a thin layer 

of h-BN, when interfaced with H-diamond, offers an improvement in device parameters 
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through enhancement of charge concentration and mobility, and reduction of surface scat-

tering [64]. 

Despite these experimentally demonstrated improvements on the overall performance of 

the diamond devices, a theoretical effort dedicated to the study of structural and electronic 

properties of 2D/H-diamond heterostructures with an atomistic resolution, particularly with 

h-BN as the 2D layer, is still lacking. In this chapter, we investigate the possibility of using 

hexagonal Boron Nitride as a cap layer to preserve the 2DHG channel at the surface of H-

diamond (100) surface. Here, we present three papers. In the first manuscript, we investi-

gate the structural and electronic properties of an hBN (graphene) layer interfaced with H-

diamond (100) surface. Particularly, we demonstrate that both hBN and graphene can be 

used as interfacial (cap) layers to maintain the 2DHG channel across the interface. We also 

observe a corrugation (rippling) in the 2D layer to mitigate the unavoidable applied strain 

during modeling. In the second paper, we examined the effects of the 2D layers’ rippling 

on the electronic structure of the isolated 2D layers and 2D/H-diamond (100) heterostruc-

ture. Finally, in the third paper, we analyze the effect of surface termination on structural 

and electronic properties of diamond (100) and hBN/diamond (100) systems.    

4.2 Structural Modeling and Computational Details 

To identify the optimal strain-compensated h-BN (graphene)/H-diamond (100) hetero-

structures, we performed a full analysis of the structural alignments of the 2D layers on the 

H-diamond (100) surface. Prior to the formation of the heterostructures, we generated the 

reconstructed 2×1 H-diamond (100) system with in-plane lattice constants of a = 5.04 Å 

and b = 2.52 Å and a thickness of ~10 Å (10 carbon layers) which exhibits the desired bulk-
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like electronic properties and is consistent with the earlier publications.[65] Following that, 

we constructed a supercell of 5×1 2D layers on 2√2 × 1/√2 unit cells of 2×1 reconstructed 

H-diamond (100) surface with edges along the [011] and [01u1] directions. The selected 

structures are the ones that balance system size and computational expense with minimi-

zation of lattice mismatch while accommodating the 2×1 reconstruction of (100) diamond. 

Starting with the h-BN [21u1u0] along the diamond [011] direction (which we take as the x-

direction) the h-BN sheet is rotated anticlockwise by 26.6○, and then the rotated sheet is 

strained in compression by 10.2% along the x-axis and stretched by 3.7% along the y-axis. 

Due to the similarity between the B–N and C–C bond lengths in h-BN and graphene (1.45 

and 1.42 Å, respectively), the same alignment was chosen for the graphene layer which 

was achieved with a compression of 8.3% along x and a stretch of 5.9% along y after rota-

tion. The stages for bringing the hBN layer into registry with the H-diamond (100) surface 

are illustrated in Figure 4.1(a-c).  

The final step in constructing the strain-compensated heterostructures was to find the low-

est energy alignment of the 2D layer on the H-diamond (100) surface. To achieve this goal 

efficiently, we performed a coarse sampling of the potential energy landscape by rastering 

the position of the 2D layer over the diamond substrate to generate 38 different starting 

structures. For each resulting structure, the initial 30 steps of structural relaxation were 

performed, after which the energies were mapped and compared (Figure 4.1 (d)). The aim 

of this was not to find the minimum energy position, but rather to find the watersheds 

between different potential energy wells. To gain a better understanding of the structure-

energy distribution, we performed the k-means clustering method  [66], a commonly used 
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algorithm for cluster analysis that groups similar items into k clusters. The k-means clus-

tering error converged with 𝑘 = 4, i.e., four clusters yield the most accurate partition of 

the structures, shown in Fig. 4.1 (e). The group of initial structures with the lowest final 

energies, denoted by “The low energy group”, are located on the y = 0.33 line. In other 

words, we arrive at the lowest energy structures starting from structure for any 𝑥 shift in 

the 2D sheet providing the 𝑦 shift is 0.33 of the box width. This implies that there is little 

to prevent the sheet from sliding in the x direction during minimization. However, in the 

2D/H-diamond (100) heterostructures, the hydrogens are positioned on the outer edges of 

the H-diamond (100) surface, which is expected to inhibit the atoms in the layer from shift-

ing in y direction during the structure relaxation. Based on this, we selected the structure 

from this group with the lowest energy and continued its structural relaxation to minimize 

its energy. As the next step, we found the optimal vdW spacing between the constituent 

layer and the H-diamond surface. Structures with a vdW spacing of 3.0 Å were found to 

yield convergence. The H-diamond (100) surfaces were separated by a vacuum spacing of 

20 Å to avoid interactions between the adjacent blocks. In all structure relaxation calcula-

tions, the surface hydrogens and the first four carbon layers of the H-diamond (100) surface 

were allowed to relax while the remaining layers of diamond were fixed.  
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Figure 4.1, Structural alignment analysis of hBN/H-diamond heterostructure. (a) The original planar hBN 
layer, (b) the strained and rotated hBN layer positioned on top of the H-diamond surface, and (c) the same 
heterostructure with the layer shifted in y-axis by one-third of the b lattice vector. (d) shows the final energy 
of structures after 30 steps with different initial positions for the hBN layer relative to substrate. The 𝑥 and 𝑦 
axes show the initial shift of the 2D layer as fractions of supercell lattice vectors. (e) The k-means clustering 
(with k=4) for the energies after 30 relaxations steps for the tested structures, showing that the structures 
shifted in the y axis, disregarding of their alignment along the x-axis, poses the lowest energies. 

All the calculations in this paper were performed using the Vienna ab-initio Simulation 

Package (VASP) implementing the Perdew-Berke-Ernzerhof (PBE) general gradient ap-

proximation (GGA) exchange correlation functional [54]–[56], [58], [67]. A plane wave 

cutoff energy of 520 eV was used. For the individual constituent system (unitcell of h-BN 

or graphene), a 12×12×1 Gamma-centered mesh of k-points was found to yield a well-

converged structure with an accuracy of 10-4 eV. Accordingly, for the heterostructure, a 

4×12×1 grid of k-points is expected to provide sufficient accuracy and was used to sample 

the Brillouin zone (BZ). In order to include the van-der-Waals (vdW) forces during struc-

tural and electronic properties calculations, we have adapted the Grimme’s D2 

The low energy group

K-means with 4 clusters

(c)(b)(a)

(d) (e)
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approximation [68]. All the structures were optimized using the conjugate gradient algo-

rithm [62] to minimize the forces for ionic relaxation to better than 1×10-5 eV/Å. The elec-

tronic properties such as band structure, projected density of states (PDOS), and the charge 

(potential) profile normal to the 2D/H-diamond (100) interface, were calculated using a 

denser K-point mesh to increase the accuracy. To correct the band gap underestimation by 

the PBE functional, we used the HSE06 hybrid functional to compute the electronic prop-

erties after ionic relaxation.[69] We used the Grimme’s D2 approximation [68], zero damp-

ing DFT-D3 [70], and DFT-D3 with the Becke-Jonson (BJ) damping [71] in order to in-

clude the effect of van der Waals interactions between the layer and the H-diamond surface. 

To include SOC in band structure calculations of graphene, we used the SOC implementa-

tion in VASP [72]. The charge transfer between the H-diamond (100) surface and the 2D 

layer was quantified using the Bader charge analysis [73]. 

4.3 Structural and electronic properties of 2D/H-diamond heterostructures 

Recent studies suggest using a thin layer of 2D materials as the gate dielectric layer to 

mitigate the limitations of oxide-based acceptor layers [19], [63]. These studies report im-

provements in device parameters such as 2DHG channel carrier densities and mobilities. 

Motivated by these experiments, recent theoretical modeling based on effective mass ap-

proach predicted that a thin layer of 2D layer as an interfacial capping layer can minimize 

the impact of interface roughness, or even facilitate the charge transfer across the H-dia-

mond/acceptor layer interface and improve the sheet hole concentration [64], [74]. Despite 

proofs of improved device performance, a theoretical effort to study the structural and elec-

tronic properties of 2D/H-diamond heterostructures with an atomistic resolution, 
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particularly with hBN as the 2D layer, is still lacking. Furthermore, a fundamental under-

standing of the structural alignment and charge transfer between the 2D layer and H-dia-

mond is key to the successful integration of 2D layers in the next-generation scalable SD-

based diamond devices. 

The (111) and (100) facets are the most common diamond surfaces in the device commu-

nity. Though the hexagonal 2D layers are crystallographically compatible with the (111) 

facet, complex surface reconstruction mechanism and surface structural properties make it 

less desirable for the device design. In addition, this surface also suffers from high struc-

tural defects and low structural stability [75]. On the other hand, the (100) facet is the 

dominant surface in the experimental growth of diamond films via chemical vapor deposi-

tion [76], [77] and exhibits smooth bulk-like to (2×1) reconstruction, resulting in carbon 

double bonds (C=C) at its surface [78]. Besides, the high stability of the 2×1 reconstruction 

of the (100) surface enables the growth of defect-free facets during fabrication [79] [80]. 

This surface undergoes a 2×1 surface reconstruction that affects the pattern of H termina-

tion. Despite these advantages, which makes (100) the most technologically important di-

amond surface, the lattice mismatch in the hexagonal 2D layer on the diamond complicates 

the computational studies. As a result, recent computational studies on 2D/diamond heter-

ostructures have utilized the (111) diamond facet to mitigate the interfacial strain [42], [81], 

[82]. Motivated by this, we study the structural and electronic properties resulting from the 

integration of hBN and graphene on the H-diamond (100) surface using the first principles 

simulations.  



 36 

4.3.1 Structural Properties of hBN(graphene)/H-diamond  

Figure 4.2 depicts the relaxed structure of graphene/H-diamond (100) and hBN/H-diamond 

(100) heterostructures, respectively. After undergoing the transformation to bring the 2D 

layer into registry with the H-diamond (100) surface, the heterostructures, with an opti-

mized vdW-gap (𝛿) of ~3 Å, were fully relaxed during which both the hBN and graphene 

sheets developed a corrugation perpendicular to the compressive axis. The corrugated 

(buckled) alignment observed here occurs to relax residual compressive strain imposed by 

the periodicity of the supercell. Similar substrate-induced corrugation or rippling of gra-

phene layer was also observed in the epitaxial growth of graphene on Ge [83], and SiC 

substrate [84], and a DFT study of graphene on diamond (111) surface [85]. Though this 

atomic distortion results in the modification of the local potential within the layer, it does 

not have a noticeable effect on the electronic properties as discussed later in this chapter.  
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Figure 4.2, Atomistic structures of optimized 2D/H-diamond (100) Heterostructures. Three dimensional and 
side views of the optimized (a, c) graphene/H-diamond (100), and (b, d) hBN/H-diamond (100) heterostruc-
tures. The C-H bond lengths, peak to valley distance of the rippling curvature, and the minimum vdW spacing 
after rippling (𝛿'()) values are annotated on the figures. All distances are in Å. The hydrogen, carbon, boron, 
and nitrogen atoms are shown with white, gray, pink, and blue colors, respectively. 

To correlate the magnitude of rippling of the 2D layers to the layer adhesion energy, the 

adhesion energy per-atom (𝐸?I) is evaluated using the equation [85], 

𝐸?I(𝐸JIK , 𝐸@&"I&"L) =
1
𝑛 (𝐸7/N − 𝐸7 −	𝐸N) 

(4.1) 

where 𝐸N, 𝐸7, and 𝐸7/N are the total energy of the H-diamond (100), 2D layer, and the 

2D/H-diamond (100) heterostructure, respectively. The term n is the number of atoms in 

the 2D layer.  The per atom adhesion energy of graphene on the H-diamond (100) surface 

was found to be -0.0314 eV, which is comparable to the reported value (-0.05 eV) for the 

similar system [81]. The variation in the adsorption energy values comes from the 
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difference in the interfacial strain due to the unreconstructed and bulk-like used in Ref,[81] 

which is distinctly different from the experimentally observed, reconstructed (2x1) surface 

used in this study. For the hBN on H-diamond (100) system, the observed per atom adhe-

sion energy was -0.0396 eV, indicating a slightly stronger interaction between the hBN 

layer and the H-diamond surface. In both cases, the trough of the ripple was aligned be-

tween the rows of reconstructed C–C bonds on the substrate. The minimum vdW-gap 

(𝛿O&") at the valley of the corrugation is 2.215 Å and 2.089 Å for graphene and hBN, 

respectively, as illustrated in Figs. 1 (c) and (d). The amplitude of the observed ripple in 

graphene is smaller than hBN due to the lower compressive strain imposed on the graphene 

layer required to make it commensurate with the diamond surface. The bending of the sp2 

bonds in the rippled sheets distorts the orbital hybridization of the atoms in the locations 

where the curvature is large, leaving orbitals free to participate in bonding with the sub-

strate.  

4.3.2 Electronic Transport Properties of hBN(graphene)/H-diamond  

Using the optimized geometries and corresponding self-consistent charges, we calculated 

the band structures of 2D/H-diamond (100) heterostructures (Figure 4.3). The band struc-

ture of the pristine rippled graphene supercell is overlaid over that of the graphene/H-dia-

mond (100) in order to analyze the effect of heterogeneity on the shape and slope of the 

Dirac cone at K’, as illustrated in Fig. 4.3 (a). The overall characteristic of the single-layer 

graphene is preserved in the graphene/H-diamond (100), while the primary Dirac point is 

shifted below Fermi-level by 0.13 eV. This generates weak n-type doping of the graphene 

layer, indicating the effect of charge transfer across the vdW-interface (Figure 4.3 (a) 
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inset). The magnitude of graphene doping is consistent with the recent experimental report 

on graphene/H-terminated (111) system [86], [87]. This charge transfer induced doping of 

pristine graphene is consistent with earlier studies on graphene-based vdW heterostructures 

[88]–[92]. Even though an intrinsic, defect-free graphene layer is gapless, a small gap 

opening of 10 𝑚𝑒𝑉 was observed around the Dirac cone for both the rippled graphene 

supercell and graphene/H-diamond (100). The small gap around the K’ point, which is less 

than half of the room-temperature thermal energy, is consistent with other works where the 

induced gap is attributed to the hybridization of π and σ orbitals [81], [93], [94], and the 

spatially varying potentials [95], [96] introduced by strain and ripples. If the graphene layer 

is grown large enough or the substrate is designed to minimize the strain, this gap can be 

suppressed, and hence, the graphene/H-diamond (100) heterostructure can be deemed as a 

semi-metallic system. This observation is consistent with the previous studies on graphene-

based heterostructures [81], [84], [97]. 
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The band structure for the hBN/H-diamond (100) is illustrated in figure 4.3 (b). Here, to 

highlight the role of the exchange-correlation term on the band edges, we plotted the band 

structures calculated from both the local functional (PBE) and hybrid functional (HSE06). 

The HSE06 functional increases the fundamental energy gap (Eg) of the hBN/H-diamond 

(100) by ~30% to 3.5 eV compared to the PBE functional. The main contributions to the 

scaling originate from the CB states. Similar exchange-correlation related up-scaling of 

energy gaps was observed for the bulk diamond and H-diamond (100) systems. Quantita-

tively, the energy gaps increased from 4.2 and 2.6 eV (PBE) to 5.3 eV and 4.2 eV (HSE06) 

for bulk diamond and H-diamond (100), respectively. Other theoretical studies on wide 

bandgap semiconductors also reported similar degrees of scaling for the fundamental 

gaps.[98], [99] Though H-diamond (100) has a direct bandgap with CB minima (CBM) 

and VB maxima (VBM) located at the Γ-point, a direct-to-indirect energy gap transition 

Figure 4.3, Band structures for (a) graphene/H-diamond (100) and (b) hBN/H-diamond (100) heterostruc-
tures. In (a), the red solid and black dotted lines represent the band structures for rippled graphene supercell 
and graphene/H-diamond (100) heterostructure, respectively. In (b), the solid and dotted lines represent the 
band structures for hBN/H-diamond (100) using HSE06 and PBE functionals. Contributions from the hBN 
layer to the CBE states are presented with the light (red) lines.  
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occurs in the hBN/H-diamond (100) system due to the heterogeneity so that the CBE is 

located between the K’ and Γ-points, and the VBE is placed at the Γ -point of the BZ. 

 

Figure 4.4, Partial density of states (PDOS) plots of surface and bulk atoms in the diamond (100) surface, 
and the constituent layer for (a) graphene/H-diamond (100) and (b) hBN/H-diamond (100) systems, and (c) 
band alignment schematics for both heterostructures. 

 One can gain further insight into the role of the proximal 2D layers in modifying device-

related properties by analyzing the site projected partial density of states (PDOS) of the 

2D/H-diamond (100) heterostructures. In graphene/H-diamond (100), Figure 4.4(a), most 

of the contributions to the two peaks around the Fermi-level are from the graphene layer, 

which is consistent with the observed Dirac cones around the Fermi-level seen in the band 

structure plot in Figure 4.3 (a). The VB states at the Γ-point of this system are co-located 

in the vicinity of the C-H bonds in the diamond surface and the graphene layer as illustrated 

in figure 4.5. These results suggest that graphene could be a very promising material as the 

metal electrode, and it can enhance the contact performance while maintaining the intrinsic 

electronic properties of interfaced diamond surface. 

(a) (b) (c)
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Figure 4.5, Band-decomposed partial charge density visualization, equivalent to the sum of absolute-squared 
values of wave functions (|𝜓|*) over the Brillouin zone, for the highest occupied, i.e. VB, electronic state 
(blue regions in (a) & (c)), and the lowest unoccupied, i.e. CB, electronic state (red surfaces in (b) & (d)) in 
the graphene/H-diamond (left-hand) and h-BN/H-diamond (right-hand) systems. Hydrogen, carbon, boron 
and nitrogen atoms are depicted as white, gray, pink, and blue spheres, respectively. 

In contrast to the graphene/H-diamond (100) system, the hBN/H-diamond (100) system 

exhibits semiconducting properties with a significant energy gap of 3.55 eV, as shown in 

Fig. 4.3 (b). Although the energy gap is ~15% smaller than the gap of isolated H-diamond 

(100), it is comparable to other WBG semiconductors such as GaN (3.4 eV) and SiC (3.3 

eV) [100]. Here, the hybridized states from the surface and bulk C atoms mainly contribute 

to the VBE states. On the other hand, the pz orbitals from the B atoms in the hBN layer 

contribute to the CBE states and are consequently localized around B atoms in the hBN 

layer. This is further elucidated by the band decomposed charge densities around the band 

edges, illustrated in Figure 4.5 (c) and (d). This spatial separation of electrons and holes by 

more than 5Å in the hBN/H-diamond (100) is highly desirable for minimizing the Coulomb 

scattering in the channel of the SD-based diamond transistors [63]. 

In the semi-metallic nature of the graphene/H-diamond (100) system, there are no gap 

states originating from the graphene layer in the H-diamond (100) gap. As a result, the 
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Fermi level pinning is minimal, and the graphene layer is expected to act as a metal contact 

[101], [102]. Here, the n-type (p-type) Schottky barrier, [103], [104], Fn  (Fp) is defined as 

the energy difference between the CBE (VBE) state of the H-diamond (100) and the Dirac 

point at the K’-point. The observed Fp and Fn are 13 𝑚𝑒𝑉 and 1.73 eV, respectively. The 

relatively small Fp value indicates that the graphene layer in graphene/H-diamond (100) 

acts as a p-type Ohmic contact. Since the H-diamond (100) band edges are sensitive to the 

surface and termination types, the graphene/H-diamond (100) exhibits tunable Schottky 

and Ohmic contacts with promising device applications based on unique and complemen-

tary intrinsic properties of graphene and H-diamond (100).  

In the hBN/H-diamond (100) system, the CBE and VBE energy levels are primarily com-

posed of the states from the hBN and H-diamond (100) systems, respectively. Furthermore, 

their energy levels form a TYPE-II (staggered) band alignment, as illustrated in the bottom 

panel of Figure 4.4 (c). This type of band alignment allows the confinement of electrons 

and holes in different spatial locations of the heterojunction and is widely used in 

memory,[105] and unipolar electronic device, [106] applications. The observed CBO and 

VBO values are 0.1 eV and 1.38 eV, respectively. This indicates higher confinement for 

holes, (vis-à-vis electrons), in the hBN/H-diamond (100) system. Quantitatively, the ob-

served VBO value is less than the reported value for the Al2O3/H-diamond (100) system 

obtained by analyzing the energy difference between the site-resolved core-level shifts in 

XPS measurements [15]. Despite this, an hBN layer interfaced with H-diamond offers the 

advantage of having a low number of charge impurities and dangling bonds. Besides, an 

hBN layer between the H-diamond and the acceptor layer may serve to protect the 
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hydrogenated diamond surface and thereby improves the stability of the hole channel pre-

venting charge leakage during the device operation. The hBN/H-diamond (100) hetero-

structure is also an interesting system to realize interlayer indirect excitons because of the 

small screening effect and heavy carrier masses in the constituent hBN and H-diamond 

systems. Furthermore, because of the TYPE-II band alignment between the hBN and H-

diamond (100) systems, the spatially separated electrons and holes, as illustrated in Figure 

4.5 (c) and (d), form indirect excitons that are strongly bound and are long-lived, as com-

pared to the excitons realized in the III-V and 2D heterostructures [107]–[109]. 

4.4 Effect of Rippling on Electronic Properties of 2D Layers and 2D/H-dia-

mond Heterostructures 

In the previous section, we reported that a sheet of hBN or graphene interfaced with the H-

diamond (100) surface—the technologically relevant surface for diamond-based electronic 

devices—could act as a protective layer that preserves the p-type bulk-like conductivity in 

the H-diamond (100) surface. During the analysis of the structural alignment of the 2D 

layers on the H-diamond (100) surface, we also noticed a strain-mediated 2D layer corru-

gation or rippling. Here, we examine the effects of the 2D layers’ rippling on the electronic 

structure of the isolated 2D layers and 2D/H-diamond (100) heterostructure.    

The absence of dangling bonds at the surface of 2D materials enables the stacking and 

construction of various van der Waals (vdW) heterostructures, even in cases with substan-

tial lattice mismatch [110]. This allows combining different 2D layers with each other or 

three-dimensional (3D) materials to mitigate limitations in engineering high-power elec-

tronic devices [111]. In many cases, such as the presented hBN(graphene)/H-diamond 
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(100) system, there is a lattice mismatch between the 2D layer and the 3D material [112], 

[113]. In these cases, even though the weak vdW interfacial bond means that the energy 

penalty for the mismatch is low, the intrinsically low bending stiffness of 2D materials 

means that the energy penalty can sometimes be further reduced by buckling the 2D layer 

to accommodate any compressive strain needed to bring the 2D layer and substrate into 

registry. Moreover, rippling is a common occurrence in computer simulations of 2D heter-

ostructures as an artifact of the periodic boundary conditions and the need to enforce lattice 

matching in a computationally tractable system size. In either case, elucidating the effects 

of rippling on electronic structure is essential for understanding the resulting heterostruc-

ture's electrical transport properties. If the ripples are real, we need to understand them, and 

if rippling is an artifact of computation, we need to be able to discount the ripple’s effect 

from any predictions made or inferences drawn. 

In experiment, ripples are observed both in free-standing graphene due to instability of the 

2D lattice [114] or lattice perturbation [96], and in 2D-based heterostructures, due to the 

interaction with the underlying substrate such as SiC (0001) [84], and Ge  [83]. Rippling 

in graphene interfaced with Ge substrate was found to result in a slight n-doping of gra-

phene in the rippled regions [83]. Since the ripples are developed in response to an external 

perturbation, they could potentially affect the electronic properties and subsequently the 

device performance. Controlling the degree of rippling in graphene is suggested as a way 

to engineer devices with tailored bandgaps and functionality. A previous study reported 

generating controlled ripples in suspended graphene through thermally applied strains [96]. 
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In computation, the generation of large strains is an unavoidable part of modeling hetero-

structures with lattice mismatch. Understanding how ripples affect a system’s properties 

helps drawing a better comparison between the computational predictions and real-world 

applications. Previous theoretical studies have focused on elucidating the thermodynamic 

and mechanical properties of rippled hBN [115], [116]. Others have studied graphene un-

der an imposed modulated potential with a similar wavelength to the ripples in our work, 

finding that the imposed potential opens the Dirac cones at k-points that are not parallel to 

the wavevector of the modulation [95]. Going beyond these works, in this paper, in addition 

to studying the effect of the ripples on the 2D layer, we elucidate their impact on the com-

puted interaction of the 2D layer with a substrate. One merit of this is to determine whether 

rippling works in favor of electronic devices. In this case, to obtain better charge transfer 

properties, we can experimentally devise device geometries with the layers forced to form 

ripples under some geometrically imposed strain. 

To understand the effect of rippling on the heterostructures’ structural and electronic prop-

erties, we provide a comparison against the generated models with a strained-planar hBN 

(graphene) layer. To obtain these, the structures were relaxed, with the atoms in the 2D 

layer permitted to move in plane but constrained from moving out of plane. To differentiate 

the former and latter heterostructures, hereon, we refer to them as wavy and planar 

hBN(graphene)/H-diamond (100), respectively. The results and discussions are presented 

in two sections, structural properties, and electronic structure of the isolated layers and the 

resulting heterostructures.  
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4.4.1 Effect of Rippling on Structural Properties   

To understand the effect of the 2D layers’ rippling on the heterostructures, we need to 

evaluate each contributing factor to the layers’ transformation and the heterostructures’ 

construction. Hence, we computed the energy at each step of the process for mating the 2D 

layer with the diamond substrate. Figure 4.6 shows the stages for transforming the hBN 

(graphene) layer and aligning the transformed layer on the H-diamond (100) surface. As 

illustrated, the contributing factors include imposing strain on the layer, full relaxation of 

the layer through which the layer develops a rippled structure, adhesion of the layer on the 

H-diamond surface, and the vdW interaction between the constituent layer and the sub-

strate.  

 
Figure 4.6, Hypothetical energy path for 2D layer (here hBN) and H-diamond (100) integration by straining 
a monolayer and integrating. it with H-diamond (100) surface to generate the hBN/H-diamond (100) model. 

The strain energy is defined as the energy gained when the layer is strained (Figure 4.6, 

subsets 1 and 2). The energy released when the strained layer develops ripples is considered 

as the rippling energy, equivalent to the energy difference between stages 2 and 3b in 
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Figure 4.6. The adhesion energies (𝐸?I) and vdW energies (𝐸JIK) were computed using 

equation 4.1. To compute the adhesion energy values, the fully relaxed atomic structure for 

the layer and H-diamond (100) surface prior to integration, illustrated in Figure 4.6, 3a. 

and 3b., were used as 𝐸7 and 𝐸N, respectively. Whereas, to evaluate the vdW interaction 

strength, we used the frozen atomic structure of the constituent layer and the substrate iso-

lated from the fully relaxed 2D/H-diamond (100) heterostructures. For consistent evalua-

tion, the energy values were normalized with respect to the number of atoms in the layer.  

To understand the effect of the vdW correction scheme on the structural properties, we 

evaluated the adhesion energies of simulations with DFT-D2, zero damping DFT-D3, and 

DFT-D3 with the Becke-Jonson (BJ) damping (Table 4.1). The results indicate that the 

choice of vdW correction, at least within the tested approaches, does not significantly affect 

the adhesion energies. Quantitively, the change in adhesion energy was 0.008 eV. In addi-

tion, we did not observe a significant difference between the relaxed structures using dif-

ferent vdW corrections. Since all the correction schemes resulted in similar adhesion en-

ergy and vdW gap, we have selected the D2 correction scheme for our work.  
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Table 4.1, Adhesion energy (𝐸+,) of the studied hBN (graphene)/H-diamond (100) heterostructures com-
puted using Grimme D2, Grimme D3 with zero damping, and Grimme D3 with the Becke-Jonson (BJ) damp-
ing vdW correction schemes. 

System 𝑬𝒂𝒅(𝑫𝟐)	
(𝒆𝑽)	

𝑬𝒂𝒅(𝑫𝟑)	
(𝒆𝑽)	

𝑬𝒂𝒅(𝑫𝟑 − 𝑩𝑱)	
(𝒆𝑽)	

Planar hBN/H-diamond (100) -0.0411 -0.0394 -0.0369 

Wavy hBN/H-diamond (100) -0.0396 -0.0330 -0.0317 

Planar Graphene/H-diamond (100) -0.0372 -0.0380 -0.0360 

Wavy Graphene/H-diamond (100) -0.0314 -0.0351 -0.0340 

 

The energy values for all contributing factors are presented Table 4.1. The results show a 

higher energy cost to enforce epitaxy on the hBN layer compared with graphene due to a 

larger imposed strain on the hBN layer. Rippling of the strained layers lowers the energy 

and makes the structure more stable. The process of rippling in the hBN and graphene 

releases 0.112 and 0.047 eV/atom of energy, respectively. The larger energy loss during 

rippling in hBN is caused by the higher applied strain during modeling. Although the en-

ergy gain through imposing strain on the layers is not fully compensated by the rippling, 

the negative values of adhesion energies indicate that the adhesion is exothermic and hence 

energetically favorable for all the studied heterostructures. Here, in addition to the adhesion 

energy, which incorporates all the contributing factors, including the lattice deformation 

(buckling) and the vdW interactions, we also computed the energies for the bare contribu-

tion of the vdW interactions. Although the adhesion energy values are slightly stronger for 
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the heterostructures constituting of planar layers due to strain and buckling effect, the av-

erage vdW interactions between the constituent layer and the H-diamond surface are 

stronger for the heterostructures composed of wavy layer. In addition, for both planar and 

wavy models, the adhesion and vdW interactions are stronger in the heterostructures com-

posing of hBN as compared with the ones with a graphene layer. The higher interaction 

between hBN and H-diamond surface can be related to the higher degree of rippling, as 

well as the polar nature of hBN. These results are consistent with an earlier study which 

predicted enhancement of binding strength for adhesion of Hydrogen to rippled graphene 

compared with a planar layer [117]. The bending of the bonds at the crest and trough of 

each ripple causes sp2 to sp3 orbitals rehybridization, leaving available (free) orbitals to 

participate in bonding with the substrate. Such improvement in reactivity due to ripples in 

graphene has been found beneficial for the hydrogenation and dehydrogenation process 

[117]. A previous study reported a quantified correlation between the graphene rippling 

degree and hydrogen bonding energy [118].  
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Table 4.2, Structural analysis of planar and wavy hBN(graphene)/H-diamond (100) heterostructures. 𝐸+,, 
𝐸-,., 𝐸/(0, 𝐸12/+() show the adhesion, van der Waals, rippling, and strain energies, respectively. The average 
value of C – H bond length at the interface of H-diamond is reported in each case. 

System 𝑬𝒂𝒅	
(𝒆𝑽)	

𝑬𝒗𝒅𝑾	
(𝒆𝑽)	

𝑬𝒓𝒊𝒑 
(𝒆𝑽/
𝒂𝒕𝒐𝒎)	

𝑬𝒔𝒕𝒓𝒂𝒊𝒏 
(𝒆𝑽/𝒂𝒕𝒐𝒎)	

C – H bond 
length (Å) 

Planar hBN/H-diamond 
(100) -0.0411 -0.0323 NA 0.3186 1.1012 

Wavy hBN/H-diamond 
(100) -0.0396 -0.0378 -0.112 0.3186 1.0992 

Planar Graphene/H-dia-
mond (100) -0.0372 -0.0306 NA 0.2918 1.1010 

Wavy Graphene/H-dia-
mond (100) -0.0314 -0.0404 -0.047 0.2918 1.0999 

 

In addition to evaluating the energy path, to compare the overall stability of the planar and 

wavy heterostructures, we evaluated their total energies. We also measured the average C-

H bond lengths at the surface of H-diamond in the heterostructures, as illustrated in Figure 

4.7, the results of which are tabulated in Table 4.2. These show that in the wavy layer/H-

diamond heterostructures, the surface C-H bonds are slightly contracted, whereas these 

bonds in both planar layer/H-diamond systems are slightly stretched compared with the C-

H bonds at the bare H-diamond (100) surface with a bond length of 1.10 Å.  
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Figure 4.7, Relaxed atomic structures are illustrated. (a, b) Strained-planar and rippled hBN/H-diamond 
(100), and (c, d) Strained-planar and rippled graphene/H-diamond (100) heterostructures, respectively. Top 
and bottom panels illustrate side and three-dimensional views of the same structures, respectively. 

 
4.4.2 Effect of Rippling on Electronic Structure   

In the following two sections, we present our results on the effect of rippling on the elec-

tronic properties of: 1. 2D layers, and 2. 2D/H-diamond (100) heterostructures. We used 

PBE functional for computing the electronic properties. The PBE functional is well-known 

for underestimating the band gap. However, since our goal here is to draw a clear compar-

ison rather than providing exact values, the PBE functional was found to provide sufficient 

accuracy while being computationally more affordable. To prove the validity of this claim, 

we compare the results computed using PBE [58], and HSE06 [69] functionals for the 2D 

layers, which require less computational resources as compared with the heterostructures. 

To elucidate the effect of strain and rippling on the electronic properties of the 2D layers, 

we calculated and compared the electronic band structures for the planar and wavy hBN 

(graphene) layers. In pristine (planner) graphene, the Dirac cone is located at the high sym-

metry 𝐾  point at the corner of the first Brillouin zone (BZ). However, straining the 
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graphene layer distorts the perfect honeycomb lattice and BZ of the planner graphene, 

shifting the 𝐾 point to a new position, as shown in Figure 4.8 (a). On computing the band 

structure at this position in the BZ, one finds a small apparent band gap opening in both 

the planar and rippled graphene. Though this gives an impression of strain-induced band 

gap opening, this is mainly due to a subtle shift in the location of the Dirac cone to new 

locations that we call 𝐾7 in the strained planar unit cell and 𝐾P in the 5x1 supercell of rip-

pled graphene.  
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Figure 4.8, The band structure and Dirac cone of rippled and strained but planar graphene in isolation. Plot 
(a) shows the Brillouin zone (BZ) of the graphene unit cell rotated and distorted so that the 5x1 supercell of 
graphene is commensurate with the diamond substrate. Plot (b) shows a zoom in of the region around the 𝐾 
point that was covered by the first Dirac cone search mesh. The search points after the 1st and 2nd mesh 
refinement are plotted in green and red. Also shown at point 𝐾3 is the location of the Dirac cone in the rippled 
graphene. Plot (c) shows a 3D image of the valence and conduction bands in the most refined k-point mesh. 
The spheres show the DFT computed band energies, and the surface plot is the fit of the distorted cone (Eq. 
1) to these points. Plot (d) show the band structure along a path to the BZ corners for the strained unit cell 
(orange) and the effective (unfolded) band structure for the 5x1 rippled graphene (blue) along the same k-
path (for clarity, the band weights for unfolded case are not shown as they are in fig.5). Plot (e) shows the 
same data as in plot (d) except that the path runs to the locations of Dirac cone at 𝐾4 and 𝐾3 of each material 
rather than to the BZ corner. From these latter band tours, it becomes clear that there is no band gap. As the 
two paths in (d) are slightly different the It can be seen that the way points along the path length do not line 
up exactly. Plot (f) shows the 3D image of the valence and conduction bands with spin-orbit coupling. Plots 
(g-i) show the zoomed band structure in the vicinity of the Dirac point 𝐾(𝐾5) for the unstained, strained-
planar, and rippled graphene (unfolded), respectively. In plots (g-i), orange lines indicate calculations includ-
ing spin-orbit coupling, whereas blue lines represent calculations without spin-orbit coupling.   
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To find the true location of the Dirac cone, we computed the band energies on a fine mesh 

of k-points surrounding the corner of the strained BZ, and then fit the equation of a strained 

and biased cone to the conduction and valence band energies at these k-points. The fitting 

function had the form: 

𝐸(𝑘) = 𝐸Q + 𝑔	|𝐿 ⋅ (𝑘 − 𝑘Q)| + 𝑠 ⋅ (𝑘 − 𝑘Q), (4.2) 

where the vector 𝑠 describes the bias or tilt to the cone, and matrix 𝐿 = �
𝜀55 𝜀5!
𝜀5! 𝜀!!� de-

scribes the cone distortion. Terms 𝑘Q and 𝐸Q	give the location and energy of the cone’s 

apex. After fitting, the location of the cone center at 𝑘Q was taken as the center for gener-

ating a second refined k-point mesh and the process was repeated as shown in Figure 4.8. 

By the third mesh refinement, we identify a true gapless Dirac cone. Independent fits to 

the valence and conduction bands (Figure 4.8, (c)) produce cones with 𝐸Qand 𝑘Qthat are 

identical for both the strained-planar structure (KS) and the rippled supercell (KR), that is, 

they align perfectly in 𝒌 and their apices meet. The elliptical distortion of the Dirac cone 

can be seen clearly in Figure 4.8 (c). Although it is enough to see an apparent band gap 

opening, KS is only minutely shifted from the BZ corner at K, and it is likely that this 

difference is due to rounding error in the specification of the lattice vectors. However, for 

the rippled 5x1 supercell of graphene the K point is folded into the interior of the supercell’s 

BZ, and so is no longer anchored to a high symmetry point of the BZ. In this case the 

location of the Dirac cone is no longer constrained by symmetry, and we find that KR is 

significantly displaced from the corner of the strained unit cell’s BZ as can be seen in 

Figure 4.8 (b). Figure 4.8 (d) and (e) show the band structures of the strained and rippled 
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graphene in isolation. Figure 4.8 (d) shows a conventional tour through the high symmetry 

points in the strained BZ, while plot Figure 4.8 (e) shows the band tour that is directed 

through the true Dirac cones at KS, KS’, KR and KR’.  It can be seen how these shifts in the 

Dirac cone can mislead one to believe that a band gap has opened when in fact it has not. 

It highlights that, when computing the band structure of graphene in other situations, one 

must take care to search around the K point before one can confidently identify a true band 

gap opening. This process may have been overlooked in some earlier works, and may re-

quire re-evaluation [93], [119], [120]. It is also interesting here that, in contrast to the effect 

in a graphene superlattice formed with a modulated potential [95], the Dirac cones at all 

six of the high symmetry points in the BZ remain intact. The band structures in Figure 4.8 

also show that strain causes a significant distortion in the band structure away from the 

Dirac cone, inducing a large difference in the size of the vertical gap at the 𝑀?∗ and 𝑀@∗ 

points. With these large changes brought about by strain, it is all more remarkable that the 

Dirac cone is robust to both straining and rippling.  

We evaluated the effect of including spin-orbit coupling (SOC) in calculating graphene’s 

band structure, as illustrated in Figure 4.8 (f – i). Inclusion of SOC might induce an addi-

tional gap opening at the Dirac cone and cause a band splitting [121]. Previous ab initio 

studies report an SOC induced gap in range of 25 to 50 𝜇𝑒𝑉 [122]. Including a magnetic 

field, addition of substrate, lattice distortion, and other changes that cause rehybridization 

of sp3 orbitals affects the magnitude of SOC split [121], [122]. We found that including 

SOC induces a gap and splitting of bands in unstrained, strained-planar, and rippled gra-

phene (Table 4.1). The magnitude of gap and splits depend on the choice of parameters in 
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DFT calculations. Though the reported values in this work are different from previous 

studies, we note that the evaluated gaps and splits were negligible or within the resolution 

of the numerical accuracy for all the cases. 

Table 4.3, Spin-orbit induced split (𝐸107(2), and gap (𝐸8+0) for unstrained, strained but planar, and rippled 
graphene. 

System 𝑬𝒔𝒑𝒍𝒊𝒕(𝝁𝒆𝑽)	 𝑬𝒈𝒂𝒑(𝝁𝒆𝑽)	

Graphene 30 800 

Strained-planar graphene 1 8 

Rippled graphene 3 25 

 

The band structure of the strained-planar and wavy hBN layers are plotted in Figure 4.9 (b) 

and (c), respectively. In both cases, the plots were generated from calculations of a 5 × 1 

hBN supercell and show the effective (unfolded) band structure along a tour of the 1st BZ 

of the strained unitcell through the points indicated in Figure 4.9 (a). The unfolded band 

structure of the strained-planer 5 × 1 supercell exactly matched that computed directly in 

a single strained unitcell. In contrast, the unfolded band structure of the wavy hBN, while 

containing the same features as the planar hBN, also contains several extra bands that arise 

from the rippling. The PBE (HSE) measured bandgap values for the unitcell of  hBN was 

4.66 (5.48) eV—comparable with the experimentally measured gap of 5.9 ~ 6 eV [123], 

[124]. The PBE measured bandgap of the strained-planar, and wavy hBN layer are 3.96 eV 

and 4.18 eV, respectively. Using the HSE functional, the energy gaps of the strained-planar 

and wavy layers increased to 5.34 eV and 5.52 eV, respectively. As compared to the PBE 

functional,  the HSE calculations show a 20-35% increase in the magnitude of the gap, 



 58 

which is consistent with our previous study [125] and Refs. [98], [99]. An increase in the 

bandgap value by 0.18 (0.22) eV, using PBE (HSE) functional, is also observed when the 

strained-planar layer is allowed to fully relax and develop ripples, indicating the negligible 

effect of the rippling on the magnitude of the gap. However, the strained-planar and rippled 

hBN layers both show indirect gaps. We also quantified the PBE computed direct gap at 

the Gamma point to be 4.37 eV and 5.3 eV for the strained-planar and wavy hBN layers, 

respectively. The direct gap increased by an order of magnitude as compared to the funda-

mental gap. As illustrated in Figure 4.9 (a), the conduction band minimum (CBM) shifts 

away from the fermi level by 0.16 (0.21) eV, measured using PBE (HSE) functionals, when 

the strained-planar layer is allowed to fully relax and develops ripples. The PBE (HSE) 

computed CBM values with respect to the fermi level are 4.741 (5.513) eV, 3.959 (5.053) 

eV, 4.179 (5.264) eV for the planar, strained-planar, and wavy hBN monolayer, respec-

tively. Similarly, the valence band maximum (VBM) energy values, relative to their fermi 

levels, for the planar, strained-planar, and wavy hBN monolayers are -0.22 (-0.253) eV, -

0.246 (-0.283) eV, -0.301 (-0.251) eV computed using PBE (HSE) functional. As com-

pared to the CBM energy level, the VBM energy level of the hBN layer is insensitive to 

structural inhomogeneity such as strain and rippling. In addition, we evaluated the electron 

affinity (EA) of the hBN layers by computing the energy difference between the vacuum 

level (𝑉R?%)	and the CB edge (𝐸EST), i.e., 𝑉R?% − 𝐸EST. The vacuum level is obtained by 

calculating the planar average of the electrostatic potential across the heterostructure and 

taking the vacuum potential, 𝑉J?%, sufficiently far from the surface along the surface normal 

direction. This concept will be discussed in more details in the following sections. The PBE 
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(HSE) calculated EA values are 1.104 (0.869) for the planar (𝐸𝐴U=?"), 1.473 eV (0.953 eV) 

for the strained-planar (𝐸𝐴>,B(U=?"), and 1.631 eV (1.079 eV) for the rippled (𝐸𝐴B&U) hBN 

layer. Though the magnitude of EA depends on the choice of functional, using both PBE 

and HSE functionals yield an increase of EA as the hBN layer is strained and rippled, that 

is 𝐸𝐴U=?" < 𝐸𝐴>,B(U=?" < 𝐸𝐴B&U. One might argue that the observed decrease in EA is in 

contradiction with the increase of CBM energies when using HSE functionals. The non-

monotonous decrements in the EA predicted by the HSE functional is a consequence of 

asymmetric scaling of the direct and indirect gaps due to the correction to the self-interac-

tion error in PBE functional. Furthermore, the change in surface dipoles as a result of the 

applied strain and rippling, which could also alter the relative alignment of  CBM band and 

vacuum level [126]. 

 
Figure 4.9, Band structures plots for hBN. The blue region in plot (a) shows the BZ of a unit cell of the hBN 
that has been strained and rotated to make it compatible with our compute cell of the diamond substrate. The 
gold region shows the BZ for the compute cell of the 5x1 supercell.  Plot (b) shows the unfolded effective 
band structure for a 5x1 supercell of strained-planar hBN computed using vaspkit [127], and plot (c) shows 
that effective  band structure for the same system when the sheet is free to form a ripple. 

To understand the effect of rippling on surface-layer interactions in the 2D/H-diamond 

(100) heterostructures, we analyzed the charge transfer between the H-diamond (100) sur-

face and the constituent 2D layer. The interface charge was evaluated by computing the 

charge density difference using the equation, 
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𝛥𝜌 = 𝜌(7/N) − 𝜌N − 𝜌7	 (4.3) 

 where 𝜌(7/N), 𝜌N, and 𝜌7 represent the electron density of the heterostructure, H-diamond 

(100) surface, and hBN (graphene) layer, respectively. The 𝛥𝜌 for the planar (top-panel) 

and wavy (bottom-panel) graphene/H-diamond (100) and hBN/H-diamond (100) hetero-

structures are illustrated in Figures 4.10 (a) and (d), respectively. The areas enclosed by 

red surfaces are the charge accumulation regions, while the blue regions represent areas 

with charge depletion. A higher degree of charge transfer is observed for the rippled sys-

tems, due to sp2 to sp3 rehybridization of orbitals, which leads to the appearance of addi-

tional free orbitals ready to participate in surface reactions, resulting in stronger vdW in-

teractions between the rippled layers and the H-diamond (100) surface as reported earlier 

in the Atomic Structure section. As a result, in the rippled heterostructures, the charge 

transfer across the interface looks inhomogeneous, with more charge accumulation around 

the valley, indicating a stronger vdW interaction due to rippling. As compared to the gra-

phene/H-diamond (100) interface, a higher degree of charge transfer at the valley of hBN 

is observed, which can be attributed to the larger degree of rippling in the hBN layer.  
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Figure 4.10, visual and qualitative analysis of charge transfer in the heterostructures are presented. Plots (a, 
d) show electron density difference maps for bringing the 2D layer into contact with the H-terminated dia-
mond. Plots (b, e) show the averaged charge density vs depth into the heterostructure, and (c, f) show the 
corresponding effective potential profile through the heterostructure for the planar vs. wavy configurations 
of the hBN/H-diamond (100) and graphene/H-diamond (100) heterostructures. The blue line in plots (a, e) 
are the difference between the black and red lines. In the electron density difference maps (a, d), blue and red 
regions represent charge loss and gain in the space with respect to isolated 2D layer and H-diamond (100), 
respectively. The top and bottom panels illustrate systems with a planar and rippled constituent 2D layer, 
respectively. An isosurface value of 0.001 was used for this purpose. 

Since the 2D layer rippling influences the interlayer electronic interactions, controlled by 

vdW forces, we extract the planar charge profiles across the 2D/H-diamond (100) interface 

by integrating charges along the normal direction [113], [128], [129], as shown in Figure 

4.10 (b) and (e). As illustrated, for both the heterostructures, the overall feature of the out-

of-plane (𝑧-direction) charge profiles are similar. However, variations in the charge profile 

along the z-direction are observed in the proximity of the 2D layer. Quantitatively, the 

percentage charge differences of 51% and 35% around the vicinity of the rippled and 

strained-planar layers for the hBN and graphene layers, respectively, confirms a stronger 

H-diamond (100) !!"#

2D
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interaction between the rippled 2D layers and H-diamond (100) surface. In addition, a no-

ticeably larger charge difference above the layer is observed for the rippled hBN layer as 

compared with graphene. Although a noticeable difference in charge transfer is observed 

between the heterostructures containing planar and rippled layers, our quantitative charge 

transfer evaluation using the Bader analysis [73] shows that the amount of charge trans-

ferred to the substituent layers in all the heterostructures are negligible, and the charge 

carriers are mainly preserved across the vdW region. Therefore, for all the rippled 2D/H-

diamond (100) heterostructures, rippling does not significantly affect charge extraction by 

the 2D layer. The rippling, if engineered precisely, could have a much larger effect on the 

transport properties of systems with smaller vdW spacing, particularly where a covalent 

bond is formed between the layer and the diamond substrate, as suggested in an earlier 

work [85].  

In H-diamond (100), surface dipoles are generated around the C-H bonds due to the elec-

tronegativity difference between the C and H atoms. These surface dipoles are also respon-

sible for the modification of the system’s work-function (𝜓), which is defined as 𝜓 =

𝑉J?% − 𝐸D, as illustrated in Figure 4.10 (c) and (f). Since we are mainly focused on the 

relative shift in the 𝜓 due to rippling, we utilize PBE functional to extract potential profiles 

and the Fermi levels for all the simulated systems. The work function of the H-diamond 

(100) computed using the PBE functional is 4.21 eV. For the planar and wavy hBN/H-

diamond (100) heterostructures, the 𝜓 values were evaluated as 3.93 eV and 4.07 eV, re-

spectively. The 𝜓 of planar and wavy graphene/H-diamond (100) were found to be slightly 

higher with values of 3.98 eV and 4.13 eV, respectively. These results indicate that inte-

grating the 2D layers and the H-diamond (100) surface reduces the 𝜓 of the H-diamond 
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(100) surface, regardless of the type and atomic composition of the 2D layer, mainly due 

to the suppression of the surface dipoles. This reduction of 𝜓 due to the adsorption of 2D 

layers on the H-diamond (100) surface is consistent with the adsorption of organic mole-

cule on Si (100) surface [130], and on diamond (100) surface [131]. In addition, for both 

types of 2D layers, the heterostructures comprising of a rippled layer have lower 𝜓. Quan-

titatively, a 3.6% and 3.8% reduction in the 𝜓 of the hBN/H-diamond (100) and gra-

phene/H-diamond (100) is observed when the constituent layer is rippled. This is mainly 

due to the rippled induced inhomogeneity in the dipoles along the xy plane leading to a 

reduction in the vacuum level. The change in work function, Δ𝜓, according to the Helm-

holtz equation, is defined as Δ𝜓 = Δ𝜎. (𝐴. ϵ.)(5, here Δ𝜎, A, and ϵ. represent change in 

surface dipole moment, surface area, and vacuum permittivity. In the case of the simulated 

heterostructures, the bulk of the contributions to the Δ𝜓 (by corollary to the potential drop 

(ΔV)) should come from Δ𝜎, a parameter which includes all the changes in surface dipoles, 

vdW interaction and charge transfer between these systems. Therefore, as illustrated in 

Figure 4.10 (c) and (f), a larger ΔV is observed for the rippled systems as compared with 

the planar ones, resulting from the inhomogeneity of dipoles, higher degree of charge trans-

fer and stronger vdW interactions in the rippled heterostructures. Further analysis of the 

potential profiles reveals some of the device related features, such as potential drop and 

depletion width at the interface, are larger/wider in the hBN/H-diamond (100) than the 

graphene/H-diamond (100) system. This is mainly attributed to the relatively larger amount 

of charge transfer aided by the larger degree of rippling in hBN, which further confirms 
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the roles, albeit small, played by the structural features such as strain and rippling in mod-

ifying device related properties in 2D/3D heterostructures. 

To obtain a better understanding of the effect of rippling on the electronic properties of the 

heterostructures, we analyzed and compared the site-resolved local density of states 

(LDOS) of the wavy and planar hBN(graphene)/H-diamond (100) systems, as illustrated 

in Figure 4.11 The hBN/H-diamond (100) heterostructures with strained-planar and wavy 

constituent layers, shown in Figure 4.11 (a) and (c), exhibit semiconducting characteristics 

with wide energy gaps. The PBE computed bandgap values for H-diamond (100), strained-

planar, and wavy hBN/H-diamond (100) systems are 2.62 eV, 2.54 eV and 2.41 eV, re-

spectively. Quantitatively, the energy gap of strained-planar and rippled hBN/H-diamond 

(100) is smaller than the gap of H-diamond (100) by 3.1% and 8%, respectively. A larger 

reduction is observed in the energy gap of the rippled hBN/H-diamond (100) heterostruc-

ture as compared with the planar system. This could be due to the stronger vdW interactions 

and the larger charge transfer, in the rippled structure as compared with the planar system, 

causing a more significant change in the electronic structure of the heterostructure. In both 

planar and wavy heterostructures, the H-diamond (100) states mostly contribute to the va-

lence band edge (VBE) while the hBN states mainly contribute to the conduction band 

edge (CBE). The VBE in the wavy hBN is lower than that of the strained-planar layer by 

0.3 eV. This 23% reduction in the VBE energy of the constituent layer as a result of rippling 

is an indication of a stronger interaction between the wavy layer and the H-diamond (100) 

surface, confirmed by the larger vdW energy and charge transfer in this system. Both het-

erostructures show a Type-II band alignment where CB edge of the hBN is below (above) 
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the CB (VB) edge of the H-diamond (100) surface, which is consistent with the band align-

ment feature extracted by the XPS method in a recent experimental study [132]. 

 

Figure 4.11, Total density of states (TDOS) and site-projected local density of states (LDOS) of H-dia-
mond and 2D layer are shown. (a) Planar hBN/H-diamond (100), (b) Planar graphene/H-diamond (100), (c) 
Wavy hBN/H-diamond (100), and (d) Wavy graphene/H-diamond (100) TDOS and LDOS plots. 

Though the conduction band offsets (CBOs) are similar in both the heterostructures, the 

valence band offsets (VBOs) between the hBN and H-diamond (100) in the wavy hetero-

structure is relatively larger than the planner heterostructure. The VBO increase of 26% in 

the wavy hBN/diamond (100), as compared to the planar counterpart, indicates a higher 

hole confinement at the heterojunctions. The band alignment of the wavy heterostructure 

predicted using the PBE functional is consistent with our previous study using HSE func-

tional [125].  LDOS of strained-planar and wavy graphene/H-diamond (100) systems are 

illustrated in Figs. 7 (b) and (d).  The LDOS plots of graphene/H-diamond (100) indicate 

(b)(a)

(c) (d)
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that regardless of the type of the graphene layer, the system remains metallic due to the 

preserved Dirac cone characteristic. 

4.5 Effect of Surface Termination on Electrochemical Properties of Diamond (100) 

and hBN/diamond (100) 

In SD method, the diamond surface is usually terminated with an element to passivate the 

dangling bonds, increase structural stability, and induce surface conductivity to facilitate 

charge transfer properties [133]. The most commonly used element for passivation of 

diamond surface is hydrogen. Hydrogenation is known to by uplift the valence band 

maximum (VBM) of diamond surface. Hydrogen terminated (H-) diamond (100) surface 

has a negative electron affinity, which results in a unique p-type conductivity at the 

diamond’s surface and enables charge transfer from the upper valence band edge (VBE) of 

diamond to the lowest unoccupied molecular orbital (LUMO) of the adlayer [38], [65].  

In addition to hydrogen termination, previous studies have utilized oxygen (O),[65], [134], 

[135] Boron (B),[136] hydroxyl (OH),[65], [135] NH2,[137] and organic molecules,[131] 

to passivate diamond surface and modify its structural and electronic properties. Studies 

show that unlike hydrogen, oxygen terminated (O-) diamond shows positive electron 

affinities (𝐸𝐴) and large ionization potential (𝐼𝑃),[134], [138], and hence, does not induce 

surface conductivity [135]. O-diamond surface has been studied as a promising host for 

nitrogen-vacancy quantum sensors [139]. A previous first-principles study indicates that 

Boron terminated (B-) diamond (100) surface can have negative electron affinity 

depending on the boron coverage and arrangement [140]. Heavily B doped diamond was 

found to show metallic or superconducting characteristics in some previous studies [141]. 
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A previous computational study reported a positive electron affinity for nitrogen terminated 

(N-) diamond (100) surface with three different surface arrangements. This study shows 

that N-diamond (100) is a promising surface for application in nano-sensing technology 

and quantum information processing [133].  

Various surface terminations can be used to modulate the structure and electronic 

properties at the surface of diamond. Although previous studies have shed light on possible 

diamond (100) terminations, they are mainly narrowed down to investigate one or two 

terminating species. Our previous studies show that a hexagonal boron nitride (hBN) layer 

interfaced with H-diamond (100) can act as a Type-II semiconductor, where the hBN layer 

acts as a cap layer to preserve the p-type conductivity at the surface of H-diamond. The 

surface termination of diamond can hugely impact the interface and transport properties in 

diamond-based heterostructures. To the authors’ knowledge, thus far, no study has 

investigated the effect of terminating species and arrangement on structural and electronic 

properties of diamond (100) based heterostructure.  Here, we provide a comprehensive 

analysis of the effect of surface termination on structural and electronic properties of 

diamond (100) and hBN/diamond (100) systems. The terminating species investigated in 

this study include Hydrogen (H), oxygen (O), boron (B), and nitrogen (N).  

4.5.1 Structural Modeling of Terminated diamond (100) 

In this study, we used the 2×1 reconstructed diamond (100) surface terminated with H, O, 

B, and N atoms on the top surface. In all structures, the carbon bonds at the bottom of 

diamond surface were passivated with hydrogen. This method is conventionally used to 

avoid artificial charge interactions between the periodic diamond images along the z-
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direction. It also helps to maintain the sp3 orbital hybridization and bulk-like characteristic 

of diamond [135].  

Hydrogenated diamond (100) surface was generated by placing hydrogen on top of carbon 

atoms in diamond surface. Addition of hydrogen changes the surface dimers from double 

to single bonds [65]. To generate oxygen-terminated facets, we can either position O on 

top of surface carbon atoms, known as ketone (T), or in a bridge position connecting the 

diagonal carbon atoms, i.e., ether (B) configuration. For boron and nitrogen, we analyzed 

two possible configurations of surface passivation, one by placing the terminating species 

on top of surface carbon atoms, and the other by replacing the first carbon row of diamond 

with the terminating species (S). The latter is selected based on high-symmetry adsorption 

sites on diamond (100) surface and agrees with previous computational studies [133], 

[136]. The diamond (100) surfaces with various terminations were relaxed to obtain the 

optimized atomic structures.  

4.5.2 Structural and Electronic Properties of Terminated diamond (100) 

In this section, we report an analysis of the structural and electronic properties of the 

surface terminated diamond (100). The relaxed atomic structures of the clean and 

passivated diamond (100) surfaces are depicted in Figure 4.12. To validate the structures, 

we evaluated the carbon dimer bond length at the diamond (100) surface to be 1.38 Å, 

which is consistent with previous DFT studies [65], [142], [143]. The double bond at the 

surface of clean diamond (100) gives rise to the appearance of 𝜋 and 𝜋∗ states in the energy 

gap [65]. As a result of hydrogen termination, the relaxed carbon dimer length is increased 

to 1.63 Å, which is consistent with previous computational,[65], [142], [144], and 
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experimental works [145]. For the oxygen terminated surfaces, the ketone (T) structure 

contains double C=O bonds, while the ether configuration has single C–O–C bonds at the 

surface of diamond. Passivation with boron on top of carbon atoms increases the relaxed 

carbon dimer length to 1.62 Å. The diagonal distance between the plane of oxygen atoms 

and the first carbon layer in the ether structure is 0.83 Å, a reduction of 0.22 Å compared 

to bare diamond. The C=O bond length in the ketone setup is 1.20 Å. These values are 

consistent with an earlier DFT calculation [65]. In B-diamond, each boron atom is bonded 

to another boron and one carbon atoms, forming a B=B and a B – C bond with bond 

distance of 1.53 Å and 1.56 Å, respectively. Whereas, in B-diamond (100) (S), each boron 

forms a single B – C bond with two carbon atoms at the diamond surface and a B –B bond 

with another boron atom, similar to C atoms arrangement at the surface of bare diamond 

(100). In addition, in this structure, each carbon atom is bonded to four other atoms at the 

surface, forming sp3 hybridization. N-diamond has a similar structure to B-diamond, but 

each nitrogen forms a single bond with another nitrogen and a double bond with a carbon 

atom at the surface of diamond. N-diamond (100) (S) relaxed conformation is similar to B-

diamond (100), with some variations in bond lengths as illustrated in Figure 4.12.  

To compare the effect of terminating element on the stability of the diamond (100) surface, 

we evaluated the total energies per number of passivating species at diamond’s top surface 

after geometric optimization. For O-diamond (100), the ether configuration was found to 

be more stable than the ketone setup, with an energy difference 0.36 eV/O atom. Previous 

studies also reported a higher stability for the ether configuration with a slight difference 

in the evaluated energies due to variations in computational setups and models [65], [135]. 
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Although the ether setup is more stable, the lined-up C=O bonds at the surface of the ketone 

configuration could be interesting for charge transfer at the interface of diamond and the 

proximal layer. For boron terminated surfaces, the energy of B-diamond (100) (S) was 

found to be lower than B-diamond (100) (T) by 0.54 eV/B atom. Similarly, for the N-

diamond (100), the (S) passivation type was also found to be stable than the N-diamond 

(100) (T) system. 
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Figure 4.12, Relaxed atomic structure of (a) clean (100) diamond surface, (b) H–diamond (100) surface, (c) 
and (d) The O-diamond (100) surfaces with ether (C – O – C) and ketone (C=O) configurations, respectively.  
(e) and (f) The B–diamond (100) surfaces with boron on top and replacing the first carbon layer (S), respec-
tively. (g) and (h) The N–diamond (100) surfaces with nitrogen placed on top and substituting the first carbon 
layer, respectively. 

In addition, we compared the energetic stability of diamond (100) surface terminated with 

different elements. For this purpose, we selected the most stable termination type from 

each terminating species group (H – diamond, O – diamond (B), B-diamond (S), and N-

diamond (S)). The results show that 𝐸W < 𝐸9 < 𝐸S < 𝐸# , with 𝐸W , 𝐸9 , 𝐸S , and	𝐸# 

representing total energy per number of terminating species for N, O, B, and H, 
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respectively. Accordingly, termination of diamond (100) surface with N and H results in 

the most and least energetically stable structures, respectively.  

To understand the effect of terminating species and surface bonds on the electronic prop-

erties of diamond (100) surface, we analyzed the density of states (DOS) plots, as illus-

trated in Figure 4.13. The PBE predicted gap of clean diamond (100) surface is 1.32 eV, 

slightly lower than the previously reported value of 1.46 eV [78]. Hydrogenation results in 

converting C=C to C–C at the surface of diamond (100), causing the energy gap to increase 

by 1.98 eV. Hydrogen passivation was found to uplift the diamond’s energy bands by 2.5 

eV in earlier theoretical works with passivation on one side of diamond [65]. In this work, 

the bottom surfaces of both clean and functionalized diamond surfaces are passivated with 

hydrogen, and as a result, hydrogenation of the top surface only uplifts the CBM and VBM 

of diamond remains almost intact. The ether O-diamond (100) exhibits a semiconducting 

structure with an energy gap of 1.84 eV, whereas the ketone structure shows a semi-metal-

lic characteristic arising from the surface C=O bonds. The B-diamond (100) has a small 

gap of 0.22 eV, while the B-diamond (100) (S) structure shows a slightly larger bandgap 

of 0.35 eV. The N-diamond (100) surface shows metallic characteristic, whereas the N-

diamond (100) (S) configuration is a wide bandgap semiconductor with a bandgap of 2.0 

eV. 
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Figure 4.13, Partial density of states (DOS) plots of (a) clean (100) diamond surface, (b) H–diamond (100) 
surface, (c) and (d) The O-diamond (100) surfaces with ether (C – O – C) and ketone (C=O) configurations, 
respectively.  (e) and (f) The B–diamond (100) surfaces with boron on top and replacing the first carbon layer 
(S), respectively. (g) and (h) The N–diamond (100) surfaces with nitrogen placed on top and substituting the 
first carbon layer, respectively 

4.5.3 Structural and Electronic Properties of hBN/diamond (100) heterostructures 

In order to garner comprehensive understanding of the roles of the surface terminations on 

the hBN/diamond heterostructures, relaxed diamond (100) surfaces with various 

(g) (h)

(a) (b)
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terminations were then interfaced with the relaxed hBN layer following the procedure 

described in section 4.2. Figure 4.14 (a – h) depicts the relaxed hBN/diamond 

heterostructures with various termination species and types. For the other heterostructures 

with vdW interfacial interactions, we evaluated the min vdW spacing (𝛿O&") at the valley 

of the corrugations. The computed 𝛿O&" values are 2.57 Å, 2.09 Å, 2.65 Å, 2.59 Å, 2.30 Å, 

and 2.50 Å for H, O (B), O (T), N, and N (S) passivation, respectively. The degree of 

rippling was defined as the vertical distance between the ridge and valley of the rippled 

layer. Accordingly, the degree of the ripple is 1.73 Å, 1.70 Å, 1.71 Å, 1.64 Å, 1.73 Å, and 

1.72 Å for structures with H, O (B), O (T), N, and N (S) surface termination, respectively. 

The surface termination type affects both 𝛿O&"  and degree of rippling, which could be 

attributed to different reactivity at these surfaces. As illustrated in Figure 4.14 (e) and (f), 

the B atoms at the surface of B-diamond (100),  regardless of the configuration type, form 

physical bonds with the hBN layer, transitioning from a vdW bonding to the ionic bonding 

characteristics. In B-diamond (100), the boron dimer at the surface of diamond converts 

from double to single bond when B-diamond is interfaced with hBN. In this structure, a B 

atom from each pair bonds with an atom in the hBN layer. In B-diamond (100) (S), only 

one of the boron pairs in the supercell bonds with the hBN layer.  

Furthermore, to understand the effect of diamond (100) surface termination on adhesion 

strength and the bonding between the layer and the substrate, we computed the adhesion 

energies (𝐸XI) and binding energies (𝐸@&"I&"L) using equation 4.1. 
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Figure 4.14, Top two rows show the relaxed atomic structure of hBN layer interfaced with diamond (100) 
with various passivation types, including (a) clean, (b) H-, (c) O- with ether configuration, (d) ketone type 
O-, (e) B- where B atoms are placed on top of surface carbon layer, (f) B- with B atoms replacing diamond’s 
first carbon layer, (g) N- with N atoms on top, and (h) N- with N atoms substituting diamond’s first carbon 
row. (i – j) last row shows charge density difference plots for hBN/diamond (100) heterostructures where 
diamond (100) is clean, hydrogenated, ether and ketone type oxygen passivated, Boron terminated with B 
atoms on top and replacing diamond’s first carbon layer, Nitrogenated with N atoms on top and substituting 
diamond’s first carbon row, respectively. The blue areas indicate regions with charge loss, and the yellow 
regions represent the areas with charge gain. A similar isosurface value was used for all plots to obtain an 
accurate comparison. 

For B terminated systems, we report the binding energies, as the hBN layer is chemisorbed 

to the diamond surface in these structures. Adhesion energy values are evaluated to com-

pare vdW interactions where the layer is physiosorbed. As expected, the binding is stronger 

in B-diamond compared with B-diamond (S) due to breaking of the B=B bonds and 



 76 

formation of more bonds per cell. The lowest and highest adhesion energy values belong 

to the ether type hBN/O-diamond (100) and the (S) configuration of hBN/N-diamond 

(100), indicating the weakest and the strongest vdW interactions between the layer and the 

diamond surface in the two mentioned systems, respectively. For the heterostructures with 

O-diamond (100), ketone shows stronger adhesion compared to ether due to the presence 

of C=O bonds. In addition, the heterostructure with the (S) type N-diamond surface (Figure 

4.14 (g) and (h)) shows a stronger vdW interaction despite the larger 𝛿O&" in this structure. 

This could be related to the presence of double N=N bonds at this surface. Except for the 

cases with B termination, diamond surface C-C bonds are intact even after the adsorption 

of the hBN layer. Except for the cases with B termination, diamond surface C-C bonds are 

intact even after the adsorption of the hBN layer.  

In addition to the structural properties, the choice of surface termination is also expected 

to modify the surface electronic properties of the diamond surface.  Consequently, the 

surface terminations also influence the interactions and charge transfer between the hBN 

layer and the diamond surface. To understand the interactions across the interface, we 

evaluated the interfacial charge between the hBN layer and the diamond surface by 

calculating the charge density difference (𝛥𝜌 ) using equation 4.3. The resulting charge 

density difference maps for the studied heterostructures are depicted in Figure 4.14 (i – p). 

The yellow regions represent the areas with charge accumulation, and the blue areas 

indicate regions with charge depletion as a results of the interfacial interactions between 

the hBN layer and diamond surface. The relatively large amount of charge transfer across 

the interface in boron terminated structures is mainly due to the chemical bonds between 
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the hBN layer and diamond surface (Figure 4.14 (e) and (f)). The O-terminated 

heterostructures exhibit a varying degree of charge transfer even with the common surface 

termination. The ether O-terminated heterostructure exhibit a nominal amount of charge 

transfer as compared to the bare surface. Whereas, in the hBN/O-diamond (100) of type 

ketone, charge accumulation and depletion are observed on surface oxygen and the hBN 

layer, respectively. This could be attributed to the presence of C=O dangling bonds at the 

diamond surface, which are well-known to result in a positive electron affinity (𝐸𝐴) [134]. 

The larger charge accumulation across the interface of hBN/O-diamond (100) of ketone 

compared with ether is also consistent with the larger adhesion strength for this system. 

Regardless, the charge depletion and accumulation regions in ketone are separated, and we 

did not observe a charge flow in between the hBN layer and the diamond surface. For the 

heterostructures with boron terminated diamond surface, a larger degree of charge 

accumulation is observed across the interface of the heterostructures with N atoms on top 

of diamond as compared to the ones with N atoms substituting the first carbon row. This 

could be resulted from the smaller vdW spacing in the former, which also seems to yield a 

flow of charge across the interface. 

To gain a better understanding of how surface termination impacts the interfacial 

interactions and states hybridization in the hBN/diamond (100) system, we analyzed the 

site projected density of states (PDOS), as illustrated in Figure 4.15. Here, the first three 

carbon layers of diamond were considered as surface and the rest for bulk contribution. We 

also evaluated the contribution from surface terminating atoms and the hBN layer. The 

heterostructures composing of diamond with B on top, and replacing the first carbon row 
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of diamond, and N on top show a metallic characteristic, as illustrated in Figure 4.14 (d – 

g). This could relate to the rearrangement of orbitals at the surface. Whereas, the 

hBN/diamond systems with clean diamond surface, H-diamond (100), O-diamond (100) of 

type ether, and N-diamond (100) with (S) configuration show semiconducting 

characteristic with a finite gap. In comparison to heterostructures with clean diamond 

surface, hydrogenation increases the bandgap of system by 84%, while surface passivation 

with O (B) and N (S) reduces the gap by 30% and 21%, respectively.  
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Figure 4.15, Partial Density of states (PDOS) plots for total, bulk and surface diamond, surface terminating 
atoms, and the hBN layer in hBN/diamond (100) heterostructures with (a) clean (100) diamond surface, (b) 
H–diamond (100) surface, (c and d) The O-diamond (100) surfaces with ether (C – O – C) and ketone (C=O) 
configurations, respectively.  (e and f) The B–diamond (100) surfaces with boron on top and replacing the 
first carbon layer (S), respectively. (g and h) The N–diamond (100) surfaces with nitrogen placed on top and 
substituting the first carbon layer, respectively. 

Similar to the charge transfer process, the choice of surface termination element and type 

is expected to affect the electronic properties of the heterostructure. In order to elucidate 
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this impact, we evaluated the bandgap (𝐸L), work function (𝜓), electron affinity (𝐸𝐴), and 

ionization potential (𝐼𝑃) of the semiconducting following the method discussed in section 

4.. The predicted parameters are tabulated in Table 4.4. Hydrogenation was found to reduce 

the IP of the system by 14%. On the other hand, oxygenation (B) and nitrogen passivation 

(S) increase IP of the clean system by 10% and 9%, respectively. Similarly, hBN/H-

diamond (100) has a smaller 𝜓 , while heterostructures with ether, and (S) type N- 

terminated surfaces have higher work function compared with hBN/diamond(100). A 

similar trend is observed in the EA values, i.e., hydrogenation reduces the EA by 52% while 

oxygenation and nitrogenating of the diamond surface were found to increase the EA by 

18% and 15%, respectively. 

Table 4.4, Calculated values of 𝐸9 − 𝐸-:', 𝐸;:' − 𝐸9, bandgap (𝐸8), work function (𝜓), ionization potential 
(IP), electron affinity (EA) 

System 𝑬𝒇 − 𝑬𝒗𝒃𝒎 𝑬𝒄𝒃𝒎 − 𝑬𝒇 𝑬𝒈  𝝍 𝑰𝑷 𝑬𝑨 

hBN/diamond  0.238 0.897 1.31 4.82 5.06 3.92 

hBN/H-diamond  0.2891 2.1243 2.41 4.036 4.327 1.913 

hBN/O-diamond (B) 0.2944 0.6196 0.914 5.2568 5.551 4.637 

hBN/N-diamond (S) 0.2529 0.7865 1.0395 5.281 5.534 4.494 

 

4.6 Conclusions 

In this chapter, we presented three projects to provide a comprehensive analysis of struc-

tural and electronic properties of diamond (100) surface and 2D/diamond (100) hetero-

structures. 
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I the first section, we presented systematic DFT calculations and analysis of the structural 

and electronic properties of 2D/H-diamond (100) heterostructures. Both the hBN and gra-

phene layers are physiosorbed on the H-diamond (100) surface through vdW-like interac-

tions and exhibit a structural corrugation around the reconstructed diamond surface. The 

corrugation is an artifact of the in-plane strain between the 2D layers and the H-diamond 

(100) surface and was found to have little or no effect on the electronic properties. Though 

the charge transfer from the H-diamond (100) to either of the 2D layers is minimal, the 

charge transfer occurs through the valley of rippling, and the majority of transferred 

charges are confined within the vdW gaps between the 2D layers and the H-diamond (100) 

surface. The graphene/H-diamond (100) system retains the linear band dispersion charac-

teristic of the graphene layer and exhibits semi-metallic properties. Conversely, the 

hBN/H-diamond (100) heterostructure maintains the wide bandgap characteristics of each 

constituent system with an energy gap of 3.35 eV. Band alignment analysis reveals a 

TYPE-II band alignment between the hBN layer and the H-diamond (100) surface with the 

CBO and VBO of 0.10 eV and 1.38 eV, respectively. A significant finding of this work is 

that a thin layer of hBN not only offers a defect-free interface with the H-diamond (100) 

surface, but also provides a layer-dependent tunability of electronic properties and band 

alignment with the acceptor layer in the SD-based diamond devices. 

In the second part, we presented ab initio studies to compare the structural stability and 

electronic properties of rippled (wavy) and planar hBN (graphene) layer and hBN(gra-

phene)/H-diamond (100) heterostructures. We carefully selected and analyzed the struc-

tural alignments between the 2D layers and H-diamond (100) surface using chemical 
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intuition and cluster analysis. We found that rippling affects the structural and electronic 

properties of 2D layers and 2D/diamond heterostructures regardless of the 2D layer type. 

The rippled hBN layer shows a larger electron affinity and bandgap compared with the 

planar counterpart, with an indirect gap type in both structures. In graphene, remarkably, 

rippling does not open a band gap but does cause the Dirac cone to shift away from the 

corner of the BZ. Rippling of the strained layers is an exothermic process, i.e., energetically 

favorable. Also, the heterostructures with a rippled layer were identified as the low-energy 

structures. Therefore, the strained layers are expected to develop ripples through the growth 

process, both as an isolated layer and as an interfacial layer on the H-diamond (100) sur-

face. Thus, the planar heterostructures can only be achieved under applying additional con-

straints to the 2D layer, such as external forces (or clamping) to keep the layer flat. A larger 

vdW interaction and charge accumulation was observed at the interface between the rippled 

layers and H-diamond (100) surface. Both wavy and planar hBN/H-diamond (100) heter-

ostructures indicate a Type-II band alignment, but a relatively larger VBO results in 

stronger hole confinement in the rippled system. Although rippling had a minimal effect 

on the electronic properties, its impact can be magnified depending on the 2D layer quality, 

vdW spacing and magnitude of rippling. Hence, understanding the impact of ripples, 

though small, is essential in determining the overall performance of the fabricated device 

design.   

Lastly, we reported a computational analysis of the effect of diamond surface termination 

on structural and electronic properties of hBN/diamond (100) heterostructures. We selected 

oxygen (O-), boron (B-), and nitrogen (N-) termination for this study. Among diamond 
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(100) surfaces passivated with various species, N-termination was found to yield the 

highest stability. In hBN/diamond (100) heterostructures with B- termination, the hBN 

layer forms chemical bonds with the B atoms at the diamond surface. Other diamond 

surfaces form a van der Waals (vdW) heterostructures with hBN, among which structures 

with N-terminated diamond show the strongest vdW interfacial interaction. hydrogenation 

was found to increase the bandgap of the heterostructure, while surface passivation with O 

and N reduce the gap. Add electron charge transfer. 
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5. Structure and Properties of Amorphous Oxide Acceptors 

5.1 Overview 

Transition metal oxides (TMOs) with high work function and high electron affinity such 

as vanadium pentoxide (V2O5) can act as an electron acceptor layer when interfaced with 

hydrogen terminated (H-) diamond surface to facilitate surface transfer doping [16], [17]. 

Thin metal oxide films offer higher thermal stability and easier processing, and therefore 

are more desirable acceptors than the molecular counterparts for surface transfer doping of 

diamond [146]. Previous experimental studies have utilized V2O5 to achieve surface trans-

fer doping of H-diamond with high thermal stability. These studies have reported a carrier 

density of 1.8	 × 	105'	– 1.1	 × 	105) at the interface of V2O5 and H-diamond [17], [147], 

[148]. A previous DFT study investigated using crystalline V2O5 as an acceptor layer for 

surface doping of H-diamond (100) surface [146]. On the other hand, experimentally 

grown oxides usually contain amorphous phases, which can introduce additional states act-

ing as electron traps, locally increasing the oxide electric field, for the electron transferred 

from the diamond surface. Computational modeling of amorphous solids is a challenging 

task. Due to the lack of long-range order in amorphous solids, there exist several possible 

structures, and as most of these structures are away from equilibrium, evaluating them is 

hard. In addition, experimentally grown amorphous solids usually contain a combination 

of various structures, and hence it is important to consider the many possible conformations 

in modeling. A few computational studies have investigated modeling and analysis of bulk 

amorphous indium oxide (In!O') [149], aluminum oxide (Al!O') [150], and V2O5 [151]. 

However, to the author’s knowledge, a computational model and analysis that provides a 
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deep understanding of amorphous V2O5 (a-V2O5) films (slabs) is still lacking. Computa-

tional simulations and calculations for amorphous slabs pose additional difficulties com-

pared to bulk structures. The common method of slab generation used for crystalline ma-

terials, i.e., cutting the slab out of bulk structure, is not feasible for amorphous systems due 

to the lack of a clear crystalline plane as a reference to cut the slab. Moreover, cutting slabs 

out of bulk may result in a charge imbalanced surface and therefore a need for surface 

passivation, such as Ref. [152]. 

In this project, we first present a systematic modeling and analysis of the structural prop-

erties of a-V2O5 slabs using melt-quench molecular dynamics (MD) simulations and ana-

lyze their electronic properties using density functional theory. Furthermore, we integrate 

the a-V2O5 slabs with the H-diamond (100) surface and evaluate the heterogeneity induced 

charge transfer across the interface using density functional theory calculations. The pre-

sented approach in this study can be used to generate and analyze other amorphous TMO 

slabs and heterostructures. Therefore, our study based on the experimentally observed 

structural models provides a fundamental insight into the transfer doping process in the 

TMO/diamond-based devices. 

5.2 Computational Details 

The a-V2O5 bulk and slabs were generated through melt-quench MD simulations as imple-

mented in the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) 

package [153]. The interatomic potentials were defined using a combination of the Born-

Mayer-Huggins, also known as Tosi/Fumi, potential [154], [155], Morse potential [156], 

and the coul/cut style for computing the standard Coulombic interactions. The selected 
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cutoff for the Coulombic interactions was 10.0 Å. The Born-Mayer-Huggins is defined 

using the equation: 

𝐸	 = 	𝐴𝑒𝑥𝑝 �3(B
Y
� − E

B<
+ N

B=
    𝑟 < 𝑟%  

Where, 𝜎 and 𝜌 are interaction-dependent and ionic-pair-dependent length parameters, re-

spectively. here, 𝑟% is the cutoff value for the interaction distance. The selected values for 

the Born-Mayer-Huggins parameters are reported in Table 5.1. 

The Morse potential is described as: 

𝐸	 = 	𝐷Q[𝑒(!Z(B(B$) −	2𝑒(Z(B(B$)]	 𝑟 < 𝑟% 

Where, 𝛼 is inversely proportional to the width of the potential. The parameters used for 

Morse potential are listed in Table 5.2. 

Table 5.2, Born-Mayer-Huggins Potential Parameters 

Interaction 𝑨 
[kcal/mol] 

𝜌 [Å] 𝝈 [Å] 𝑪 [kcal/mol Å6]  𝑫 [kcal/mol Å8]  𝒓𝒄 
[Å] 

V - V 0.22 0.22 2.0 0.0 0.0 10.0 
V - O 0.195 0.195 2.415 0.0 0.0 10.0 
O - O 0.17 0.17 2.83 0.0 0.0 10.0 

 
The ionic relaxation of crystalline structures and the electronic structure evaluation for all 

samples were performed through density functional theory calculations as implemented in 

the Vienna Ab initio Simulation Package (VASP) using the Perdew-Burke-Ernzerhof 

(PBE) exchange correlation functionals [54]–[59]. We used the DFT+U method [157], 

with U= 3.25, which describes the coulomb interactions using a Hubbard model, to treat 

the strongly correlated 3d electrons of V and provide accurate prediction of the electronic 
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properties. An energy cutoff value of 520 eV was used, and the structures were optimized 

to minimize the forces on ions to equal or better than 0.007 eV. For the statistical analysis 

and pre-screening of the amorphous samples, we restricted the 𝑘-point sampling to the 

Gamma point. For the detailed analysis of structural and electronic properties, we used a 

2×6×5 Gamma-centered grid to sample the Brillouin zone of the unit cell of V2O5. The grid 

of k-points to sample the Brillouin zone of the supercells and slabs were selected accord-

ingly. All the presented slabs are periodic, and a vacuum space of 30 Å was added in the 

normal direction to avoid the interactions between periodic images.  

Table 5.3, Morse Potential Parameters 

Interaction 𝑫𝒐 [kcal/mol] 𝛼 [Å-1]  𝒓o [Å]  𝒓𝒄 [Å] 

V - V 0.0 5.0 1.75 10.0 

V - O 4.5 2.0 1.84 10.0 

O - O 0.0 5.0 3.0 10.0 

 

5.3 Structural and Electronic Properties of Crystalline V2O5 

We first present a systematic analysis of the structural and electronic properties for crys-

talline V2O5 (c-V2O5) bulk and (001) surface. This provides a useful reference for compar-

ing the amorphous samples against it. Figure 5.1 shows the relaxed structures of the unit 

cell, common coordination found in c-V2O5, and the polyhedral network of the (001) slabs 

generated through cutting the bulk sample in z direction. The lattice parameters of the bulk 

c-V2O5 were computed as a = 11.55 Å and b = 3.62 Å, and 4.79 Å, which are in agreement 

with reported values by previous computational and experimental studies with minor dif-

ferences [146], [158]. The building block of V2O5 is VO5 equivalent to the first shell of 
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vanadium (figure 5.1, (a) and (b)). The second and third shells of vanadium correspond to 

edge-sharing and corner-sharing polyhedral, respectively.   

 

 
Figure 5.1, Three-dimensional illustration of relaxed crystal structure for c-V2O5 (a) building block ball-
stick view, (b) building block polyhedron view, (c) unit cell ball-stick view, and (d) (001) slab polyhedral 
network. 

To evaluate the short-range and long-range orders in the structure, we computed the radial 

distribution functions g(r) for c-V2O5, illustrated in figure 5.2. The radial distribution func-

tion g(r) shows the atoms environment and distribution, and it provides an important tool 

for validating simulations of amorphous systems presented later in this chapter. It also pro-

vides a great tool for comparison of theoretical and experimental data.  
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Figure 5.2, Pair distribution function g(r) for c-V2O5 

Furthermore, to evaluate the electronic properties of the c-V2O5 unit cell and (001) slab, 

we calculated the local (atom-projected) density of states as depicted in figure 5.3. The 

electronic properties of c-V2O5 unitcell and slab are tabulated in table 5.3. As shown in 

figure 5.3, the states from oxygen are mainly contributing to the valence band valence band 

edge (VBE) states. Whereas the states from vanadium mainly contribute to the conduc-

tional band edge (CBE) states.    
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Figure 5.3, Atom-projected density of states (PDOS) of c-V2O5 (a) unitcell and (b) (001) slab 

The calculated bandgap of c-V2O5 unit cell using U = 3.25 eV is 2.32 eV, which is in great 

agreement with the reported experimental value of 2.3-3.1 eV [159] with a difference be-

low 1%. The alignment of bandgap and structural parameters with past studies validates 

the accuracy of our calculations. Analyzing the crystal structures is an important step to 

create a reference for the study of amorphous bulk and slab samples, especially due to the 

lack of sufficient studies in this area and the large number of possible structures for amor-

phous systems.  

Table 5.4, Electronic properties of c-V2O5 unitcell and (001) slab 

     System 𝑬𝒇 − 𝑬𝒗𝒃𝒎 𝑬𝒄𝒃𝒎 − 𝑬𝒇 𝑬𝒈		 
(PBE + U) 

𝑬𝒈		 
(Exp. Ref.) 

V2O5 unit cell  0.221 2.136 2.357 2.3-
3.1[159] 

V2O5 (001) surface 0.260 2.138 2.398 - 
 

5.4 Structural and Electronic Properties of Bulk Amorphous V2O5 

Prior to modeling the slabs, we used melt-quench MD simulations to generate bulk amor-

phous V2O5 (a-V2O5) samples. In this section, we present the method, results, and analysis 

for simulation of bulk a-V2O5, statistical analysis, and evaluation of structural and 

(a) (b)
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electronic properties of bulk models. This step is critical for providing an in-depth under-

standing and evaluation of amorphous slabs.  

5.4.1 Modeling Bulk a-V2O5 

A schematic of the melt-quench amorphous structure generation is presented in Figure 5.4.  

The amorphous bulk structures were generated through the following procedure. To allow 

the atoms rearrangement during melting, we expanded the simulation box by 0.5 Å in every 

direction. We heated up the crystal structure composing of 56 atoms up to 2500 𝐾 using 

NVT simulations at 10 𝐾. 𝑝𝑠(5 to achieve the molten structure. To ensure that the crystal 

is fully melted, we selected a temperature above V2O5 melting point (2023.15 K). Then, 

we cooled down the molten structure to 300 𝐾 at three different cooling rates, 1 𝐾. 𝑝𝑠(5, 

10 𝐾. 𝑝𝑠(5, and 100 𝐾. 𝑝𝑠(5 using an NPT ensemble. The structures were further relaxed 

using ab initio quantum simulations as implemented in VASP.  

 
Figure 5.4, Schematic representation of the procedure of generating a-V2O5 bulk and (001) slabs: For bulk 
sample generation there is a single step for holding. However, for generating slabs, the holding procedure 
contained multiple steps: relaxing to a substrate, squishing the box along the in-plane directions, holding 
while making the substrate less sticky to allow rearrangement of atoms. 
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5.4.2 Statistical Analysis of Bulk a-V2O5 

Thanks to the lack of long-range order in an amorphous system, a wide range of possible 

structures can be obtained. Evaluating a single amorphous model without pre-screening the 

large palette of possible structures may result in biased and unrealistic results. Therefore, 

we performed a comprehensive statistical analysis of various amorphous structures to pro-

vide a reliable prediction of structural and electronic properties. To generate the models for 

statistical analysis, during the holding stage at 2500 𝐾, we took snapshots of the molten 

structure every 50 𝑝𝑠, and cooled down each structure at various cooling rates. This pro-

cedure resulted in a total of 117 simulated structures. 

To evaluate the structural properties and stability of the a-V2O5 bulk samples, we computed 

the total energy and volume of the generated structures. Figure 5.5 illustrates plots of total 

energy, volume, and the correlation between them for the 117 a-V2O5 bulk samples. The 

structures cooled down at the slowest rate (1 𝐾. 𝑝𝑠(5) show lower volume and higher en-

ergy compared with the ones cooled at 10 𝐾. 𝑝𝑠(5, and 100 𝐾. 𝑝𝑠(5.  Traditionally, one 

would expect a lower cooling rate to result in a higher chance of crystallization and hence 

higher energetic stability. However, here the lower stability of the structures cooled at 

slowest cooling rate can be associated with their lower volume, giving atoms less free space 

to arrange themselves to form a low energy conformation. In addition, the lower volumes 

of slowest quenched structures can also be attributed to the fact that these structures were 

kept under pressure for the longest time. 
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Figure 5.5, Statistical analysis of a-V2O5 bulk: (a) total energy plotted in ascending order (b) volume plotted 
in ascending order, (c) total energy vs. volume. 
 

Next, we performed a quick evaluation of the electronic properties of the generated sam-

ples. Figure 5.6 illustrates the total energy plotted as a function of the band gap. For all 

simulated structures, the magnitude of the gap is smaller than the crystalline counterpart 

(2.3 eV), which could indicate the presence of electron/hole traps in the system. Further 

evaluation is needed to confirm the presence of traps. In addition, ten structures were found 

to have near-zero band gaps and semi-metallic characteristics.  
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Figure 5.6, Statistical analysis of a-V2O5 bulk: total energy vs. energy gap. 

 
5.4.3 Structural and Electronic Properties of Selected Bulk a-V2O5 

To gain deeper understanding of the structural and electronic properties of the a-V2O5 bulk 

samples, we selected and evaluated one structure for each cooling rate with low energy and 

large bandgap, as annotated in figure 5.5. For easier reference, hereon, we use the quench 

rate (QR) and the snapshot ID (#) to refer to the selected structures. The relaxed structures 

of the selected bulk samples are illustrated in Figure 5.7 (a – d). As seen in Figure 5.7 (a – 

d), the generated structures no longer show the observed order in c-V2O5 (figure 5.1). To 

further evaluate the structures, we generated the pair distribution function 𝑔(𝑟) for each 

pair of elements in the bulk a-V2O5 samples. In all the examined structures, the first double-

peak observed in c-V2O5, corresponding to the first V-O coordination shell, is no longer 

observed in the amorphous structures. Single V-O, V-V, and O-O peaks are nearly retained 

below 4 Å, with slight variations in O-O first peak intensity among the studied samples. 
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This observation indicates the presence of short-range order in the bulk a-V2O5 samples, 

albeit less strong than c-V2O5. On the other hand, the peaks above 4 Å are broadened and 

less intense compared with c-V2O5, indicating the significantly lower long-range order in 

the bulk a-V2O5 samples.  

 
Figure 5.7, Structural analysis of selected bulk a-V2O5 samples: (a – d) relaxed structures, and (e – h) ra-
dial distribution function g(r). 

Furthermore, we evaluated the atom-projected density of states plots for the bulk a-V2O5 

samples, as illustrated in Figure 5.8. The calculated electronic properties of the bulk a-

V2O5 samples are presented in table 5.3.  
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Figure 5.8, atom-projected density of states for bulk a-V2O5 samples for (a) QR1 - #31, (b) QR10 - #10, (c) 
QR10 - #29, and (d) QR10 - #40. 

Comparing to the c-V2O5 (figure 5.3), we did not observe a noticeable change in the value 

of 𝐸D − 𝐸J , but the conduction band minimum (CBM) has shifted towards the fermi level 

by ~ 0.5-1.0 eV. In addition, a significant increase in the CBE states is observed. These 

observations are indicatives of potential n-type doping in the bulk a-V2O5 samples. 

Table 5.5, Electronic properties of selected bulk a-V2O5 samples 

System 𝑬𝒇 − 𝑬𝒗 𝑬𝒄 − 𝑬𝒇 𝑬𝒈 

QR1 - #31 0.240 1.607 1.847 

QR10 - #10 0.250 1.221 1.471 

QR10 - #29 0.240 1.561 1.800 

QR10 - #40 0.226 1.641 1.868 

 
 

(b)

(c) (d)

(a)
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5.5 Structural and Electronic Properties of Amorphous V2O5 (001) Slabs 

Unlike crystalline surfaces, amorphous slabs cannot be simply generated by cutting the 

slab out of bulk. This is mainly because in amorphous systems, there is no clear atomic 

plane to cut the slab from. Moreover, in these systems, cutting slabs from bulk may result 

in unbalanced dipole moments and charge distribution at the surface. Here, we present a 

novel approach for modeling amorphous slabs, which includes a set of steps to allow the 

atoms to rearrange themselves into a slab form during the melt-quench procedure. We im-

plement this method to generate a-V2O5 (001) slabs as potential acceptor layers used for 

surface doping of H-diamond (100). Similar to the bulk analysis, we will first present a 

statistical analysis of the multiple slab models, followed by an in-depth evaluation of the 

structural and electronic properties for some selected structures.  

5.5.1 Modeling a-V2O5 Slabs  

The procedure to generate the a-V2O5 slabs follows the schematic representation in Figure 

5.4, where the holding stage is accomplished in multiple steps. During the holding proce-

dure, we first relaxed the atoms to an imaginary substrate placed in the normal direction of 

the slabs. Then, we squished the box using a sticky substrate in the other two directions. In 

the next stage, we held the structure at 2500 𝐾 while making the substrate less sticky by 

lowering the potential so that the atoms can freely rearrange into a low energy confor-

mation. Finally, we cooled down the structure to 300 𝐾 and minimized it. We further re-

laxed the atomic structures and computed their electronic properties through DFT calcula-

tions.  

 



 98 

5.5.2 Statistical Analysis of a-V2O5 Slabs 

To perform a statistical analysis and pre-screening of amorphous slabs, we generated mul-

tiple structures by holding the molten structure at 2500 K and taking snapshots every 60 

𝑛𝑠.  We then cooled down each molten structure separately following the approach dis-

cussed in the previous section to obtain the a-V2O5 slabs. This process resulted in generat-

ing 84 amorphous structures. Figure 5.9 shows the weighted averaged radial distribution 

function 𝑔(𝑟) for the generated a-V2O5 (001) slabs. Similar to the bulk amorphous models, 

here we observe the retention of short-range order and diminishing of the long-range order 

compared to the g(r) of c-V2O5. 

 
Figure 5.9, Statistical analysis of a-V2O5 slabs: Pair distribution functions g(r) 

Through the presented method, we were able to generate multiple a-V2O5 slabs with dif-

ferent properties. In searching for a pattern to understand these structures at a deeper level, 

we analyzed the correlation between properties of interest (Figure 5.10). The results show 
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some correlation between electronic property values. Rather strong correlation was ob-

served between HOMO and 𝐸D , as well as band gap and LUMO − 𝐸D. On the other hand,  

we did not observe a clear correlation between energetic stability of the slabs and their 

electronic behavior. This motivated us to further analyze selected properties of interest.  

 
Figure 5.10, Statistical analysis of a-V2O5 slabs: correlation grid and Pearson correlation of properties. 
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We further evaluated the coordination number and average charge on V and O, and their 

correlation with the distance from the surface of the a-V2O5 slabs. The results are depicted 

in  

Figure 5.11. The difference between the coordination number at the surface and bulk of 

slabs is small, which indicates that the surface is charge-balanced and does not require 

passivation. We also observe that the V and O atoms at the surface are associated with 

lower positive and negative charge, respectively, with much larger deviation in O charge 

compared to V. In addition, atoms with smaller nearest neighbor distance are associated 

with larger charge deviation.  
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Figure 5.11, Statistical analysis of a-V2O5 slabs:(a) coordination number vs. distance from the center of the 
slab, (b) charge deviation (𝛥𝑒) vs. coordination number, (c) 𝛥𝑒 vs. distance from the center of the slab, and 
(d) 𝛥𝑒 vs. nearest neighbor distance. Blue and red circles represent values for V and O, respectively.  

To understand the structures at a deeper level, we took a closer look at relations between  

𝐸D − HOMO, LUMO − 𝐸D, bandgap, thickness, and energy per formula unit, as illustrated 

in Figure 5.11. We noticed that all the generated slabs have a lower LUMO − 𝐸D value as 

compared with the crystalline slab with comparable thickness and number of atoms, which 

could indicate the presence of electron traps and n-type conductivity for the amorphous 

slabs and is beneficial for surface doping of H-diamond.  
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Figure 5.12, Statistical analysis of amorphous a-V2O5 (001) slabs: (a) and (b), total energy plotted as a func-
tion of 𝐸9 −𝐻𝑂𝑀𝑂 and 𝐿𝑈𝑀𝑂 − 𝐸9, respectively. (c) Thickness plotted as a function of 𝐿𝑈𝑀𝑂 − 𝐸9 , and 
(d) total energy vs. bandgap.  

Furthermore, we evaluated the average weighted energies of interest for these structures at 

three different temperatures (Figure 5.13). The weighting factor was defined as 𝛽 = 5
_@`

, 

where 𝐾S is the Boltzmann constant and T is the temperature. The results indicate that at 

higher temperatures, some high energy structures become more likely. From this, we se-

lected a few minimum energy structures with larger weight, and performed detailed struc-

tural and electronic property analysis.  
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Figure 5.13, Statistical analysis of amorphous a-V2O5 (001) slabs: average weighted energy. 

 
5.5.3 Structural and Electronic Properties of Selected a-V2O5 Slabs 

The selected structures for detailed structural and electronic evaluation are QR1-#10, QR1-

#11, and QR10-#18. The relaxed structures of the selected a-V2O5 (001) slabs are shown 

in Figure 5.14. While these structures show noticeably lower long-range order in their mo-

tifs, they form a nice slab shape, which is important for constructing a-V2O5/H-diamond 

heterostructures with homogeneous acceptor layer on top of the H-diamond surface.  
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Figure 5.14, relaxed atomic structure of the selected a-V2O5 (001) slabs: (a – c) ball-and-stick view, and (d 
– f) polyhedral view of QR1-#10, QR1-#11, and (c) QR10-#18 models. 

To further evaluate the short-range and long-range order in the selected a-V2O5 (001) slabs, 

we plotted the pair distribution function g(r) for V-V, V-O, and O-O element pairs (Figure 

5.15). Like the bulk a-V2O5, the first V-O peak shoulder of c-V2O5 is vanished, and the 

dominant peaks below 4.0 Å (corresponding to the first coordination shells of V and O) are 

nearly preserved, with slight variations among the three tested samples. A distinct feature 
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observed in g(r) for a-V2O5 slabs is the presence of two or more O-O peak shoulders below 

4.0 Å. These peak shoulders were not observed in the g(r) for a-V2O5 bulk and c-V2O5, 

indicating a larger variation in the coordination of O in the slabs. Here, the peaks above 4.0 

Å are broadened and have lower intensity compared to c-V2O5, suggesting the absence of 

medium-range and long-range orders in the a-V2O5 slabs.  

 
Figure 5.15, pair distribution function for the selected a-V2O5 (001) slabs: (a) QR1-#10, (b) QR1-#11, and 
(c) QR10-#18 

The atom-projected density of states and the corresponding electronic properties for the 

selected a-V2O5 (001) slabs are depicted in Figure 5.16 and Table 5.6, respectively. Here, 

similar to the bulk amorphous samples, the states from O and V are mainly contributing to 

the VBM and CBM respectively.  
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Figure 5.16, Atom-projected density of states for the selected a-V2O5 (001) slabs: (a) QR1-#10, (b) QR1-

#11, and (c) QR10-#18 

The calculated electronic properties of the a-V2O5 (001) slabs generated at 1 𝐾. 𝑝𝑠(5, in-

cluding 𝐸D − 𝐸J, 𝐸% − 𝐸D, and 𝐸L are comparable to the amorphous bulk system with mi-

nor difference. This agreement between the bulk and slabs behavior is desirable and an 

indicative that the slab thickness is properly selected and modeled. For all structures, the 

conduction band is closer to the fermi level compared to both bulk a-V2O5 and c-V2O5 

(001) slab with comparable thickness. An interesting observation is the presence of a mid-

gap state right below the fermi level in the PDOS of QR10-#18, which can act as a charge 

trap.  
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Table 5.6, Electronic properties of selected a-V2O5 slabs 

System 𝑬𝒇 − 𝑬𝒗 𝑬𝒄 − 𝑬𝒇 𝑬𝒈 

QR1 - #10 0.243 1.558 1.801 

QR1 - #11 0.221 1.518 1.739 

QR10 - #18 0.631 0.875 1.506 

 
5.6 Structural and Electronic Properties of a-V2O5 /H-diamond (100) 

To evaluate the structure and electronic charge transfer at the interface of a-V2O5 slabs and 

H-diamond (100), we generated heterostructures using the selected a-V2O5 slabs and the 

2×1 reconstructed H-diamond (100) surface. For this purpose, the smallest box to allow 

rearrangement of atoms in an amorphous form was found to have a surface area of 3× the 

2×1 reconstructed H-diamond (100) surface, which is equivalent to 10.089 × 7.567 Å2. To 

generate the heterostructures, the amorphous slabs were initially placed at a van der Waals 

(vdW) spacing of 1.8 Å. The structures were then relaxed using DFT calculations as im-

plemented in VASP, relaxing all the atoms in the a-V2O5 slabs and the first four carbon 

layers in H-diamond. Figure 5.17 illustrated the relaxed a-V2O5/H-diamond (100) struc-

tures. The adhesion energies (𝐸?I) of the heterostructures were computed using equation 

4.1 in chapter 4. The resulting values are presented in Table 5.7.  



 108 

 
Figure 5.17, relaxed atomic structure of a-V2O5/H-diamond (100) heterostructures generated using (a) QR1-
#10, (b) QR1-#11, and (c) QR10-#18 a-V2O5 slabs. 

To evaluate the charge transfer across the interface of a-V2O5 and H-diamond, we com-

puted the charge density difference (𝛥𝜌) using equation 4.3. The resulting charge differ-

ence maps for the a-V2O5/H-diamond (100) heterostructures are shown in Figure 5.18. 

Here, the areas enclosed by yellow and blue surfaces represent regions with electron gain 

and loss, respectively. To quantify the electron density, we performed Bader charge anal-

ysis [73]. The results are presented in Table 5.7. 
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Table 5.7, The calculated adhesion energy (𝐸+,), electron gain and loss, and charge density for a-V2O5/H-
diamond (100) systems 

System 𝑬𝒂𝒅	 
(𝒆𝑽) 

Total electron 
gain by layer 

Total electron 
loss by H-dia-

mond 

Charge density  
(𝒄𝒎(𝟐) 

QR1-#10 -0.989 0.482 0.482 6.32	 × 	105' 

QR1-#11 -0.998 0.515 0.515 6.74	 × 	105' 

QR10-#18 -0.980 0.385 0.385 5.04	 × 	105' 
 
The 𝛥𝜌 isosurface shows electron depletion (~ hole accumulation) at the surface of H-dia-

mond (100), and electron gain by a-V2O5 atoms interfacing with H-diamond. This obser-

vation shows electron transfer from H-diamond surface to the a-V2O5 layer. Previous stud-

ies have reported similar electron transfer from H-diamond surface to c-V2O5 [146], MoO3 

[16], [146], etc. The evaluated charge density at the interface of H-diamond is 5.04 ×	105' 

𝑐𝑚(!	to 6.74 ×	105' 𝑐𝑚(!, which is larger compared to the DFT-calculated charge den-

sity difference reported for c-V2O5 interfaced with H-diamond (100) (2.17 × 105' 𝑐𝑚(!) 

[146]. The larger charge density difference observed for the amorphous slab compared to 

the crystalline counterpart could arise from the presence of structural defects acting as traps 

that facilitate electron transfer in this system. In addition, 𝛥𝜌 maps indicate that most of 

the charge is transferred from the surface layers of diamond, which is in desirable for de-

vice fabrication. As expected, structures with stronger adhesion energy show larger charge 

density difference across the interface.  
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Figure 5.18, charge density difference maps for a-V2O5/H-diamond (100) heterostructures generated using (a) 
QR1-#10, (b) QR1-#11, and (c) QR10-#18 a-V2O5 slabs. The regions bound by yellow and blue show areas 
with electron gain and loss, respectively. 
To gain further insight about the electronic properties at the a-V2O5/H-diamond (100) in-

terface, we evaluated the site-projected density of states for the modeled heterostructures, 

as depicted in Figure 5.19 (a – c). To enable electron transport from H-diamond surface to 

the acceptor layer, the VBM of H-diamond needs to be placed above the LUMO of the 

acceptor layer after interfacing. In the site-projected density of states plots, the VBE of H-

diamond crosses the CBE of the a-V2O5 layer, which is an indication of charge transfer 

from H-diamond to the a-V2O5 adsorbate. We also plotted the density of states (DOS) for 

H-diamond (100) substrate before and after interfacing with the a-V2O5 adsorbate (Figure 

5.19 (d – f)). For all the studied heterostructure, we observe a shift of states to higher en-

ergies in DOS of H-diamond after interfacing with the a-V2O5 slabs. Additionally, in the 

DOS of H-diamond after heterostructure formation, the VBE states cross the fermi level, 

and the density of CBE states has decreased significantly. This indicates that some previ-

ously occupied states have become empty. This observation provides further proof for 
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electron transfer after a-V2O5 deposition and is consistent with previous DFT studies of c-

V2O5/H-diamond (100) system [146].  

 

Figure 5.19, (a – c) site-projected density of states for a-V2O5 /H-diamond (100) heterostructures with QR1-
#10, (b) QR1-#11, and (c) QR10-#18 a-V2O5 slabs, respectively. (d – f) density of states plots of H-diamond 
(100) before and after it is interfaced with a-V2O5 slab with QR1-#10, (b) QR1-#11, and (c) QR10-#18 con-
formations, respectively. 

5.7 Conclusions 

In this chapter, we presented a novel method for modeling amorphous oxide slabs, and 

implemented this method to perform computational analysis of a-V2O5 slabs. To present a 

comprehensive prediction that is representative of experimentally grown slabs, we per-

formed statistical evaluation of various a-V2O5 polymorphs. The a-V2O5 slabs show n-type 

doping and, in some cases, mid-gap states, which can facilitate charge transfer at the inter-

face of H-diamond. Furthermore, we evaluated a-V2O5 /H-diamond heterostructures and 

demonstrated that the generated a-V2O5 slabs can be utilized as an acceptor layer to facili-

tate surface doping of H-diamond. We also observed that the defects in a-V2O5 slabs, acting 
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as charge traps, enable higher charge transfer as compared to c-V2O5 reported in the liter-

ature.  
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6. Accelerating computational exploration of surface structures 

6.1 Overview 

In this chapter, we report a novel approach based on Bayesian Inference optimization to 

accelerate computational studies of molecule-molecule or molecule-surface interactions. 

In these problems, we often deal with numerous choices for selecting the initial molecule 

configuration. The traditional method of finding the lowest energy structure is to perform 

and compare several possible simulations. Not only the common trial-and-test approach 

requires performing many calculations to increase the chances of success, but different 

simulations also often converge at the same result, which is a waste of computational effort. 

As opposed to this inefficient method, the Bayesian inference optimizer uses past observa-

tions to predict the behavior of many other possible structures, leading to faster computa-

tions. Our method couples Gaussian Processes (GPs) and atomistic simulations to acceler-

ate the search for the minimum energy structure. We also introduce a method based on 

integrating forces with the Bayesian inference model to accelerate prediction at no addi-

tional computational effort.  

To demonstrate application of the proposed method and verify its’ accuracy, we used the 

approach to study water molecules on the zinc oxide semi-polar surface. However, the 

presented approach can be used to study molecule surface interactions in other material 

systems. Therefore, it addresses a long-standing challenge in computational chemistry and 

any other problem in which we deal with a large dataset and overlap of the targets.  
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6.2 Background and Related Works 

A perennial challenge in computational chemistry is the process of finding the minimum 

energy configuration of weakly interacting molecules, or molecules interacting with a sur-

face. The minimum energy configuration indicates the most stable structure, corresponding 

to the structure with the highest chance to grow in experiment. Hence, finding the minimum 

energy configuration is critical for many applications, such as designing efficient hydrogen 

fuel generators, water purification reactors, aircrafts for enduring harsh environments, and 

targeted drugs. Figure 6.1 shows a few samples of a molecule interacting with a surface, 

ranging from a small molecule (water on ZnO) to a large biomolecule (a protein on various 

surfaces). To determine the stability of surface attachments, we need to find the structure 

corresponding to the global minimum energy (GME). The problem, however, is that we 

often have many options for choosing the initial attachment configuration. Thus, develop-

ing a time and cost-efficient approach to search for the GME is imperative for computa-

tional chemistry research.  
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Figure 6.1, Atomic structure of sample molecule-surface interactions, including (a) a few configurations 
of water molecule on ZnO surface, (b) vanillin molecule on Zn (001) slab, and (c) proteins on various 
surfaces [160].  

The traditional method implemented in determining the GME is by performing quantum 

or classical simulations. Density functional theory (DFT) calculations and molecular dy-

namics (MD) simulations are two common methods used to perform quantum and classical 

simulations, respectively. DFT can provide an accurate estimation of materials properties 

when their atomic or molecular structure is known [27]. However, its’ time complexity is 

𝑂(𝑁'()), where N is the density of electrons. This makes DFT very slow and computa-

tionally impracticable for studying large material systems. MD simulations study move-

ments and interactions between atoms and molecules [161]. Therefore, they can be used to 

analyze relatively larger material systems, but they do not provide the accuracy of DFT. 

Materials scientists are therefore searching for a method, which provides an accuracy of 

DFT, but performs much faster. To find the GME using the traditional method, one would 

make a guess for the initial structure, relax the geometry using atomistic simulations, com-

pare energies of different structures formed through the geometry relaxation, pick the struc-

ture with the minimum energy among them, and hope it is the GME. Figure 6.2 (a) and (b) 

illustrate a few possible water attachment configurations on the ZnO (101u0) surface, and 
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the schematic energy plot of these configurations, respectively. The complexity of this 

problem is twofold: First, there are a large number of options for choosing the initial mol-

ecule configuration. Further, some of these structures will relax to the same local minimum 

well as shown in Figure 6.2 (b) and (c). Although performing more calculations increases 

the chances of finding the GME, there is no way to guarantee that the GME is found with 

this approach. Not only the traditional method requires performing many calculations, but 

different calculations also often converge at the same result which is a waste of computa-

tional effort. Thus, developing a time and cost-efficient approach to find GME is important 

in quantum chemistry. 

 
Figure 6.2, (a) different configurations of water molecule attachment on ZnO (101$0) surface, (b) and (c) 
schematic energy plot and Bayesian sampling of data, respectively. 

Materials scientists are actively looking for alternative methods that allow fast and accurate 

discovery of novel materials. With advances in computer science, researchers have become 

interested in incorporating machine learning (ML) and artificial intelligence (AI) models 

to accelerate computational discovery of materials. Previous studies have incorporated ML 

and AI models to predict materials properties [162]–[164], develop force fields [165], 

[166], and predicting atomic structure of materials using large databases [167]. Mathemat-

ical models including evolutionary algorithms [168], basin hoping [169], and high 
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throughput (HT) [170] were developed to deal with the large stream of data in structure 

prediction. Different ML models, including regression [167], random forest [171], [172], 

neural networks [173]–[175], etc. have been used to study material systems computation-

ally. Although these ML models are advantageous for studies of material systems, their 

training efficiency and accuracy significantly depends on the availability of a large dataset, 

which limits their performance where access to large datasets is limited. For instance, for 

complex materials systems, generating a large dataset through atomistic simulations is 

time-consuming and costly. In these cases, we seek an alternative approach, which does 

not heavily depend on the data size. Statistical models are on the other hand useful when 

dealing with complex systems and high uncertainty levels. They do not rely on large da-

tasets and have the benefit of capturing the likelihood associated with each data point. 

Lately, Todorovic et. al presented the Bayesian Optimalization Structure Search (BOSS) 

method to accelerate potential energy surface (PES) computations in DFT [176].  BOSS 

considers the GPs posterior mean as the most likely PES for a given set of data and was 

found to yield convergence after around 600-700 steps for up to 6-dimensional space. The 

Fast learning of atomistic rare events (FLARE) was developed using a Bayesian approach 

to train force fields in MD simulations. FLARE uses the uncertainty of GPs to decide 

whether to accept the predicted forcefields or to perform additional DFT simulations [177].  

Although the previous models have shed light on accelerated materials discovery and con-

tributed to inspiration for the presented work, they have problems such as being limited to 

lower dimensions, not accounting for energy gradients and materials symmetry. Moreover, 
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applying ML and AI to materials science is in early stages and requires more in-depth 

studies to generate robust models that can handle complex real-world systems.    

Herein, we present a statistical approach based on Bayesian Inference to accelerate the 

search for the minimum energy structure. In this method, we use GPs to tease out new and 

useful information from the auxiliary data generated in the process of classical or quantum 

simulations. The GPs predictions are used to decide the molecule’s configuration in the 

next simulation setup. This enhances chances of exploring dissimilar regions of the poten-

tial energy surface (PES), which leads to faster prediction of GME. One important innova-

tion that we introduce is using energy gradient (forces) to update the GP belief. Integration 

of forces was found to significantly improve the model’s performance.  

6.3 Methods and Modeling 

This section presents an overview of the concepts, method, code implementation, feature 

selection, and data preprocessing.  

6.3.1 Multivariate Normal Distributions 

The multivariate normal (MVN) distribution, also called multivariate Gaussian Distribu-

tion, of X can be written as 𝒩(𝜇, Σ	), where X is a k-dimensional random vector, 𝜇 is the 

k-dimensional vector of means, called mean vector, and Σ	is the (𝑘 × 𝑘) covariance ma-

trix. If Σ is positive-definite, which means all of its’ eigenvalues are positive, the distribu-

tion density can be defined as [178],  
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𝑓$(𝑥5, … , 𝑥;) =
𝑒𝑥𝑝(−12 (𝑥 − 𝜇)

`Σ(5(𝑥 − 𝜇))

¨(2𝜋);|Σ|
 (6.1) 

here, |Σ| represent the determinant of Σ	, and x is a real k-dimensional vector.  For two var-

iables (a bivariate problem), the probability density function can be written as [37],  

𝑓(𝑥, 𝑦) =
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here, both 𝜎A and 𝜎d are positive, and 𝜌 denotes the correlation between X and Y defined 

as, 

𝑐𝑜𝑟𝑟	[𝑋, 𝑌] ≜
𝐶𝑜𝑣[𝑋, 𝑌]

¨𝕍[𝑋]𝕍[𝑌]
=
𝜎Ad!

𝜎A𝜎d
 (6.3) 

𝜇 and Σ are found via, 

𝜇 = 	 ¬
𝜇A
𝜇d
 (6.4) 

Σ = 	 U 𝜎A! 𝜌𝜎A𝜎d
𝜌𝜎A𝜎d 𝜎d!

X 
(6.5) 

The diagonal of Σ represents the variances for each random variable, while the off-diagonal 

elements show the correlation between X and Y random variables.  

6.3.2 Gaussian Processes and Bayesian Inference 

Gaussian processes (GPs) are used in machine learning and artificial intelligence to make 

predictions based on some prior knowledge. GPs allow us to assign a probability to each 

possible prediction and evaluate the uncertainty. While GPs are widely used in regression 
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problems to model a function, such as time series forecasting, they can also be used to 

tackle clustering and classification problems [179].  

GPs are built based on multivariate Gaussian distributions. One important algebraic prop-

erty of Gaussian distributions is that they are closed with respect to marginalizing and con-

ditioning. This means that after performing these operations, the result will still be a Gauss-

ian distribution.  

To obtain partial information from MVN distributions, we can marginalize out some vari-

ables from the distribution. According to Ref. [180], factor marginalizing is defined as “let 

X be a set of variables, and 𝑌 ∉ 𝑿	a variable. Let 𝜙(𝑿, 𝑌) be a factor. We define the factor 

marginalization of 𝑌 in 𝜙, denoted ∑ 𝜙d  to be a factor 𝜓 over X such that,  

𝜓(𝑿) = 	x𝜙(𝑿, 𝑌)
d

 (6.6) 

Here, X is a subset of X. A factor 𝜙 is a function that maps a set of random variables to ℝ. 

This operation is also referred to as summing out 𝑌 in 𝜓. In a Bayesian network, if we want 

to marginalize a joint distribution 𝑃(𝑿, 𝑌) onto X, we can sum out Y.  

Conditioning refers to finding the probability of a variable given some information about 

another variable. We can define the conditional distribution, as [180], 

𝑃(𝑌|𝑋) =
𝑃(𝑋, 𝑌)
𝑃(𝑋) =

𝑃(𝑋|𝑌)𝑃(𝑌)
𝑃(𝑋)  (6.7) 

This is also equivalent to the simple Bayes rule, where given a prior knowledge 𝑃(𝑌) and 

some likelihood 𝑃(𝑋|𝑌), we solve for the posterior 𝑃(𝑌|𝑋).  
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Figure 6.3, Simple illustration of Gaussian Processes (GPs) and Bayesian Inference as compared with dis-
criminative machine learning models. In GPs, we skip the modeling part and directly use the data for pre-
diction. 

Using GPs, we can learn the underlying distribution of the trainset data Y given some 

known datapoints X. To perform regression, we can treat this problem as a Bayesian Infer-

ence. The posterior predictive distribution is [179],  

𝑃(𝑌|𝐷, 𝑋) = 	d 𝑃(𝑌,𝑤|𝐷, 𝑋)𝑑𝑤 = d 𝑃(𝑌|𝑤, 𝐷, 𝑋)𝑃(𝑤|𝐷)𝑑𝑤
	

<

	

<
 (6.8) 

here, D shows the set of data which X and Y subsets are driven from, and w shows the set 

of parameters that need to be optimized in a machine learning model. In simple words, 

through marginalizing out w, we eliminate the need to generate a model. This helps us skip 

the modeling part, which significantly reduces the required data size to make reliable pre-

dictions (Error! Reference source not found.). As GPs are closed with respect to condi-

tioning and marginalizing, the resulting probability 𝑃(𝑌|𝐷, 𝑋) is also a Gaussian distribu-

tion and can be written as [179], 

𝑃(𝑌|𝐷, 𝑋) = 	𝒩(𝜇d|N , 𝛴d|N	) (6.9) 

This simply means that we can define the probability distribution in terms of a mean 𝜇d|N 

and a covariance matrix, 𝛴d|N. The diagonal values in the covariance matrix help us deter-

mine the uncertainty of prediction.  The word “inference” means “the act of passing from 
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sample data to generalizations, usually with calculated degrees of certainty”, and the term 

“Bayesian” refers to Inference methods that enable evaluation of the “degrees of certainty” 

[37]. In Bayesian inference, the predicted distribution and uncertainty are updated as more 

data becomes available. Figure 6.4 shows a sample Bayesian Inference optimization prob-

lem. As more datapoints are observed, the prediction becomes more accurate.  

 
Figure 6.4, Learning a sample function through Bayesian Inference, from left) to right) starting with one 
prior datapoint and adding two points in each acquisition. As more datapoints are provided, the predic-
tion is updated, and the uncertainty goes down. 

 
6.3.3 Kernels 

Kernels are used to define the covariance matrix in GPs. Kernel functions evaluate the 

pairwise similarity between the data points. There are many kernel functions (also known 

as covariance functions) which we can choose from. The selected kernel function decides 

most generalization properties of the GPs and the prediction [181]. Therefore, selecting the 

right kernel function is very important in determining the GPs’ accuracy. The choice of 

kernel function depends on the characterization of the dataset that we aim to predict. Kernel 

functions can be stationary or non-stationary. Stationary kernels are invariant with respect 

to translation, which means that they depend on the distance of points relative to each other, 

but not the points themselves [182]. Here, we briefly discuss a few common kernel func-

tions, some of which were used in this project. 
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The first kernel function we discuss here and perhaps the most commonly used kernel is 

the squared exponential (RBF) kernel,  

𝑘PSk = 𝜎!exp	(−
𝑑}𝑥& , 𝑥4|

!

2𝑙! ) (6.10) 

here, 𝑙 is the length scale, and indicates the cutoff distance along each axis at which the 

values of function become uncorrelated. 𝜎 is the variance, which shows the average dis-

tance from the mean of data [179]. 𝑥 and 𝑥4 are two data points, that the kernel function 

evaluates the similarity between them by incorporating the Euclidean distance 𝑑}𝑥& , 𝑥4|. 

The kernel function is evaluated for each pair of points in the sample. The RBF kernel is 

a stationary kernel [181].  

Next, we discuss the Matern class of kernel function, named after the work of Matern 

[1960]. The class of Matern kernels is defined as [179],  

𝑘l?,CB" =
25(m

Γ(ν) 	·
¨2𝜈𝑑(𝑥& , 𝑥4)

𝑙 ¹
m

𝐾m ·
¨2𝜈𝑑(𝑥& , 𝑥4)

𝑙 ¹ (6.11) 

This kernel function is considered a generalization to the RBF, with an additional param-

eter 𝜈 indicating the degree of smoothness. Larger 𝜈 indicates smoother function. In this 

equation, 𝐾m denotes a modified Bessel function [183]. The spectral density 𝑆(𝑠) of the 

Matern covariance function in 𝐷 dimensions is given by, 

𝑆(𝑠) =
2N𝜋

N
!Γ �ν + D2� (2ν)

n

Γ(ν)𝑙!m ¬
2𝜈
𝑙! + 4𝜋

!𝑠!
(fnho!g

 (6.12) 

for 𝜈 → ∞, the Matern covariance function will become equivalent to the RBF.  
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The dot product kernel functions are used when the covariance matrix depends only on 

data points 𝑥& and 𝑥4 through their dot product 𝑥& . 𝑥4. An example of the dot product kernel 

function is, 

𝑘}𝑥& , 𝑥4| = 𝜎.! + 𝑥& . 𝑥4 (6.13) 

This can be found by using linear regression with putting 𝒩(0,1) priors on the coefficients 

of 𝑥I(𝑑 = 1,… , 𝐷) and a prior of 𝒩(0, 𝜎!) on the bias [179]. The dot product kernel func-

tions are invariant with respect to rotation, but not translation. Therefore, they are catego-

rized as non-stationary kernel functions.  

If our feature set contains multiple datatypes, we can combine or modify the kernel func-

tions. To combine kernels, we can use various methods based on the problem. Some of the 

methods used for combining kernels include summation, product, vertical rescaling, con-

volution, direct sum tensor product, additive model, and functional ANOVA. A good de-

scription of these methods can be found in Ref. [179]. The sum and product rules state that 

the sum of two kernels is a kernel, and the product of two kernels is also a kernel. The 

proofs for these are available in Ref. [179]. 

In addition to selecting/constructing appropriate kernel functions, one also needs to find 

the proper hyperparameters (the free parameters of the kernel function). The hyperparam-

eters of a kernel function can be optimized through maximizing the log marginal likelihood 

(LML). The marginal likelihood 𝑝(𝑦|𝑋) is defined as, 

𝑝(𝑦|𝑋) = d𝑝(𝑦|𝑓, 𝑋)𝑝(𝑓|𝑋)𝑑𝑓 (6.14) 
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which is the integral of likelihood times prior marginalized over the latent function values 

𝑓. For linear regression, 𝑓(𝑥) 	= 	 𝑥p𝑤,  with x equal to the vector of input data and 𝑤 

denoting the weights vector (linear regression parameters), which is related to the observed 

target 𝑦 by 𝑦 = 𝑓(𝑥) + 𝜀. 

In the GP model, 𝑓|𝑋	~	𝒩(0, 𝐾)	 and 𝑦|𝑓	~	𝒩(𝑓, 𝜎!	𝐼). Therefore, the log marginal like-

lihood conditioned on the hyperparameters of the covariance function (𝜃) can be written 

as,  

log 𝑝(𝑦|𝑋, 𝜃) = 	−
1
2𝑦

`}𝐾*|
(5𝑦 −

1
2 log¿𝐾*¿ −

𝑛
2 𝑙𝑜𝑔2𝜋 (6.15) 

here, 𝜎"! is the noise variance and 𝐾*	,	is the covariance matrix of the noisy data, which is 

related to the covariance of the noise-free latent function 𝐾 through 𝐾* 	= 	𝐾	 +	𝜎"!	𝐼. The 

first term in equation 6.15 is data-fit which involves the observed target y. The second term 

is the complexity penalty, and the last term is a normalization constant. As the length scale 

grows, the model becomes less complex, and the negative complexity penalty goes up. To 

find the set of hyperparameters 𝜃 that maximizes the LML, we need to solve the partial 

derivative of LML with respect to the hyperparameters, 

𝜕
𝜕𝜃4
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(6.16) 
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This could be either done by computing the derivatives, which has a time complexity of 

𝑂(𝑛') for kernel inversion and 𝑂(𝑛!) for the rest, or by using a gradient-based optimizer 

[179].   

6.4 Model Description 

6.4.1 Feature Selection and Data Preprocessing 

For this project, we considered a six-dimensional (6D) feature space, based on the displace-

ment and rotation of a reference molecule. The selected features were the translation of the 

molecule’s center of mass (𝑥, 𝑦, 𝑧) and the three angles (𝜃, 𝜙, 𝛼) defining the rotation of the 

molecule about its center relative to a reference molecule. The first two of these angles are 

the polar and azimuthal angles of the rotation axis and 𝛼 is the angle of rotation around this 

axis. The total energies were selected as the target. The validation data was computed by 

selecting a random combination of 𝑥, 𝑦, 𝑧, 𝜃, 𝜙, 𝛼, transforming the reference molecule ac-

cording to there, and then performing a single step molecular dynamics calculation to com-

pute the energy of the entire water/substrate system with the water molecule in this config-

uration.   

6.4.2 Model: Main 

To couple GPs and atomic simulations, the Gaussian Processes package from scikit-learn 

ML library [184] was integrated with the LAMMPS MD simulation package [153] in a 

serial Python code.  

Initially, we performed a single noninteractive GP acquisition. For this part, we generated 

a large dataset using MD simulations. This dataset was split into train and validation sets. 
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We fitted the GP function to the train set and predicted the total energy values for the 

validation set.  We tested this approach with various kernel functions and hyperparameters. 

The hyperparameters were optimized during fitting of the GP function through maximizing 

the LML. In addition, we evaluated the effect of train size on the accuracy of the prediction. 

Then, we interactively used a GP acquisition and MD simulations to search for the mini-

mum energy structure. In the interactive mode, we generated a validation set using MD 

simulations. We started with generating a prior train set of random configurations of a 

molecule on the surface and their total energies computed from MD simulations. We fit a 

GP function to this prior set and computed the predicted energies for the validation set. We 

then added new samples to the train set and repeated the process. The added configurations 

at each step were selected to obtain a trade-off between minimizing the energy 𝑦(𝜃) and 

maximizing the variance (probing less visited regions). We performed this exploratory ac-

tion by minimizing the acquisition function 𝐴,(𝜃), defined as [185], 

𝐴,(𝜃) 	= 	𝑦(𝜃) 	−	𝜂,	𝑣,(𝜃) (6.17) 

where 𝜂,! 	= 	2𝑙𝑜𝑔[𝑡I/!h!𝜋^2	/(3𝜀q)], 𝜀q is a constant with a small value, and 𝑣,(𝜃) is 

the posterior variance. This interactive learning was carried on until convergence. 

To obtain a more uniform sampling across the space, we analyzed a second sampling ap-

proach by generating a large pool of random samples, from which we selected structures 

that minimize the acquisition function (6.17). This approach is explained in more details 

for the case-studies of water molecule on ZnO in the next sections.  
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To implement forces, in each iteration, in addition to the configurations that minimize the 

acquisition function (6.17), we also generated a set of phantom points by displacing the 

molecule along the forces’ direction. The energies of the generated phantom points are 

computed by taking the integral of the forces with respect to position via 𝑈 =	−∫ �⃗�. 𝑑𝑟ÍÍÍÍ⃗B
B$

, 

with 𝑑𝑟ÍÍÍÍ⃗ = 𝑑𝑥𝚤̂ + 𝑑𝑦𝚥̂ + 𝑑𝑧𝑘Ñ	 as the displacement in a 3D space. 

In the following sections, we present the application of the presented approach to study the 

problem of water molecules interacting with the ZnO (112u2) surface for: non-interactive 

learning using GPs, interactive learning coupling GPs and MD simulations, and integration 

of forces in non-interactive and interactive modes.  

6.5 Case Study One: Water on ZnO, non-interactive 

In this section, we report the results for performing one GP acquisition on a dataset gen-

erated using MD simulations (non-interactive mode). The results are presented for a da-

taset of molecules randomly shifted in 𝑥𝑦 (2D search space) and a dataset of molecules 

randomly shifted in 𝑥𝑦𝑧 and rotated (6D).  

6.5.1 Molecule Shifted Only in xy 

We generated a dataset of a water on ZnO surface by randomly shifting the water molecule 

in 𝑥 and 𝑦 coordinates and computing their total energies using MD simulation. The opti-

mized hyperparameters were selected according to the dataset, train size, and minimizing 

LML. Figure 6.5 depicts the train and validation prediction plotted vs. the true values of 

total energy for a single GP acquisition using 2000 train and 500 validation points. The 

results indicate accurate train and validation predictions. Qualitatively, the average and 
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maximum uncertainty of prediction were found to be 0.48 kcal/mol and 0.09 kcal/mol, re-

spectively. The mean squared error is 0.007 kcal/mol. 

 

Figure 6.5, Plot of predicted vs. true energy. Train and validation points were regularized to obtain a range 
in (0,1). 

Figure 6.6 shows the average uncertainty and mean squared error of prediction plotted as 

a function of train size. Accordingly, a train set of 500 datapoints was found to result in 

convergence of the mean squared error. Although such convergence is not achieved in the 

average uncertainty data, we note that to properly analyze the uncertainty, one should check 

the values of uncertainty at each point. 
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Figure 6.6, Plots of (a) Mean squared error, and (b) average uncertainty vs. train size for dataset of water-
on-ZnO with water molecule shifting only in x and y axes. 

 
6.5.2 Molecule Shifted in xyz and Rotated 

The dataset for this part, was generated by randomly rotating and shifting the water mole-

cule in 𝑥, 𝑦, 𝑧 coordinates and computing their total energies using MD simulation. Figure 

6.7 shows the relation between the predicted and true energies. A single GP acquisition 

using 2000 train and 500 validation points was performed. The average and maximum un-

certainty of prediction are 0.12 kcal/mol and 0.04 kcal/mol, respectively. As the 6D prob-

lem is more convoluted than searching the 2D space, one would expect a slightly lower 

performance. 
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Figure 6.7, Predicted vs. True energy values for the train and validation sets after a single GP acquisition. 

Figure 6.8 shows the mean squared error and the average uncertainty as a function of the 

train size. The uncertainty of prediction is converged at 1500 points. This shows the slow 

performance of single GP acquisition, especially in searching higher dimension. To achieve 

convergence using less data points, in the next section, we explore using the interactive 

Bayesian approach.  
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Figure 6.8, Plots of (a) Mean squared error, and (b) average uncertainty vs. train size for water-on-ZnO 
dataset generated by arbitrary shifting of xyz and angles of the water molecule 

 
6.6 Case Study Two: Water on ZnO, Interactive 

In this section, we report the results for interactively performing GP acquisitions and MD 

simulations to study the water-on-ZnO problem. Here also, we analyze structures with ar-

bitrary configurations of molecule on surface obtained in two ways, simple problem: by 

shifting the molecule in 𝑥𝑦 (2D), and a more complicated case: molecules randomly shifted 

in 𝑥𝑦𝑧 and rotated (6D).  

6.6.1 Molecule Shifted Only in xy 

In this section, we investigate implementing the Bayesian approach to study the problem 

of searching for the minimum energy structure in 2D, i.e., shifting the molecule only along 

the 𝑥 and 𝑦 coordinates, corresponding to two translational degrees of freedom. Searching 

the energy landscape in 2D is faster compared with higher dimensions. The new structures 

with shifted molecules in 𝑥𝑦 are selected using GP predictions and minimizing the acqui-

sition function (equation 6.17). As opposed to a brute force search method, this intelligent 
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acquisition approach increases probability of visiting new areas, which accelerates the pro-

cedure of finding the minimum energy structure.  

It is tempting to think that a more efficient convergence could be achieved by performing 

an optimization search of the acquisition function. However, we find that this process in 

fact, converges significantly slower than the biased random sampling (Figure 6.9, (a)). The 

reason for this is that the uncertainty in the GP prediction is largest between samples. As 

more samples are added, this makes the uncertainty landscape become more complex rap-

idly increasing the number of local minima in the acquisition function and preventing good 

coverage of sampling points. Figure 6.9, (b) shows the spatial distribution of the new sam-

pling points generated during the interactive regression process through optimization of the 

acquisition function. For this approach, a stochastic global optimization scheme is needed. 

The biased random sampling takes us halfway there. A possibly better approach that will 

be tested in the future would be to combine biased random sampling followed by local 

optimization.    
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Figure 6.9, (a) Plot of the convergence of the GP regression prediction vs number of data points used 
acquired in the iterative regression (blue) as compared to non-interactive regression using random sampling 
(gold). New points are accrued though random sampling with the random samples filtered based on the 
acquisition function with only the best 0.5% added to the training data. (b) shows the spatial distribution 
of new sampling points obtained during interactive regression using optimization of the acquisition func-
tion. While the points are mostly uniformly separated there exist sparce pockets that a local minimum 
search is not able to find. 

6.6.2 Molecule Shifted in xyz and Rotated 

The task of searching the energy landscape in six dimensions (three translational degrees 

of freedom and three in rotation) is significantly more challenging that just 2D rastering of 

the surface. Figure 6.10 shows the energy variation that arises from displacing the reference 

molecule along each of these six degrees of freedom individually. The ZnO substrate is cut 

on a high index semipolar plane—it has a large repeat unit containing several local minima, 

and it is highly corrugated leading to very large energy variations if one simply scans the 

molecule horizontally without varying its height. While periodic in 𝑥, 𝑦 and the angles 𝜙 

and 𝛼, it is anti-symmetric in 𝜃, and is not periodic in 𝑧. The scale of fluctuations varies by 

an order of magnitude along different degrees of freedom starting from this reference point. 

With a brute force scan of the potential landscape in this 6D space, one would expect to 

need at least three or four points along each dimension, and with several local minima as 
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there are in x and y, and many more. Four sampling points in each direction would require 

46 = 4096 samples, a considerable computational cost, if these are to require full blown 

density functional theory calculations.  

Instead, we use Gaussian process regression using iterative Bayesian inference to identify 

new molecule configurations, that will deliver the maximum amount of new information 

to the next iteration of the regression. Specifically, new points were chosen at locations in 

which the acquisition function (described above) was minimized. Two different ap-

proaches were taken for this. The first approach was a standard optimization scheme as 

implemented in the python scikit.learn.optimization module. In this approach, 10 new 

points were generated by running the minimization from randomly selected starting points. 

In this process, any new points that were found to be too close to the existing points in the 

new set were discarded, and the process was repeated until there were 10 unique new 

points. The optimizer was constrained to stay within the search domain of the scaled trans-

lations and rotations. In plotting the distribution of the new points during the learning 

Figure 6.10, left) atomic visualization of water molecule on ZnO (112$2) surface, depicting directions and 
angles used to shift and rotate the water molecule. Right) Plots of the energy variation found when moving 
the reference H2O molecule along each of the six degrees of freedom. 
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process, it was observed that often the minimizer relaxed to the boundaries of the search 

domain. As an alternative approach that prevents the accumulation of new points on the 

domain boundaries, we randomly sample 2000 points, as from this select the 10 with the 

minimum value of the acquisition function. The performances of both approaches are 

shown in Figure 6.11. 

Analysis of the optimized hyperparameters from both approaches shows that the regression 

puts significant weight in its interpolation on the z separation between points with little 

dependence on their x-y separation. A second kernel contributing to the covariance matrix 

is sensitive to correlations between the rotation angles and the spatial translation. Numer-

ous kernel combinations were tested. It was found that the results were not sensitive to the 

choice of RBF or Matern kernel functions, and when adding any more than two kernel 

functions into the composite kernel, the additional flexibility in the kernel was redundant.  
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Figure 6.11, Plots of the convergence of the GP regression prediction vs number of data points used ac-
quired in the iterative regression (blue) as compared to non-interactive regression using random sampling 
(gold). Plot (a) shows the results for iterative regressing with new points acquired using constrained opti-
mization of the acquisition function. Plot (b) shows the results when new points are accrued though random 
sampling with the random samples filtered based on the acquisition function with only the best 0.5% added 
to the training data. It can be seen that optimization offers a significant improvement over the other method. 

6.7 Case Study Three: Water on ZnO, Integrating Forces – non-interactive 

6.7.1 Molecule Shifted Only in x 

With molecular dynamics simulations and density functional theory, when one computes 

the energy of a molecular configuration, they obtain the forces on the atoms for free. Here, 

we test whether the gradient information obtained from forces can be used to accelerate the 

regression (reduce the number of regression points needed) and make more accurate pre-

dictions. One simple approach is to add two points for each configuration evaluated to the 

regression data, one corresponding to the true configuration, and a second phantom point 

slightly displaced along the force direction with an energy estimated from the force mag-

nitude as discussed in the method and modeling section. Figure 6.12 illustrates true and 

auxiliary points displaced by dx generated for water molecule shifted along x via a regular 
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sampling approach. As illustrated, including the phantom points enables observing more 

information without a need for performing additional molecular simulations.     

 
Figure 6.12, True (orange) and auxiliary points computed from forces (green) with a displacement of 𝑑𝑥 
showing on the energy landscape of structures with molecules shifted in 𝑥. 

In the non-interactive mode, addition of the force-computed points was found to improve 

the accuracy of the prediction. The benefit of adding the new points is even noticeable 

when we train GPs on a small train set. Figure 6.13 depicts the GP prediction for a train set 

of true points versus true + auxiliary points. The average uncertainty of prediction is im-

proved by 50%, and the error is three times lower in the latter case.  
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Figure 6.13, Plots of predictions using a single non-interactive GP acquisition for (a) and (b) using only 
true points, and (c) and (d) using both true points and the computed points using forces. In plots (a) and (c), 
black and blue lines show true and predicted potential energy surface for the validation set, respectively, 
red and green dots show the true and phantom points in the train set, and the light blue regions indicate the 
uncertainty of prediction. The initial training size is 20, the validation size is 100, and 𝑑𝑥 is 0.01. 

When generating the phantom points, one important question is how to determine the value 

of 𝑑𝑥. To answer this question, we evaluated the accuracy of the GP prediction using dif-

ferent values of 𝑑𝑥 ranging from 10-4 to 0.1 (scaled unit) in the 1D space. We then, repeated 

this evaluation for different 𝑦𝑠ℎ𝑖𝑓𝑡 values and plotted the average error of prediction as a 

function of 𝑑𝑥 value, as depicted in Figure 6.14. The minimum prediction error belongs to 

𝑑𝑥 around 0.01. When using 𝑑𝑥 to compute the phantom points, we consider the linear 

regression and ignore the curvature in the energy surface. This approximation adds some 
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error to the system. The introduced error depends on the magnitude of 𝑑𝑥. Larger 𝑑𝑥 val-

ues add more noise to the system; however, they also result in larger gradients. The opti-

mum value of 𝑑𝑥 is achieved by a tradeoff between these two factors. In our model, we 

added the white kernel to the GP to treat the noisy data efficiently. This approach can han-

dle the noise in data to some level. However, as illustrated in Error! Reference source 

not found., one should still be careful not to use too large 𝑑𝑥 values, as they introduce a 

considerable noise to the system and lower the accuracy of the prediction.   

 

Figure 6.14, Plot of average prediction error vs. 𝑙𝑜𝑔(𝑑𝑥) for a noninteractive GP acquisition performed on 
a 1D dataset of true and auxiliary points generated at a 𝑑𝑥 distance from the true points. Calculations were 
performed for 10 MD simulations and 10 phantom points shifted along the force direction in 𝑥, repeated for 
various 𝑦𝑠ℎ𝑖𝑓𝑡 values and averaged the prediction error. 

To further evaluate the effect of 𝑑𝑥 choice on the model’s performance, we plotted the 

prediction error as a function of the number of samples for datasets containing true and 

phantom points generated with various 𝑑𝑥 values (Figure 6.15). The results indicate that 

the regression procedure is accelerated, i.e., convergence is achieved with fewer number 

of MD simulations, as 𝑑𝑥 is increases from 0 (equivalent to no force) up to 0.01, while 
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increasing 𝑑𝑥 above 0.01 slows down the convergence and exacerbates the performance 

even compared to the no force case.  

 
Figure 6.15, Plots of prediction error as a function of number of molecular simulations for a noninterac-
tive GP acquisition performed on a 1D dataset of true and auxiliary points generated at a 𝑑𝑥 distance from 
the true points. Prediction was performed for various 𝑦𝑠ℎ𝑖𝑓𝑡 values, and the average prediction error was 
used for the plotting purpose. 

It is important to note that the choice of 𝑑𝑥 may also depend on the nature of the dataset 

and therefore 𝑑𝑥 should be tuned according to the system. The value of 𝑑𝑥 should be se-

lected in a way to improve sampling and enable observations of more distinct points across 

the space without adding a large noise to the system.  

6.8 Case Study Three: Water on ZnO, Integrating Forces – Interactive 

6.8.1 Molecule Shifted Only in x 

In the previous section, we discussed how using forces to generate auxiliary data points 

helps us improve the performance and accuracy of GP prediction without need to perform 

additional molecular simulations. In this chapter, we seek to answer whether integrating 
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forces with the interactive Bayesian approach, results in faster and more accurate predic-

tions. Here, in the iterative method, the added datapoints in each iteration includes set of 

new structures that minimize the acquisition function (and their energies computed using 

MD simulations) and the additional structures generated with a small displacement along 

the force direction. To provide a faster comparison, we reduced the configurational search 

space to 1D, shifting the molecule only in 𝑥 .  

Integrating forces in the interactive mode resulted in faster convergence and lower error of 

prediction. Figure 6.16 depicts the prediction results from interactive approach without and 

with using the auxiliary datapoints in each GP acquisition after 6 iterations, starting with 

10 MD simulations and performing 10 additional molecular simulations in each iteration. 

One can see that the model that integrates forces outperforms the initial model. Reaching 

convergence after only 6 GP acquisition and performing only 60 MD simulations shows 

the significant robustness of the model. Although with increasing the search space dimen-

sion (to 6D), one would expect to achieve convergence slower, the performance of the 

model is yet expected to be better than other reported models, such as BOSS which is 

reported to reach convergence after 350 DFT simulations.  
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Figure 6.16, Plots of predictions using an interactive Bayesian inference for (a) and (b) implementing 
only true points, and (c) and (d) using true points and the displaced points in force direction to update the 
GP acquisition. In plots (a) and (c), black line and blue line represent true and predicted potential energy 
surface for the validation set, respectively, red dots indicate the train data, and the uncertainty of prediction 
is shown as light blue regions. The true prior set has 10 points, adding 10 additional points and their 
computed neighbors in each iteration.𝑑𝑥 is 0.01. Plots show results after 6 Bayesian acquisitions. 

To better evaluate the effect of integrating the forces into the Bayesian Inference approach, 

we calculated the error as a function of the number of molecular simulations (Figure 6.17).  

This confirms that adding information from forces to the model, accelerates convergence.  
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Figure 6.17, Plot of prediction error vs. number of molecular simulations for iterative methods with us-
ing only the true points (blue) and the true + auxiliary points (orange) to update the GP acquisition. 

 
6.9 Conclusions 

In this chapter, we presented an interactive method based on Bayesian Inference to search 

for the minimum energy structure in molecule-surface interactions. The input structures of 

MD simulations were filtered through minimizing the GP acquisition function to increase 

chances of generating new information in each acquisition, accelerating the process of find-

ing the minimum energy structure. An innovation introduced in this project is integrating 

forces data with the Bayesian approach to make more accurate predictions using lower 

number of simulations (at no additional computational cost). This method was found to 

significantly speed up the Bayesian inference.  

Further improvements of GP robustness can be made by more efficient sampling using 

periodic images of the structures, as well as trying other GP kernels and initial setups for 

the hyperparameters. 
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7. Structure-Property Relations in TiO2 Photocatalytic Micro-

reactors 

 
7.1 Overview 

This chapter reports the development of a Monte Carlo-based Ray Tracing model, named 

Light Capture, that simulates light-matter interactions in a microfluidic water-treatment 

reactor. The developed model is used to explore the operational behavior of a novel TiO2 

micropillars array being developed by our experimentalist collaborators that could provide 

a low-pressure and low-temperature system for decontaminating recycled wastewater in 

long-duration space missions. 

The goal of this study is to understand the impact of micropillar geometry on the interplay 

of processes in the reactor and the resulting scaling of the reactor’s overall photocatalytic 

performance. The aim is to create a model that can provide mechanistic understanding of 

the observed experimental trends, and to thereby generate guiding principles for reactor 

optimization. In section 7.4, the LightCapture model is used to find the effect of pillars’ 

radius on light absorption efficiency. Further, the LightCapture model is coupled with a 

Lattice Boltzmann model [24], to simulate water flow around the pillars. Finally, the finite 

element method was used to model waste mass transfer as the overall efficiency of the 

reactors. In section 7.5, I report the effect of pillars’ height on their photoabsorption effi-

ciency using the LightCapture model.  
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7.2 Background and Related Works 

Titanium dioxide (TiO2) is the most widely used material for photocatalytic degradation of 

organic compounds – with the purpose of removing pollutants from water – due to its high 

catalytic activity, long-term stability against photo-corrosion and chemical corrosion, and 

low cost [186]–[188]. The most common phases of TiO2 include rutile and anatase with 

tetragonal structures and brookite with an orthorhombic structure. Among these phases, 

anatase has been found to have the highest photocatalytic activity because of its relatively 

high electron mobility [187], [189]. Anatase with its wide bandgap of 3.2 eV is only pho-

tocatalytically active under ultraviolet (UV) irradiation [187], [190], [191]. For terrestrial 

applications this is problematic and has driven much research on enhancing the light cap-

ture and quantum efficiency of anatase based photocatalysts. In space however, free from 

the shielding of the earth’s atmosphere, the abundance of solar UV makes anatase TiO2 an 

attractive photocatalytic material.  

TiO2’s mechanism for water purification is through the generation of highly reactive hy-

droxyl radicals at the catalyst’s surface. Absorption of UV light generates photoexcited 

electron-hole pairs in the TiO2 that can diffuse to the free surface where they take part in 

oxidation and reduction reactions. The holes can react with water to dissociate it into its 

components, hydrogen (H+) and hydroxyl radicals (OH•). The generated OH• radicals can 

be used for the degradation of organic pollutants in water [186]. As the photocatalytic re-

actions happen at the surface of the photocatalyst, their efficiency is controlled by the fun-

damental surface properties such as morphology and particle size of the photocatalytic ma-

terial [192], [193]. Reducing the size of TiO2 provides a higher surface area for reduction 
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and oxidation reactions [189]. Among different morphologies, pillars and rods are favora-

ble over particles due to their higher surface to volume ratio which provides a higher den-

sity of active sites for surface reactions as well as a higher interfacial charge carrier transfer 

rate. A higher length to width ratio of pillars also provides a direct pathway for the gener-

ated charge carriers to move freely through the length of the crystal, reducing the probabil-

ity of electron-hole recombination [194].  

TiO2 oxidized micropillars are synthesized by our experimentalist collaborators, Dr. Rao’s 

team at UC Riverside, with the purpose of purifying wastewater in outer space. The pho-

tocatalytic microreactor is composed of a dense array of micropillars (10 𝜇𝑚 radius, 40 μm 

pitch), each consisting of a titanium core with 1 𝜇𝑚	thick nano-porous titanium dioxide 

(NPT) coating. The micropillar arrays are first defined using a novel micromachining tech-

nique that enables realization of micro to nano-scale device features with vertical sidewalls 

and high aspect ratios in bulk titanium substrates [195]–[197]. The NPT is then grown 

conformally from the surface of the titanium pillars via immersion in a heated hydrogen 

peroxide solution, followed by annealing to crystallize the NPT to anatase [198]. A UV-

transmissive glass substrate is then attached to the upper surface of the reactor to seal the 

device. During device operation, a UV lamp is used for illumination, and a programmable 

syringe pump is used to control flow rate, and thus, residence time within the reactor. Error! R

eference source not found. shows a schematic representation of the wastewater recycling 

procedure using TiO2 photocatalysts, from structure design – illustrated by the SEM image 

of TiO2 micropillars – to the photocatalytic oxidation and reduction, and the following 

contaminant degradation reactions.  
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Figure 7.1, a schematic representation of the wastewater treatment process using TiO2 micropillars, from 
materials' synthesis and SEM image of fabricated array of pillars to oxidation & reduction reactions under 
light, and contaminant degradation. 

 
7.3 Model Description 

LightCapture is a Monte Carlo ray tracing model, which simulates light interactions at mi-

cropillars' surface.  In this model, a random ray of light is followed from where it enters 

the reactor until it is absorbed by pillar, ground, or water or reflected out of the reactor. 

The system is composed of a periodic array of pillars. Therefore, to reduce the computation 

time, a model containing one quarter of a pillar in a box was considered for this study. To 

identify the hit points, intersections with the pillar’s surface and walls of the imaginary 

simulation box are modeled by considering two angles, 𝜃 and 𝜑. 𝜃 is the angle between 

the 2D projection of the ray and the horizontal axis, and 𝜑 is the angle between the ray and 

the vertical axis in 3D, illustrated in Figure 7.2, (a). A random ray is defined as a ray with 

a random start point and angle. The boundary condition is defined as the θ limits between 
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corners of the simulation box and endpoints of the pillar quarter (Figure 7.2, (b)). Figure 

7.2, (c) shows a simple schematic of micropillars in the reactor.  𝑅 is the pillar radius and 

𝐿 is the distance from the center of a pillar to the middle of the box, which is equivalent to 

half of the array’s pitch. The model accounts for the reflectivity of the surface. It also ac-

counts for both diffusive and specular reflections. Therefore, the results depend on the sur-

face material and roughness as well as its geometry. In the results sections, to focus on the 

effect of geometry on light absorption and rule out the effect of other variables, we consid-

ered specific values of reflectivity, and all reflections were assumed to be diffusive so that 

the direction of an outgoing ray after reflection was random. 

 

Figure 7.2, A schematic of (a) 2-dimensional simulation box with walls numbered and boundaries for an-
gles set as dashed lines, (b) a ray hitting a pillar and 𝜽 and 𝝋 angles, and (c) an array of pillars, Orange box 
shows the simulation model, R is the pillar radius, and L is the distance from center of pillar to the middle 
of pillar-to-pillar distance. 

The model is composed of three main functions. The first function follows a ray path and 

determines where it hits the pillar or a wall. The second function runs the first function 

multiple times to account for the periodic boundary. Through this, the ray is either absorbed 

by the pillar or ground, or it is reflected and carries on bouncing in between surfaces until 

it gets absorbed by the pillar, ground, or water. The ray can also leave the reactor from the 
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top open surface. If the ray does not get absorbed after a certain number of simulations, we 

assume that it is lost. Using the third function, simulations are performed on tens of thou-

sands of rays to construct the probability distribution of light capture, using multivariate 

Gaussian distributions, and to ensure good statistical averaging. The light capture model is 

a Python based program which has been made publicly available via a GitHub repository 

referenced here [199].  

7.4 Optimization of Pillar’s Radius 

The first part of this chapter reports the results of using the LightCapture model to find out 

how the pillar’s radius affects the light absorption efficiency. In addition, we present the 

results of coupling the LightCapture model with a Lattice Boltzmann flow model [24], 

[200], [201] to analyze the overall contaminant removal and water purification efficiency. 

A schematic of how these models are couples is illustrated in Figure 7.3. 

 
Figure 7.3, a visual explanation of the relation between the models used to predict the effect of pillar’s 
radius on overall photocatalytic performance. The LightCapture model is used to model light absorption 
by pillars which affect the number of generated hydroxyls. The velocity of flow is found via the LBM 
flow model [24], [200], [201]. The results of the two models are used to evaluate the contaminant de-
composition around the pillars. 
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7.4.1 LightCapture Results 

The correlation between the amount of captured light and pillar’s radius was found for 

pillars with reflectivity 0 and 0.5. the light capture distribution was computed for pillars 

with different radii and fixed 𝐿. The relative intensity of absorbed light is defined as the 

ratio of absorbed to incoming rays (𝐼U/𝐼&") and was obtained through multiplying the rela-

tive area (𝐴<?,CB/𝐴U&==?B) by the probability distribution of light absorption.  

Figure 7.4, (a) and (d) depict the 2D polar plots of relative intensity of captured light on 

the surface of pillars with reflectivity 0 and 0.5, respectively. Figure 7.4, (b) and (e) show 

the mean probability distribution of absorbed rays vs. the position of hit points on the length 

of pillars with reflectivity 0 and 0.5, respectively. Figure 7.4, (c) and (f) depict the relative 

intensity of absorbed light at different points through the length of pillars with reflectivity 

0 and 0.5, respectively. The mean probability distribution vs. height of hit points plots for 

all values of 𝑅 have a maximum below – but close to the surface – suggesting that the 

maximum light absorption occurs somewhere below and not at the surface of the pillars. 

The mean probability distribution at maximum increases as the pillar’s radius becomes 

larger. On the other hand, the available area for light transmission decreases as the surface 

area of the pillar increases. The interplay of these two factors results in a higher intensity 

of captured light for pillars with smaller radius. As a result, the polar plot surface becomes 

smaller (Figure 7.4, (a) and (d)), and the intensity peak value gets lower (Figure 7.4, (c) 

and (f)) as the radius of pillar increases. 



 152 

 
Figure 7.4, Intensity distribution of captured light on a pillar. In all plots, the data is sequential in radius 
along the arrows drawn on the plot for pillars of radii 2, 5, 7.5, 10, 12.5 𝝁𝒎. Plots (a, c, and e) are computed 
with reflectivity of 0, and (b, d, and f) with reflectivity of 0.5. Polar plots (a and b) show the angular 
distributions of light capture intensity. Plots (c–f) show the axial distribution of light capture, (c and d) the 
probability that any ray is incident on a pillar at a given height, and (e and f) the intensity of light captured 
at a given height. 

 
7.4.2 Coupling LightCapture with a Lattice Boltzmann Model 

The fluid flow in between the pillars was simulated using a two-dimensional (2D) fluid 

flow model presented in Refs. [24], [200], [201]. In this model, the flow of water through 

the pillar arrays is modelled using the Shan and Chen (SC) type Lattice Boltzmann method 

(LBM) [202], which allows efficient treatment of fluid-solid boundaries. In SC LBM, fluid 

flow is modelled by solving for kinetic-theory rooted fluid density distribution in scheme-

dependent number of lattice flow directions, 

𝑓(𝑥 + 𝑒?	𝛥𝑡, 𝑡 + 𝛥𝑡) = 𝑓(𝑥, 𝑡) − 𝛺(𝑥, 𝑡) (7.1) 

here, 𝑓(𝑥, 𝑡) is the density distribution at position 𝑥 and time	𝑡, 𝑒? is a tensor of discrete 

velocities associated with each lattice flow direction, and 𝛺(𝑥, 𝑡) is the collision term. The 
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macroscopic variables, velocity components and fluid density, are computed directly from 

the density distribution.  

The flow of water through the micropillar reactor was modelled as a 2D problem with 

periodic boundaries on all sides. The flow was steady-state, laminar, and driven by a body 

force acting as a conventional pressure drop. The simulations were performed with cells of 

pillars with different radii in a staggered arrangement and the results are shown in Figure 

7.5. The body force acting on the fluid was tuned for each geometry to obtain the same 

average residence time of the water in a single cell of the reactor with different pillar radii. 

In the motivating experimental work, the flows are controlled to give residence times rang-

ing from 9.8 𝑚𝑠 per cell to 78 𝑚𝑠 per cell. In this flow regime the flow rate scales linearly 

with pressure drop, and the flow field is self-similar across the range of flow rates mod-

elled. In arrays of wide pillars, the reduced volume of water means that the average water 

velocity is lower than in a thin pillar array with the same residence time. However, despite 

this, the increased drag from the additional surface area of the wide pillars requires a larger 

pressure drop to drive the flow, as is shown in Figure 7.5, (a). 



 154 

 

Figure 7.5, (a) shows the pressure drop required to drive water flow through different pillar arrays at a 
fixed residence time.  Panels (b–g) show the velocity field of the water in the arrays of 2, 5, 7.5, 10, 12.5 
and 15 𝜇𝑚 pillars, respectively. 

 
7.4.3 Contaminant Decomposition and Overall Performance 

The contaminant in the water is decomposed by hydroxyl radicals produced at the surface 

of the TiO2 pillars. Although this reaction happens in the fluid, the hydroxyl radicals are 

extremely short lived and so we can treat this as if the decomposition of contaminant mol-

ecules happens only at the surface of the pillars. The decomposition of contaminants is 

typically a multistep process, often producing intermediate reaction products that also react 

with hydroxyl radicals and can interfere with the reaction process by fouling the surface of 

the photocatalyst. To obtain a first understanding of the geometric scaling of the reactor 

we ignore this complexity. We treat the decomposition as a single step reaction with a rate 

that is first order in the concentration of hydroxyl and contaminant. The diffusion and de-

composition of contaminant are modelled by solving the diffusion-advection equation for 

the contaminant field in a single cell of the micropillar reactor as shown in Figure 7.6.  We 

solve the steady state equation in 2D: 
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0 = 𝐷∇!𝑐(𝑥, 𝑦) − �⃗�(𝑥, 𝑦) ∙ ∇𝑐(𝑥, 𝑦) (7.2) 

where 𝑐(𝑥, 𝑦) is the concentration of contaminant, D is the diffusion coefficient of the con-

taminant in water, and �⃗�(𝑥, 𝑦) is the velocity field of the flowing water that is obtained 

from the LBM simulations. We use the value of 𝐷 = 1.5 × 10(rcm2/s, the diffusion coef-

ficient of caffeine in water (a particularly recalcitrant water contaminant) [203]. The con-

centration distribution of solute is solved in a single cell of the micropillar array with the 

boundary conditions shown in Figure 7.6. The rate of decomposition of contaminant at the 

pillar surfaces is given by, 

�̇�stu = 𝑘	𝑝(𝑥, 𝑦)	𝑐(𝑥, 𝑦) = 𝐷𝑛× ∙ ∇𝑐(𝑥, 𝑦) (7.3) 

where 𝑝(𝑥, 𝑦) is the light capture distribution plotted in Figure 7.4 (a). The reaction rate, 𝑘 

contains a number of unknown quantities: the intensity of illumination, the quantum effi-

ciency of absorbed photons producing surface hydroxyl radicals, and the probability that 

an emitted hydroxyl will interact with a contaminant molecule. Because of these unknowns 

the reaction 𝑘 coefficient is left as a floating parameter. We know from the experimental 

results that with a residence time of 78 𝑚𝑠 per cell one can obtain decomposition of ~90 

% of contaminant in a reactor of 512 cells. We have used this result to tune 𝑘 to a value of 

0.02 𝑠(5	, to obtain a similar order of magnitude to the decomposition rate, and then veri-

fied that in this regime the performance varies linearly with 𝑘. 
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Figure 7.6, The solution domain and boundary conditions for the contaminant decomposition model. 

Figure 7.7 shows the contaminant distribution in one face centered cell of the pillar array 

under conditions of a slow and fast flow (long and short residence time). These show the 

concentration gradient driving diffusion to the pillars where decomposition occurs, and the 

overall reduction in the concentration from inlet to outlet of the cell. As the pillars become 

larger there is more surface area available for reaction, but the rate of reaction at those 

surfaces goes down because of the reduction in intensity of captured light. However, the 

larger pillars have narrower constrictions that the water must flow through leading to 

shorter diffusion distances to deliver contaminant to the pillars. This is a significant quali-

tative difference in the contaminant diffusion field at high and low flow rates: At low flow 

speeds, Figure 7.7, top there is a large diffusive flux of contaminant striking the pillars 

head on where the flow impinges upon it. This leaves a depleted region in the concentration 

distribution down stream of each pillar. At high flow rate, Figure 7.7, bottom, this depleted 
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region in each pillar’s wake extends all the way to the next pillar so the pillars shadow one 

another. In this high flow regime, the flux of contaminant to the pillars is mostly lateral to 

the flow direction. 

 
Figure 7.7, Steady state contaminant distribution profiles in the reactor. Top) (a–f) with long residence 
time, and bottom) with short residence time 

Computing the fraction of the inlet contaminant concentration that is decomposed in each 

cell provides a useful metric of performance, and enables quantitative comparison of the 

different geometries, as plotted in Figure 7.8, (a) vs the pillar, and (b) vs the width of the 

narrowest constriction in the pillar array. Also plotted are the performance vs driving pres-

sure gradient and the rate of contaminant removal (the performance scaled by residence 

time). These results show that longer residencies allow for more contaminant decomposi-

tion.  They also show that at higher flow rates there is a general trend for improved 
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performance with larger pillars; however, at slow flow rates there is a maximum in the 

performance for pillars between 7.5 and 10 𝜇𝑚 in radius. Given the increased pressure 

requirements needed to drive flow through wide pillared arrays, this suggests that experi-

mental optimization should focus on thinner pillars with high flow rate and recycle the 

fluid through the reactor multiple times. 

 
Figure 7.8, Plots of the photocatalytic performance of the micropillar arrays at fixed residence time as a 
function of (a) pillar radius, and (b) the width of the narrowest constriction in the water channel (c) 
performance vs driving pressure gradient, and (d) shows the rate of contaminant remove. 

 
7.5 Optimization of Pillar’s height: LightCapture Results 

The second part of results focuses on elucidating the relationship between pillar’s height 

and photoabsorption efficiency. For this part, we chose a system of pillars with radii 7.5 

𝜇𝑚, and 𝐿 = 14.14	𝜇𝑚 to match the experimental setup.  
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Figure 7.9 shows the light capture distribution plots within a unit cell from the microreactor 

with a pillar pitch to diameter ratio of 1.9 and reflectivity values of 0, 0.2, 0.3, and 0.5. The 

plots show, for varying pillar height, the total proportion of light entering a reactor that is 

absorbed by the pillars, absorbed by the reactor floor, or reflected back from the top surface 

and lost. The values of pillar height in Figure 7.9, were normalized by the spacing between 

the diagonally adjacent pillars 𝑊 = √2𝐿 − 2𝑟 where L is the vertical pitch between adja-

cent pillars, and r is the radius of the pillar. It can be seen in Figure 7.9, that for all values 

of reflectivity, for pillars taller than five times their diagonal distance (here, >24.5 𝜇𝑚), 

critical height, there is little further change in the total fraction of light captured by the 

reactor. As expected, higher reflectivity results in increasing the ratio of rays that are leav-

ing the reactor, but it does not cause a noticeable change in the critical pillar’s height.  
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Figure 7.9, Probability that the photons get absorbed by the pillars surface or the ground or leave the reactor 
from the top surface plotted through pillars height normalized over the spacing between the diagonally ad-
jacent pillars (𝑊 = √2	𝐿 − 2𝑟) for a surface with Ref. (a) 0, (b) 0.2, (c) 0.3, and (d) 0.5. 

Figure 7.10 illustrates the heatmaps of simulated light absorption distribution on the ground 

and pillar for devices with depths of 50, 100, and 150 𝜇𝑚, respectively. For this, the TiO2 

surfaces of the reactor were modeled with a reflectivity of 0.2 to match that measured ex-

perimentally. Figure 7.10 (e) and (f) show that most of the light is captured by the upper 

portion of the pillars. This would make the region near the top of the pillars highly photo-

active while the surface near the foot of the pillar and the reactor floor are much less active. 

Thus, one would not expect a significant improvement in reactor performance for pillars 

taller than 50 𝜇𝑚. This is in perfect alignment with the results of the experimental study 

done by Dr. Rao’s team. The results indicate that it may be beneficial to try other 
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geometries such as micro-cones instead of micropillars to achieve more uniformly distrib-

uted light capture and higher reactivity through the reactor. Varying pillar pitch and side-

wall angle may also contribute to improving light capture. Figure 7.10 (a – c) show that 

absorption on the ground is low and largely similar at each depth except for the micropillars 

with length 50 𝜇𝑚 which displays a slightly higher probability of absorption and better 

photon uniformity. 

 
Figure 7.10, (b - d) light capture probability distribution heatmaps for absorption on top) (b - d) the 
ground, and bottom) (e – f) the walls of pillars with depths of 50, 100, and 150 𝜇𝑚, respectively. To 
enable reliable comparison, same range of distribution was used to visualize light capture on the 
ground and pillars of all reactors. Simulations were performed for 100,000 rays. 

 
7.6 Model Evaluation 

The model evaluation was done by calculating the uncertainty of the predictions and com-

paring the results of simulations against experimental tests.  

To evaluate the uncertainty, we performed the simulations for 𝑁	rays, with 𝑁 varying in a 

range. Each time, we performed the simulations n times, and picked a fixed point 𝑝 to eval-

uate the uncertainty at it.  We computed the uncertainty 𝑈 at point 𝑝 as the standard error 
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of the average intensity 𝐼(̅𝑝) from the n simulations divided by the mean of the n simula-

tions. 𝑈 is, 

𝑈 =
1

𝐼(̅𝑝)√𝑛
	Ù
∑ }𝐼&(𝑝) − 𝐼(̅𝑝)|

!
&

𝑛 − 1  (7.4) 

With 𝐼(̅𝑝) defined as, 

𝐼(̅𝑝) =
1
𝑛x𝐼&(𝑝)	

&

 (7.5) 

Figure 7.11 shows the uncertainty plotted for simulations with different number of rays, 

using 𝑛 = 10 and with 𝑝 on the ground at the center of the four neighboring pillars. Ac-

cordingly, performing simulations with 20,000 rays resulted in an uncertainty value below 

10%. 
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Figure 7.11, Average uncertainty plotted against the number of simulated rays for a point at the center 
of the four neighboring pillars on the ground. Each simulation was performed 10 times to obtain a 
good statistical averaging. 

Moreover, the predictions from the LightCapture model were compared with the opera-

tional tests from experimental tests on the reactor. The predictions were found to be in 

perfect agreement with the experimental results.  

7.7 Conclusions 

The first chapter of this thesis focused on developing a numerical model that optimizes the 

design of microfluidic reactors for waste-water treatment in outer-space. The motivation 

for this model was to help an experimental group optimize the design of their reactor, which 

contains an array of Titanium dioxide (TiO2) micropillars.  

The results of simulations indicate that as the radius of the pillars in the reactor are in-

creased, the surface area of catalytic materials goes up, but the intensity of captured light 

goes down more quickly, and one thus, might expect that the performance would be worse 

with wide pillars; however moderate improvement in performance is observed due to the 

reduction in the diffusion path to the pillar surface. Increasing the flow rate of the 
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contaminated water produces a qualitatively different diffusion field, and although the con-

taminant decomposition per cell goes down the total rate of contaminant decomposition is 

increased. 

For comparison of pillars height, the results show that the optimum light capture is obtained 

for pillars with height ~5 times their diagonal distance, above which changing the pillar’s 

height does not increase the photoabsorption efficiency. This suggests that varying pillars’ 

pitch and sidewall angle may contribute to improving light capture. 

As opposed to trial and test methods, reliable mathematical models can help experimental-

ists make smarter and faster plans and save enormous amount of time and money. Although 

this project was targeted towards predicting the photoabsorption efficiency of TiO2 mi-

cropillars, the presented model can be readily expanded to apply to a wide range of other 

ray tracing problems such as rendering images and studies of heat transfer in porous mate-

rials. 
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8. Conclusions 
 
In this thesis, we reported novel first-principles studies and computational methods to ac-

celerate discovery of wide bandgap semiconductors. 

We presented first-principles studies to elucidate structure-property relations in various 

WBGs. We presented DFT calculations for predicting the growth mechanism of ZnO nano-

pyramidal structures for energy storage. The presented method can be implemented to en-

gineer other structures away-from-equilibrium. We also reported on our comprehensive 

studies to facilitate surface transfer doping in diamond. This involved ab initio studies of 

2D layers as interfacial layer to preserve the p-type bulk-like conductivity at the surface of 

diamond, as well as modeling amorphous V2O5 slabs as an acceptor layer for doping dia-

mond. These predictions provide valuable insight for the semiconductor device commu-

nity. 

Furthermore, we presented a novel AI-based approach to accelerate computational studies 

of surface-molecule interactions. This method provides an active learning framework based 

on integrating Gaussian Processes and molecular dynamics simulations to accelerate the 

search for the minimum energy structure. We demonstrate that through integrating the 

forces, we can achieve nearly 2× faster performance. This method can also be used for 

accelerating structure optimization in quantum simulations to significantly reduce the time 

and cost of simulations. Finally, in the last chapter, we presented a novel ray tracing method 

based on Monte Carlo simulations to simulate light absorption in microfluidic water recy-

cling reactors. The model was successfully applied to provide guidance for geometry 
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optimization in reactors designed by our collaborators for wastewater recycling during 

space missions.  
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