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ABSTRACT OF THE DISSERTATION

Machine Intelligence for Performant Surgical Robotics

by

Christopher Dambrosia

Doctor of Philosophy in Computer Science (Computer Engineering)

University of California San Diego, 2023

Professor Henrik I. Christensen, Chair

Intelligent algorithms for measuring and augmenting performance during

robotic-assisted surgery (RAS) in both human-robot collaborative and autonomous

system settings have the potential to benefit both surgeons and patients. Successful RAS

depends on both human operator and robotic system performance. Measuring

performance requires integrating, synchronizing and analyzing contemporaneous data

from humans, robots, and task environments. Safety-critical tasks in dynamic,

unstructured environments, such as RAS, require both high performing operators and

robotic systems. Surgeons operate in mentally and physically demanding workspaces

where the impact of error is highly consequential, and uncertainties in operating room
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(OR) robotic systems, particularly in kinematics and perception for autonomous

applications, have meaningful implications for clinical outcomes.

The purpose of this dissertation is to develop novel machine intelligence algorithms

to quantitatively model and augment performance during robot-assisted surgery for both

human operators and autonomous systems. For human operators, we analyze operator

biometric data to detect and predict intraoperative error. For autonomous systems, we

use perception algorithms to measure tool localization accuracy and visual scene

uncertainty in surgical environments. Our results show that we can detect and predict

intraoperative human error using a set of biometric features and that our perception

algorithms can more accurately localize surgical tools and measure visual scene

uncertainty in surgical environments.
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Chapter 1

Introduction and Background

The purpose of this dissertation is to develop novel machine intelligence algorithms

to quantitatively model and augment performance during robot-assisted surgery for both

human operators and autonomous systems. For human operators, we analyze operator

biometric data to detect and predict intraoperative error. For autonomous systems, we

use perception algorithms to measure tool localization accuracy and visual scene

uncertainty in surgical environments. Our results show that we can detect and predict

intraoperative human error using a set of biometric features and that our perception

algorithms can more accurately localize surgical tools and measure visual scene

uncertainty in surgical environments.

Effective human-robot collaboration depends on both human operator and robotic

system performance. Measuring performance requires integrating, synchronizing and

analyzing contemporaneous data from humans, robots, and task environments.

Safety-critical tasks in dynamic, unstructured environments, such as robotic-assisted

surgery (RAS), require both high performing operators and robotic systems. Surgeons

operate in mentally and physically demanding workspaces where the impact of error is

highly consequential [102] [30], and uncertainties in operating room (OR) robotic systems,

particularly in kinematics and perception for autonomous applications, have meaningful

implications for clinical outcomes. Intelligent algorithms for measuring and augmenting
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performance during RAS have the potential to benefit both surgeons and patients.

Both human operator and robotic platform and performance are critical to task

success [70] during RAS but understanding operator-specific and robotic platform-specific

contributions to task performance remains a challenge [35]. Automated task performance

analysis requires selecting accurate markers of intra-task progress and detecting these

markers in rapidly changing environments. Identifying operator-specific contributors to

task performance requires examining correspondences between task performance and

biometric signals. Identifying platform-specific contributors to task performance requires

associating task performance with platform attributes such as dexeme (surgical motion

primitives) difficulty [157] or measuring uncertainty in surgical tool localization and

surgical image representations.

1.1 Automated Surgical Performance Analysis

Automated objective error detection at a high temporal resolution is required to

accurately associate objective surgical errors with operator-specific data or robotic

platform-specific data. These associations are necessary for building performance-oriented

operator models and modelling robotic system uncertainties associated with surgical

errors.

Prior work in automated surgical performance analysis has primarily focused on

kinematic, system event, and haptic data obtained from RAS platforms. This data is then

used to find associations between features such as instrument traveling distance

(kinematics), camera clutch engagement (system event), and grip force (haptics) and

self-reported level of surgical experience [27]. Other research has used surgical video

analysis for competency assessment [161] [125] [150]. An alternative approach is use of

automated surgeme (surgical gesture) recognition and classification for proficiency

labeling or error detection [156].

2



However, due to limitations in objective task-environment analysis at high temporal

resolution, the unit of analysis for most prior research in RAS performance is often an

entire procedure or task rather than milliseconds to seconds within a procedure.

Additionally, rather than using actual surgical error, prior work often utilizes features

such as instrument travel distance or camera clutch engagement known to be proxies for

error rather than actual error. Where actual intraoperative error detection is studied,

research often relies on retrospective, manual annotations by expert surgeons [27]. These

manual annotations provide sub-task level resolution for error detection but sub-tasks

within surgical procedures can take seconds to minutes. A sub-task that is labeled with

an error then creates an imprecise error marker of seconds to minutes in length and

results in a low temporal resolution error signal.

1.2 Operator-specific Models

Building accurate, performance-oriented models of human operators requires

selecting operator characteristics of interest, accurately measuring these characteristics,

and correlating these characteristics with objective markers of task performance. Across a

wide range of studies, the examined operator characteristics are often physiological signals

due to their correlation with operator cognitive and affective states as well as various

aspects of human performance [106, 55]. Electroencephalography (EEG),

electrokardiogram (EKG), and eye tracking metrics are often the operator characteristics

of interest during various tasks including RAS [22].

EEG spectral band powers, for example, have been used as indicators of cognitive and

affective operator states as well as task performance in mentally and physically demanding

workspaces [16, 117, 61, 69, 121, 148, 78]. EKG metrics such as interbeat interval (IBI),

standard deviation of N-N intervals (SDNN), root-mean-square of successive differences in

N-N intervals (RMSSD), low frequency power, and high frequency power have also been
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validated as indicators of operator cognitive and affective states as well as correlates of

task performance during RAS [63, 15, 72, 39, 164]. Eye tracking metrics such as pupil

location, gaze trajectory, and fixation length have been correlated with performance in

various surgical tasks [155]. These biometric features are a natural choice for building

RAS operator models given their extensive validation as indicators of operator cognitive

and affective states and their correlation with task performance during RAS.

More specifically, understanding the relationship between operator physiology and

performance during robot-assisted surgery (RAS) has the potential to improve operating

outcomes, surgical education, training, and skills assessment [37, 104, 142]. The cognitive

and affective states of surgeons in the operating room (OR) are primary determinants of

surgical performance [169] [138] [67]. Measuring changes in these states contributes to

insightful performance analysis, training development and skills improvement [49] [21].

However, these cognitive and affective state measurements, which can be derived from

neurophysiological metrics, must be coupled with measures of surgical task success or

failure to enable any conclusions about the correspondences between psychological

indicators and surgical performance [103]. Unfortunately, the majority of existing tools to

measure surgical task performance are retrospective, reliant on subjective, manual expert

annotation and often focused on entire procedures rather than on intraoperative

performance [101].

Time and frequency-domain electrokardiogram (EKG) metrics provide high-temporal

resolution measures of surgeon physiology that are robust to sensing challenges in

dynamic operating room (OR) environments [63]. These metrics have been associated

with cognitive and affective features such as mental workload, acute stress, and cognitive

fatigue that are known to impact surgical performance [133, 124, 15]. To explore the

relationships between EKG measurements and performance, subjective, manual ratings of

surgical performance or error are then post-processed and correlated with physiological

data and their implied cognitive or affective features [163, 39]. Developing a more robust
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relationship between intraoperative EKG metrics and surgical performance, however,

requires rater-independent, objective error annotation, high-temporal resolution error

identification, and precise alignment of error markers with physiological signals.

Prior works examining EKG statistics in the context of surgical performance typically

consist of retrospective analyses that often aggregate physiological metrics over the entire

surgical procedure and use manual rating schemes to characterize per-procedure surgical

performance [88, 15, 76, 164, 5]. All of these studies use aggregated physiological statistics

and subjective performance outcomes. Higher temporal resolution experiments examining

intraoperative, rather than per-procedure performance and physiology, have been

published but are largely reliant on retrospective, rather than on-line or real-time, analysis

due to the need for manual annotation of surgical performance by expert surgeons [8].

EEG indicators of psychological features have also been shown to impact task

performance in mentally and physically demanding workspaces. Global θ power [23], and

global β power [123] as quantitative EEG indicators of error recognition. ”Focused

attention” or ”vigilance” is the ability of an individual to maintain sustained attention on

a task [110]. Decreases in focused attention increase error rates in human-machine

teamwork [57]. Fluctuations in levels of attention can be measured through changes in

EEG spectral power analyses [16]. Global β: (α + θ) power ratio [117], occipital β power

[61], occipital δ power [69], occipital θ power [121], frontal θ power [148], and global γ

power [78] have been used as quantitative indicators of attention.

Cognitive load and fatigue are similarly relevant to human-robot teaming. High

levels of cognitive load lead to task errors [149]. Cognitive fatigue, a decrease in cognitive

performance after sustained cognitive load [1], is of particular importance in safety-critical

aviation, transportation, aerospace, military, medicine, and industrial settings where

fatigued individuals routinely operate complex, automated systems [171]. EEG spectral

power ratios [134] can also be used as measures of cognitive load or fatigue. Frontal θ

power [143] [122] [145], frontal α power [111] and parietal α power [53] have been used as
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indicators of cognitive load. Global α power [135], occipital α power [153] [178], frontal θ

power [148], and θ:α power ratio at Fz [13] have been used as indicators of cognitive

fatigue.

Affective characteristics such as valence, arousal, and dominance (VAD) may also

influence human-robot system performance. Valence, the positivity or negativity of

emotion, modulates attention and has shown an inverted u-shaped relationship with

human performance in various tasks [19]. Arousal, often referred to as “stress”, has a

similar inverted u-shaped relationship with cognitive load [151] [146]. Dominance, feelings

of being “in control” of a situation, has a positive relationship with performance during

sustained tasks [32]. EEG correlates of valence include α power asymmetry [62] [109],

global β power [96], global γ power [108] and global α power [3]. Indicators of arousal

include global θ power, global β power and global γ power [96]. EEG correlates of

dominance include global α:β power ratio and parietal β power [158].

Prior work examining EEG changes during RAS has primarily focused on correlating

EEG measurements with retrospective, subjective surveys of perceived mental workload

[168] [65] [174] [176] [170]. While mental workload is a significant contributor to surgical

performance [136] [71] [9], it is not a proxy for actual performance. Understanding the

relationship between operator EEG measurements and actual surgical performance

requires objective, high temporal-resolution measurements of intraoperative performance

that can be synchronized with changes in EEG indicators.

While research that connects human physiology with robotic systems has appeared in

assistive or rehabilitation robotics, surgical robotics, drone operation, and rescue robotics.

Human-in-the-loop systems for assistive and rehabilitation robotics primarily use raw

physiological signals to optimize control parameters [4]. These systems do not consider

higher-level cognitive or affective features and their relationships with objective task

performance. Similar research in drone operation has examined the relationship between

EKG statistics and perceived task difficulty [38]. These analyses are focused on intra-task
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physiology and perceived task difficulty but are not related to objective markers of task

performance. While work in rescue robotics has measured cognitive workload via EEG

during teleoperation, this research is focused on adapting operator control interfaces to

reduce cognitive load rather than understanding how intra-task levels of cognitive load

affect intra-task errors or success [40].

Prior research on RAS-specific operator models uses post-surgery, manual ratings of

task performance or operator workload and retrospective analysis of physiological signals

to develop correspondences among task performance, and operator-specific or

platform-specific components of performance [107] [60] [41] [167]. Yu et al. [168] have

pioneered significant work in RAS human factors research, however, their work does not

include task environment perception for intra-task performance analysis. They instead

focus on aggregate levels of subjective workload and retrospectively calculate task

performance measures over entire procedures. While Zhou et al. [175, 174] have published

work using multimodal physiological signals combined with task performance and

operator workload annotations, these studies still rely on retrospective task performance

metrics, post-procedure subjective workload surveys, and post-processed physiological

data to analyze aggregate correspondences over entire procedures. These studies rely on

retrospective task performance metrics, post-procedure subjective workload surveys, and

post-processed physiological data to analyze aggregate correspondences over entire

procedures.

Importantly, this work includes neither task environment perception nor intra-task

performance measurement, making it impossible to analyze correspondences among task

performance, operator-specific and platform-specific components of performance at

intra-task resolution. Without these correspondences, for example, a surgical procedure

rated as an overall ”success” could have multiple intraoperative errors, all of

indeterminate origin (platform or operator). A ”failed” procedure would likely have many

intraoperative errors, also of indeterminate origin. Inability to track intraoperative error
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and analyze operator-specific or platform-dependent determinants of error makes operator

and platform performance improvement more difficult. Combining intra-task EKG, EEG,

or eye tracking metrics and intra-task performance enables understanding of intra-task

responses to objective error during RAS. To construct performance-oriented, accurate

models of human operators during RAS that have the capacity to guide real-time,

adaptive surgical robotic systems, integrating physiological indicators of operator states

with task error detection at intra-task resolution is necessary.

1.3 Robotic System Uncertainty

Robotic-system specific uncertainty, particularly for potentially autonomous

platforms, may also contribute to decreased RAS performance. Controlling robotic

manipulators via visual feedback requires a known coordinate frame transformation

between the robot and the camera. Uncertainties in mechanical systems as well as camera

calibration create errors in this coordinate frame transformation. These errors result in

poor localization of robotic manipulators and create a significant challenge for

applications, such as RAS, that rely on precise interactions between manipulators and the

environment.

Prior work in estimating the base-to-camera transform includes solving homogeneous

linear systems based on multiple images that capture markers affixed to robotic links

[50, 112], Solve-PnP approaches using detected markers on robotic manipulators [93] or

marker-less keypoint detection [87, 86, 91, 98]. These methods assume that there is no

error or uncertainty in joint angle measurements or the forward kinematic transforms.

To compensate for error and uncertainty in the base-to-camera transform, prior work

has considered interactive methods for calibrating remote center of motion (RCM) robots

[173] and kinematic remote center coordinate systems (KCS) that accounts for error in

the RCM camera frame-to-base transform [172]. Markers, learned features, silhouette
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matching, and online template matching from images have been used for KCS tracking

[94, 126, 127, 97]. These methods, however, fail to explicitly account for error or

uncertainty in joint angle measurements.

To estimate joint angle measurement errors in the context of cable-driven surgical

robotics, prior work has applied data-driven approaches, real-time inverse kinematics, and

physical modeling of cable transmission friction and hysteresis [113, 160].

Learning-based approaches for estimating cable stretch and Gaussian processes for

measurement error compensation have also been used [74, 115, 100]. Image-based

methods have used unscented Kalman filters and deep learning tools to accurately

estimate cable-driven joint angles [66, 139]. While all of these approaches have been

effective in the laboratory setting, they require significant investments in additional

sensors and calibration time. Moreover, learned joint calibration parameters become less

applicable over time due to mechanical effects such as cable stretch.

Estimating both camera-to-base transform and joint angle offsets simultaneously

using joint calibration techniques have been proposed [120, 89]. These methods, however,

can not account for dynamic uncertainties such as non-constant joint angle errors.

Methods to achieve real-time estimation of dynamic joint angle errors have used iterative

closest point matching based on 3D point clouds and Kalman filters [82]. Probabilistic

approaches using observation models parameterized by physical parameters have also

been explored [31]. While these works prioritize integrating additional sensors such as

depth cameras into real-time estimation, current RAS platforms only have access to

endoscopic images.

To address these challenges, prior work on lumped error formulations account for

uncertainty in the camera-to-base transform, camera calibration, and joint transforms in a

forward-kinematic model for partially visible kinematic chains [131]. Estimating this

lumped error has enabled more accurate, probabilistic tool tracking for surgical systems

[29]. However, this approach remains vulnerable to degradation in image quality, false
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positive and negative feature detections, fragile associations due to hand-tuned

parameters, and a lack of empirical, data-driven priors for Bayesian filter models.

In addition to end-effector localization uncertainty, visual uncertainty with respect to

endoscopic images remains a significant obstacle to high performance RAS, both in

human-robot collaborative settings and in autonomous applications. Estimating depth

from binocular imagery, particularly in dynamic unstructured environments such as

minimally invasive surgical scenes, is a necessity for human operators as well as

autonomous agents. Prior work on stereo algorithms for local correspondences often result

in inconsistent matching on poorly-textured and ambiguous surfaces [137, 162]. Global

correspondence algorithms require large computational efforts and high memory capacity

[18, 80, 51, 165, 28, 81]. Bayesian approaches for depth estimation have been

demonstrated to be both accurate and fast enough for real-time approaches [54].

While this work enables measurement of visual uncertainty, its applicability to RAS

remains unknown. “active vision” techniques that manipulate camera movement to

reduce the visual uncertainty of surgical scenes presented to human operators or robotic

system perception modules have not been explored. Prior research on active vision in the

RAS domain have largely focused on centering objects or features of interest in the

endoscopic field-of-view (FOV) [11, 45, 129, 75]. This higher-level approach depends on a

priori identification of objects or features of interest, relies on 2D image metrics for

optimized camera movement, and neglects the significant impact of visual depth

information on operators or autonomous systems performing RAS.

1.4 Our Work

This dissertation seeks to develop intelligent algorithms for augmenting surgical

performance during RAS in both human-robot collaborative and autonomous system

settings. For adaptive, high-fidelity operator models, we construct on-line, automated
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detection, analysis and alignment methods for intraoperative errors and biometric signals

including in order to identify relationships between operator-specific data and objective

surgical performance. We build and deploy SCALPEL, a system for on-line integration,

synchronization and analysis of biometric, robot and task data to characterize human

operator and robotic platform-specific measurements during intraoperative error. Changes

in EEG and EKG metrics are compared relative to personalized baselines during periods

of operator error to those captured during periods of no error. Pupil localization metrics

are compared across operators.

For robotic system uncertainty parametrization, we first develop a novel, data-driven

method for robust tool tracking that uses deep feature detection and association to

exploit surgical tool geometric primitives for pixel-based probabilistic models using

empirically derived priors. We use a laparoscopic tool insertion-shaft detection approach

based on a Deep Neural Network (DNN) with multiple observation models for Bayesian

filtering. We then create a novel formulation to capture image-based visual uncertainty

and derive an active vision method to reduce visual uncertainty in the RAS environment.

Our results demonstrate that automated, accurate detection of intraoperative error

synchronized with surgical motion primitive analysis and operator biometric patterns can

distinguish operator-specific and platform-specific contributions to surgical error.

Additionally, our results show that our novel approaches to surgical tool tracking and

visual uncertainty reduction enable higher performance RAS.

Our motivation is improving the performance of both human-robot teams and

autonomous systems during RAS. Understanding operator neurophysiology during

intraoperative error can help guide more accurate human performance assessments and

training for surgeons and other teleoperators. Understanding robotic platform uncertainty

can assist development of more capable teleoperated and autonomous robotic systems.

Both complementary avenues of investigation may ultimately lead to improved patient

outcomes following RAS.
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In the remainder of this dissertation, we describe our development of novel machine

intelligence algorithms to quantitatively characterize performance during robot-assisted

surgery for both human operators and autonomous systems.
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Chapter 2

Measuring Surgical Performance

To measure surgical performance, we focus on objective intra-task error detection,

operator biometric data capture, analysis and synchronization, robotic tool localization,

and robotic perception uncertainty. Capturing these task, operator and robot-specific

data streams required development and construction of a novel data capture and analysis

platform for use in an RAS-equipped OR (Fig. 2.1) as well as access to a dVRK.

2.1 SCALPEL Platform

SCALPEL (Synchronized Capture and Analysis for TeLeoperation Performance

EvaLuation) is a capture and analysis platform that examines task performance and

operator physiology in tandem, provides high temporal resolution for intra-task

performance and physiology metrics, and is suitable for on-line and retrospective data

analysis. SCALPEL is intended for high-consequence, safety-critical teleoperation tasks

such as robot-assisted surgery (RAS), drone operation, and disaster robotics to help

identify intra-task moments of difficulty or failure, monitor operator responses to

challenging situations, guide precision training and skill acquisition, and inform ratings of

operator proficiency. We use task environment images to detect intraoperative errors. We

analyze operator brain function, heart rate, and pupil movement to identify operator

characteristics during intra-task errors. Unlike prior work, SCALPEL includes a
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Figure 2.1. SCALPEL is an on-line, intra-task performance and biometric data platform
for measuring human operator performance during teleoperation. OR schematic specifies
the layout of a typical OR during a robot-assisted surgical procedure with SCALPEL
concepts included. Dashed lines indicate potential applications.

perception module for automated intraoperative error detection at high temporal

resolution that is synchronized with human operator biometric data on a

moment-by-moment basis. (Fig. 2.2)

2.2 System Components

SCALPEL is composed of 5 hardware components and 6 software modules. 4

hardware components acquire separate surgical or physiological data streams, and 1

central compute node runs 6 software modules to collect, synchronize, and integrate
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Figure 2.2. SCALPEL deployed in OR during surgical training. “Wearing EEG Headset”
shows the positioning of the EEG headset on the surgeon. “At Console” shows the surgeon
at the surgical console, the fit of the EEG headset within the confines of the console,
and the eye camera mounted within the console. “Expert Observer at Display” shows
the compute node (laptop) recording the EEG, ECG, surgical console, and eye camera
data streams and displaying those streams for the observer. “Display Streams” shows the
real-time display of all data streams as presented to the observer via the laptop screen.

physiological measurements with task-based information. (Fig. 2.3)

2.2.1 Hardware

The hardware components include a surgical console display, an infrared-sensitive,

short focal length USB camera, a 20-channel, dry-electrode wireless EEG headset, and a

chest-strap ECG monitor. (Table II)

Surgical Console Display

We use a daVinci Xi surgical console (Intuitive Surgical, Inc.) for image-based

surgical data. The Xi console has two VGA-video output ports for 640 x 480 pixel (px)

RGB images of the surgeon’s FOV at 30 fps. Image analysis can provide surgical

procedure information such as task and sub-task progress, error, duration, and

manipulator or endoscope movement. At a frame rate of 30 fps, frame-by-frame analysis

of the surgical procedure can be used to correlate task information with captured

physiological signals over 33 ms intervals.
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Figure 2.3. Software module input and output streams. Hardware component biometric
output streams.

Eye Camera

We use a short focal length USB camera with a frame rate of 30 fps and a resolution

of 640 x 480 px. The camera’s short focal length facilitates quality eye image capture in

the confined space of the surgical console. The surgical console prevents ambient light

from reaching the operator’s eyes so we remove the infrared (IR)-blocking filter on the

camera lens to increase pupil detection accuracy in low-light settings [105]. We also

modify the camera case to minimize possible occlusion of the surgeon’s FOV when the

camera is mounted on the surgical console. Rather than integrating the camera into a

wearable frame, we choose to mount the camera on the console to maximize the
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probability of accurate gaze estimation. By fixing the position of the camera relative to

both the position of the operator’s head in the surgical console and the position of the

surgical console display, gaze analysis is more robust.

EEG Headset

For neurophysiological data capture, we use a Cognionics Quick-20 EEG headset

(Cognionics, Inc.). We choose a dry-electrode rather than a gel-electrode system because

dry-electrode systems have less set-up and tear-down time. Instrumenting surgeons

rotating through simulated procedures in a fast-paced OR requires minimal set-up time.

ECG Monitor

We use a Polar H10 (Polar, Inc.) chest-strap monitor because the H10 has

comparable accuracy to medically-prescribed ECG monitors [56]. The H10’s signal

accuracy and sampling rate are high enough to detect in-task, real-time fluctuations of

time and frequency domain ECG statistics.

Compute Node

We use an Intel Core i7-5500U (Intel, Inc.)-based Windows (Microsoft, Inc.) laptop

as the central collection and compute node for the data streams provided by the previous

4 hardware components.

2.2.2 Software

SCALPEL’s 6 software modules are run on the central compute node. 4 modules

transfer raw data from the hardware components to a recording module (Data Recorder)

that synchronizes the raw data streams and stores them on disk. These 4 modules also

transfer raw data to a graphical display module (Display Streams) that synchronizes

and displays the input data. To transfer data between components and software modules,

we use TCP-based interprocess communication coupled with interprocess shared memory
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buffers to enable data synchronization and integration. Shared memory buffers minimize

the differences in synchronization and integration times across large-bandwidth data

streams (images from the surgical console and eye camera) and small-bandwidth data

streams (EEG and ECG samples). Synchronization is achieved using a linear fit between

the sample timestamp and the effective sampling rate for each separate data stream.

Image Stream Modules

Eye Stream receives images from the eye camera and uses separate threads to write

these images to video, send frame-by-frame image metadata to Data Recorder, and send

shared memory buffer image pointers to Display Streams. Console Stream receives

images of the surgeon’s FOV from the surgical console but is otherwise identical to

Eye Stream. We send image metadata rather than actual images to Data Recorder to

eliminate the need for writing identical videos to disk at both the image stream modules

and the data recording module. We send shared memory buffer image pointers rather

than actual images to Display Streams to avoid lag between image capture and image

display. Sending pointers reduces the time required for image data serialization at the

image stream modules and subsequent image data deserialization at the display module.

Biometric Stream Modules

EEG Stream sends EEG data from the Cognionics EEG headset to Data Recorder

and Display Streams. ECG Stream receives ECG voltages from the wearable heart rate

monitor and sends this data to the recording and display modules. Each sample in these

data streams is 20 x 32 bits (EEG Stream) or 1 x 32 bits (ECG Stream).

Display Module

Display Streams uses separate threads to subscribe to all image and physiological

data streams. These 4 streams are synchronized and displayed on the compute node’s
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Table 2.1. Target signals and sensors for an integrated task information and biometric
data analysis platform. Required sensor sampling rates for capturing features of interest.

Target Signal Biometric Sensor: Minimum Required
Feature(s) Sampling Rate (Hz)

Task Information Console Display: 20 - 77+
Surgeon POV

Brain Function EEG: Spectral Powers 100 - 500+
Autonomic Nervous ECG: R-R Intervals, 100 - 500+ [84]

System Tone Heart Rate Variability
Eye Movement Eye Camera: Intra-task ≥ Task Information

Gaze Trajectory Rate (20 - 77+)

Table 2.2. Hardware components for the SCALPEL system. Interfaces and reported
sampling rates.

Component Interface Sampling Rate (Hz)

Surgical Console Display VGA (Out) 30
Eye Camera USB 2.0 / 3.0 (Out) 30

EEG Headset USB 2.0 / 3.0 (Out) 500
ECG Monitor Bluetooth 5.0 / ANT+ (Out) 130

Compute Node 3x USB 2.0 (In) -
(Laptop) 1x Bluetooth 5.0 (In)

monitor. Display Streams receives shared memory buffer image pointers from the image

stream modules to minimize the time required for interprocess data transport.

2.3 SCALPEL Validation Experiments

We conducted three separate trials to validate SCALPEL’s sample loss, latency,

jitter, and synchronization error during actual RAS simulation training sessions for

surgical residents. For each trial, we instrumented a different surgical resident and had

them complete three simulation lessons on the surgical console.
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Table 2.3. Hardware components for the SCALPEL system. Interfaces, channels and
resolutions.

Component Interface Channels Resolution

Surgical Console Display VGA (Out) 3: RGB 640 x 480 pixels
Eye Camera USB 2.0 / 3.0 (Out) 3: RGB 640 x 480 pixels

EEG Headset USB 2.0 / 3.0 (Out) 20 +/- 1 microvolt
ECG Monitor Bluetooth 5.0 / ANT+ (Out) 1 +/- 1 microvolt

Compute Node 3x USB 2.0 (In) - -
(Laptop) 1x Bluetooth 5.0 (In)

Figure 2.4. Latency and synchronization error for all validation trials.

2.3.1 Sample Loss, Latency, Jitter and Synchronization Error

Given a set of sensing modalities M :{console video (cv), eye camera (ec), eeg, ekg}

with sampling rates SM :{smcv, smec, smeeg, smekg}, an experiment duration D, a sample

acquisition process acq, and a sample recording process rec running on a central compute

node for each sensing modality m ∈ M , we define the sample loss slm for sensing modality

m as the minimum of the difference between the expected number of samples to be

recorded for the experiment and the actual number of recorded samples and zero.:

slm = min(D ∗ smm − count(si,m∀i ∈ {1, ..., N}), 0)

We define the latency li,m associated with the ith sample from modality m ∈ M as
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the absolute error between the time t at which the sample was acquired tacqi,m and the time

at which the sample was recorded treci,m:

li,m = |tacqi,m − treci,m|

We generate these timestamps by having the acquisition and recording processes

query the local cpu clock each time a sample is acquired or recorded.

The jitter jm for each sensing modality m ∈ M is the standard deviation of the

latency for all N samples acquired and recorded by that sensor:

jm =

√√√√ 1

N − 1

N∑
i=1

(li,m − 1

N

N∑
i=1

li,m)2

We calculate the synchronization error for each sample from each sensing modality

relative to the samples from the console video stream. We choose to synchronize to the

console video because the physiological responses of the operator depend on committing

and observing errors through the surgical console display.

We define the ith sample synchronization error syni,m) for m ∈ M \ cv as the

absolute error between the time the ith console video sample is recorded treci,cv and the time

of the nearest sample from modality m ∈ M \ cv:

syni,m = min
j∈1...N

|treci,cv − trecj,m|

Only the video streams had sample loss (Table I). The maximum sample loss from

the console video stream was 0.6%. The eye camera had sample loss ranging from 9-30%.

We attribute this sample loss to two factors. First, we use an inexpensive USB camera

with a maximum sampling rate of 30 Hz. These cameras are known to throttle image

capture and transport at the camera processor level [73]. Second, we use an inexpensive

central compute node with USB 2.0 serial buses. This limits the throughput of frames
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from both video streams able to be received by the central compute node.

The maximum system latency across all streams was at most 14 µs, and the

maximum jitter across all streams was 12 µs. Both of these results were generated by the

eye camera; again, an expected result given our pairing of a low-resource USB camera to

an low-resource central compute node. Importantly, the latency and jitter of this sensor

stream is orders of magnitude smaller than physiological responses to stimulus which take

place at the hundreds of milliseconds scale [166].

Synchronization error was also largest for the eye camera. We expected this result

given the number of dropped samples as well as the lower sampling rate from this sensor.

Fewer eye camera samples recorded implies a larger synchronization error as each console

video sample to which an eye camera sample must be synchronized is necessarily further

in time from any of the sparsely recorded eye camera samples. Synchronization error for

EEG and EKG streams was consistent at 1.9 ms and 0.5 ms. This consistency was

expected given the low rates of sample loss from both of those streams. The

waveform-patterns of synchronization error in Fig. 2.4 is a result of the consistent offsets

between regularly sampled data streams. These synchronization errors were orders of

magnitude smaller than physiological response time to stimulus.

2.3.2 Surgical Error Detection

Understanding the relationships between physiological indices and operator

performance requires objective task-based data. This data can be acquired from several

possible sources including manual annotation of task performance and image-based

analysis of task videos. We choose image-based task analysis because we use only three

simulation environments for all participants. After annotating a single simulation in each

environment for one participant, we use those annotation parameters to analyze the

simulations for all participants. These annotations are performed on videos captured at a

frame rate of 30 frames per second (fps). Frame-by-frame annotation provides 30 Hertz
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Table 2.4. Results from validation trials.

Validation Trials
#1 #2 #3

Trial Duration
Seconds (s) 781.5 501.3 795.2
Nominal Sampling Rate (Hz)
Console Video 30 30 30
EEG 500 500 500
EKG 130 130 130
Eye Camera 30 30 30
No. of Samples Expected
Console Video 23445 15039 23856
EEG 390750 250650 397600
EKG 101595 65169 103376
Eye Camera 23445 15039 23856
No. of Samples Captured
Console Video 23306 15039 23858
EEG 390755 250672 397632
EKG 101908 65335 103514
Eye Camera 16358 13669 19720
Sample Loss (% of expected)
Console Video 0.6% 0.0% 0.0%
EEG 0.0% 0.0% 0.0%
EKG 0.0% 0.0% 0.0%
Eye Camera 30.2% 9.1% 17.3%
Effective Sampling Rate (Hz)
Console Video 29.8 30.0 30.0
EEG 500.0 500.0 500.0
EKG 130.4 130.3 130.2
Eye Camera 20.9 27.3 24.8
Sample Transmission Latency ± Jitter (s)
Console Video 6.07E-06±5.90E-06 1.32E-05±9.31E-06 1.22E-05±5.93E-06
EEG 8.07E-06±5.83E-06 2.37E-05±6.92E-06 8.72E-06±6.20E-06
EKG 5.64E-06±5.43E-06 6.81E-06±1.14E-05 7.70E-06±6.23E-06
Eye Camera 6.31E-06±6.12E-06 1.43E-05±1.19E-05 9.46E-06±6.64E-06
Synchronization Error±1σ (s)
Console Video - - -
EEG 5.00E-04±2.89E-04 5.00E-04±2.89E-04 5.00E-04±2.89E-04
EKG 1.92E-03±1.11E-03 1.92E-03±1.11E-03 1.92E-03±1.11E-03
Eye Camera 1.20E-02±6.91E-03 9.15E-03±5.28E-03 9.93E-03±5.73E-03
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(Hz) resolution for task-based data. This resolution aligns with estimates of human visual

processing speed which range from 13 to 50 milliseconds (ms) per image i.e. 20 to 77 fps

[119] and implies that we can map post-visual processing operator reactions to in-task

stimuli using frame-by-frame analysis of task videos.

We use the daVinci Simulation Software (dvSS) for the surgical simulation task

environment. When an operator makes an error during surgical simulation, the operator

receives visual feedback from dvSS via the surgical console display (i.e. the surgeon’s

field-of-view or FOV). We exploit this visual feedback for intraoperative error detection by

constructing hue, saturation, and value (hsv) thresholds that are tuned to the visual

feedback received by the operator in the surgical console display during error. We use

these thresholds to mask and segment each video frame. We sum the pixel intensities in

the masked and segmented image and compare them to a tuned error threshold in order

to classify that frame as an ”error” or ”no-error” frame. (Fig. 2.5)

Given a set of intraoperative errors E: {Excessive Force on Manipulated Object,

Manipulated Object Collision with Obstacle, Instrument Collision with Obstacle,

Instrument Out of View of Endoscope, Instrument-Instrument/Endoscope Collision}, we

create an hsv threshold hsve for each e ∈ E. From the console video stream cv, we obtain

the ith video image frame (i.e. the ith sample) si,cv and apply each hsv threshold to that

sample:

hsve(si,cv)∀e ∈ E

This generates a set of masked and segmented images corresponding to each type of

intraoperative error ke∀e ∈ E. We then sum the pixel intensities for all P pixels p in each

of the masked and segmented images ke to generate a value vi,e for the ith sample and

error type e where I(ke) indicates the vector of pixel intensities for all pixels in masked

and segmented image ke:
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Figure 2.5. SCALPEL error annotation pipeline. The top row of images are video frames
captured from the surgical console. The middle row of images are masked and segmented
images resulting from applying our hsv thresholds to each original image. The bottom
row of images are the annotations produced by SCALPEL.

vi,e =
P∑

p=1

I(ke)

We then compare each vi,e to the corresponding error threshold re in order to classify

the console video sample si,cv as an ”error” or ”no-error” frame:

si,cv :=


error if vi,e ≥ re

no error if vi,e ≤ re

Comparing a single expert’s manual annotation of a random selection of 18,887

frames from three validation trials to SCALPEL annotations demonstrated that our

automated error detection algorithms had an overall accuracy of 98.0%, precision of

90.4%, and recall of 93.7%.
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Table 2.5. Intraoperative Error Detection Accuracy. Numbers shown indicate the number
of operating console video frames from the validation set labeled with ”Error” and ”No
Error” by SCALPEL as compared to manual annotation.

Manual Annotations

SCALPEL Error No Error Total

Error 2135 226 2361
No Error 143 16383 16526

Total 2278 16609 18887
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Chapter 3

Modeling Human Operators

To build interpretable operator models that can detect and predict intra-task error

based on operator biometric features, we captured, analyzed and synchronized operator

biometric data with high temporal resolution intra-task error markers. Due to intersubject

variability and our interest in comparing biometric features across participants, we used

each participant as their own experimental control. Therefore, all EEG and EKG

biometric data are reported as relative to that individual’s average baseline measure.

3.1 Methods

3.1.1 Experimental Protocol

Fifty-seven participants signed informed consent and participated in a study that was

approved by the local institutional IRB. Of these 57 participants, nine had no medical or

surgical training, and the remainder were general surgery residents or attending physicians.

All participants were näıve to the hypotheses of the study prior to participation.

During the experimental session, participants were first informed of the procedures,

then fitted with a Polar H10 EKG monitor (Polar Inc. USA) and CGX Quick-20 (CGX

Inc. San Diego CA USA), twenty-channel mobile EEG headset arranged according to the

international 10-20 EEG system. These systems were checked for appropriate positioning,

data transfer, and signal quality. If necessary, sensor positions were adjusted to improve
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Table 3.1. Study demographics.

Cohort Final
Number of participants 57

Gender: M/F 36/21
Error % (mean, [range]) 17.2 [2.3 - 35.3]

Time to completion (s) (mean, [range]) 818.3 [306.6 - 2028.8]
Years of experience (mean, [range]) 2.3 [0 - 5]

signal quality. All data, including EKG, EEG, and video data from the operator’s point of

view, were recorded on the same external computer.

After confirming EKG and EEG signal quality, participants performed four minutes

of eyes-open, baseline resting data collection with each participant sitting at the operating

console. Due to intersubject variability and the interest in comparing biometric features

across participants, each participant’s baseline data was used as their own experimental

control with subsequent EKG and EEG features reported relative to that individual’s

baseline measurements.

Following baseline recording, each participant was directed to start the simulation

tasks on the Da Vinci surgical robot. Each participant completed the ”Ring Rollercoaster

1,” ”Ring Rollercoaster 3,” and ”Wrist Articulation 1” simulation tasks without breaks, in

this order, as EKG was collected at 130 Hz and EEG was collected at 500 Hz. During the

simulations, each participant’s head rested against a custom mount affixed to the console

to minimize pressure on the EEG headset, and they were asked to be conscious of limiting

pressure on the electrodes. After the experimental session, participants completed a brief

demographic survey.
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3.1.2 EEG Analysis

To pre-process the raw EEG data, we use the PREP bad-channel elimination

pipeline [14], highpass filter the resulting signal at 0.5Hz. We then eliminate EEG noise

using artifact subspace reconstruction [24]. This pre-processed data is then filtered in

parallel into four spectral power bands: theta (θ: 4-8 Hz), alpha (α: 8-12 Hz), beta (β:

12-30 Hz), and gamma (γ: 30-50 Hz).

To accurately synchronize each operating console video frame with a 1-second

window of EEG data, we align the ith console video sample with the jth EEG sample

that minimizes the synchronization error syni,eeg. The timestamp trecj,eeg is the “start EEG

window” timestamp that corresponds to the start of the ith console video frame. We then

we align the i + 1th console video sample with the kth EEG sample that minimizes the

synchronization error syni+1,eeg. The timestamp treck,eeg is the “start EEG window”

timestamp that corresponds to the start of the i + 1th console video frame.

The EEG window corresponding to the ith console video frame therefore includes all

samples received in the interval

[
trecj,eeg, t

rec
j,eeg + 1

)
We then compute the amplitude of each EEG spectral band for every EEG channel.

Channel-specific spectral band amplitudes are aggregated into global spectral band

amplitudes for all samples in the EEG window. We take the root-mean-square of the

amplitudes for each band in the 1-second window to generate the global spectral band

power features for the EEG window. These features are compared to the average feature

value for the baseline period, and these relative feature values can be associated with the

presence or absence of a detected intraoperative error in the synchronized console video

frame.
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Table 3.2. EEG correlates of selected cognitive and affective features from previously
published research. All electrodes: Fp1, Fp2, F7, F3, Fz, F4, F8, T3, C3, Cz, C4, T4, P7,
P3, Pz, P4, P8, O1, O2.

Cognitive / Affective Feature EEG Correlate Spectral Bands: EEG Electrodes

Attention global β: (α + θ) power ratio [117] β, α, θ: All
occipital β power [61] β: O1, O2
occipital δ power [69] δ: O1, O2
occipital θ power [121] θ: O1, O2
frontal θ power [148] θ: F4, Fz, F3
global γ power [78] γ: all

Cognitive Load frontal θ power [143] [122] [145] θ: F4, Fz, F3
frontal α power [111] α: F4, Fz, F3
parietal α power [53] α: P3, P4, Pz, P7, P8

Cognitive Fatigue global α power [135] α: All
occipital α power [153] [178] α: O1, O2

frontal θ power [148] θ: F4, Fz, F3
θ:α power ratio [13] θ, α: Fz

Valence α power asymmetry [62] [109] α: (F7, Fp1, F3, C3, P7, T3, P3, O1) / (Fp2, F8, F4, P8, P4, O2, C4, T4)
global β power [96] β: all
global γ power [108] γ: all
global α power [3] α: all

Arousal global θ power θ: all
global β power β: all

global γ power [96] γ: all
Dominance global α:β power ratio α, β: all

parietal β power [158] β: P3, P4, Pz, P7, P8
Error Recognition global θ power [23] θ: all

global β power [123] β: all

3.1.3 EKG Analysis

Interbeat interval (IBI), standard deviation of N-N interval (SDNN),

root-mean-square successive differences in N-N interval (RMSSD), low frequency (LF)

signal (0.04 – 0.15 Hz), and high frequency (HF) signal (0.15 – 0.40 Hz) features are

calculated from raw EKG data [140]. SDNN and RMSSD are calculated using a 30 second

(s) sliding window [141] with a single sample stride resulting in 30 s SDNN and RMSSD

measures at 130 Hz resolution. LF and HF signal components were isolated from raw

data using parallel passband filters of (0.04 – 0.15 Hz) and (0.15 – 0.40 Hz), respectively.

LF and HF signal powers were calculated using root-mean-square (RMS) amplitude over

a 25-second window.

The IBI value at trecj,ekg is the most recently captured heartbeat interval. The SDNN

and RMSSD values at trecj,ekg are computed over all EKG samples in the interval:
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[
trecj,ekg, t

rec
j,ekg + 30

]
.

As an additional example, the SDNN and RMSSD values at trecj+1,ekg are computed

over all samples in the interval:

[
trecj+1,ekg, t

rec
j+1,ekg + 30

]
The LF and HF signal powers at trecj,ekg are the RMS amplitude values of LF and HF

signal components over the window:

[
trecj,ekg, t

rec
j,ekg + 25

]
The value of each EKG feature (relative IBI, SDNN, RMSSD, LF power, HF power)

is thus associated with a timestamp trecj,ekg corresponding to the jth sample sj,ekg.

To accurately synchronize each operating console video frame with these heart rate

variability (HRV) features, we align the ith console video sample with the jth EKG

sample that minimizes the synchronization error syni,ekg. The timestamp trecj,ekg is the

“start EKG window” timestamp that corresponds to the start of the ith console video

frame. We then align the i + 1th console video sample with the kth EKG sample that

minimizes the synchronization error syni+1,ekg. The timestamp treck,ekg is the “start EKG

window” timestamp that corresponds to the start of the i + 1th console video frame.

We compare the HRV feature values associated with each sample in this window with

the average baseline feature value. We average these ratios over all samples in the window

to generate relative IBI, SDNN, RMSSD, LF power, and HF power values for the ith

console video frame that we can then associate with the presence or absence of an

intraoperative error.

Time-domain EKG statistics: IBI reflects the amount of time between successive
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Figure 3.1. Time-Domain EKG Statistics. Interbeat interval (IBI) measures the time
(ms) between two heart beats as indicated by the N–N interval. Standard deviation of
N–N intervals (SDNN) measures the standard deviation of N–N intervals as measured by
IBIs over a specified window of time. RMSSD measures the root mean square of successive
differences in N–N intervals as measured by successive differences in IBIs over a window of
time.

heart beats (Fig. 3.1). A decrease in IBI is equivalent to an increase in heart rate, which

is a marker of increased sympathetic autonomic nervous system (SANS) activity or

decreased parasympathetic autonomic nervous system (PANS) activity [118]. Increased
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SANS activity has been associated with increased stress, mental and physical workload,

and suppression of negative emotions [140].

Increases in SDNN are associated with increased vagal tone and therefore increased

PANS activity [133]. Vagal tone and increased PANS activity have been correlated with

resilience to mental, emotional, and physical stress as well as lower cognitive workload

[116, 42, 118]. Increases in RMSSD are also associated with higher vagal tone and PANS

activity [25].

Frequency-domain EKG statistics: LF power is an indicator of mixed SANS and

PANS activity as well as baroreflex activity, whereas HF power reflects vagal tone [141].

Increases in LF are associated with higher mental workload [90], and decreases in HF are

associated with stress, panic, anxiety, or worry [177].

3.1.4 Eye Tracking

To generate the pixel coordinates of the operator’s pupil location xi, yi in si,ec, we

first fine-tune a pre-trained eye tracking CNN [44] on manually annotated eye camera

video frames. Using this fine-tuned network we generate the xi, yi operator pupil pixel

coordinates for the ith image frame obtained from the eye camera (si,ec). We measure the

frequency of pupil localizations at each pixel over all eye camera samples to generate a

frequency-based heatmap of pupil localizations for each operator over all simulations.

3.1.5 Operator Models

For operator dexeme identification, we create a taxonomy of dexemes for the surgical

simulations. (Fig. 3.2) We manually annotate operating console video for dexeme

identification on a frame-by-frame basis for individual operators. (Fig. 3.3)

Surgeon performance was calculated based on the combination of simulation error

percentage and time to completion. Error percentage was calculated as the percentage of

video frames in which an error was detected relative to the total number of video frames
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Figure 3.2. Dexeme Taxonomy. ”Action” indicates the possible actions taken by the
operator. ”Properties” indicates the possible properties of the action taken by the operator.

captured during all three simulation tasks. Time to completion was calculated as the total

time taken to complete all three tasks. To stratify the participants into performance

groups, high performers were defined as the top 33% of participants in rank order by the

lowest combined error percentage rank and time to completion rank. Low-performing

participants were defined as the bottom 33% of participants in rank order by the highest

combined error percentage rank and time to completion rank.

Separate linear mixed-effects models were used for the analysis of EEG and EKG
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Figure 3.3. Frame-by-Frame Intraoperative Error and Dexeme Annotation. Illustrative
example of an operating console video frame that has been labeled as ”Error” and has
been annotated with the relevant dexemes.

features. Based on previous literature (Table:3.2), we studied a total of 19 EEG features:

global delta, theta, alpha, beta, and gamma powers, occipital delta, theta, alpha, beta,

and gamma powers, frontal theta and alpha powers, parietal alpha and beta powers, the

ratio of theta power to alpha power at the Fz electrode, alpha power left-to-right

asymmetry, the ratio of global beta to the sum of global alpha and theta power, and the

ratio of global alpha power to beta power. We also examinex 5 EKG features: IBI, SDNN,

RMSSD, LF power, and HF power.

Each feature was evaluated in a separate linear mixed-effects model. In each model,

36



the dependent variable was a log-scaled feature, while the fixed effect was the presence or

absence of error. Individual participant variance was modeled as a random effect in all

models. Four study groups were considered: all participants, high-performing operators,

low-performing operators, and operators that were neither high nor low-performing

(labeled ”None”). Therefore, a total of 96 models were evaluated, one for each

standardized EEG or EKG feature as a function of error status for each of the three

subgroups. Given the independent testing of 96 unique models, the baseline significance

level of P = 0.01 is corrected by a factor of 1
100

leading to a multiple comparisons

corrected significance level of P = 0.0001. Effects that met this significance threshold

were then further evaluated using visual inspection of residual plots such as the Q-Q plots

for evaluation of normality. Only effects that were both significant and passed visual

inspection of residual plots are reported as significant. An example of an effect (LF Power

for all participants) that met our significance threshold but did not pass our residual plot

inspection demonstrated a Q-Q plot as seen in Fig. 3.4 whereas the LF:HF Ratio effect

for all participants that met our significance threshold and passed our residual plot

inspection had a Q-Q plot as seen in Fig. 3.5.

3.2 Results

3.2.1 Performance Groups

Among the 57 total participants, there was a wide range of completion times (from

300 to 2000 seconds) and error percentages (from 2 to 35%) (Figure 1). The average error

percentage and time to completion for high-performing surgeons was 8.7% (sd=2.8) and

780.9s (sd=284.7), respectively, as compared to 26.4% (sd=5.4) and 763.0s (sd=396.6) for

low-performing surgeons. The median number of years of training was two years for both

the high and low-performing groups.
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Figure 3.4. Q-Q plot to evaluate normality of residuals for LF Power model.
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Figure 3.5. Q-Q plot to evaluate normality of residuals for LF:HF Power Ratio model.
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Figure 3.6. High and low-performance groups based on error percentage and time to
completion. High-performing surgeons have a relatively lower combined error percentage
and time to completion than low-performing surgeons. The color scale indicates the
number of years of surgical training experience.

3.2.2 EEG and EKG Features During Error

EEG analyses tested over all participants revealed significant differences between

error and non-error intervals for occipital delta power (-0.007318804; se=0.0009969239;

p=2.115369e-13) and the ratio of theta power to alpha power at the Fz electrode

(-0.01120121; se=0.0009093942; p=7.356278e-35). Among the five tested EKG features,

differences in HF power (0.03082602; se=0.002861553; p=4.660412e-27), the ratio of LF to

HF power (-0.02625609; se=0.003857423; p=9.996478e-12), and RMSSD (0.00811906;

se=0.00145106; p=2.203534e-0) were significant for error, as compared to non-error
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intervals, for all participants.

Figure 3.7. Fixed Effect Estimates for Changes in EKG and EEG features during error
for All Participants. Corrected significance level for all participants is P = 0.0001. *: P <
0.0001.

3.2.3 EKG and EEG Features During Error for High and Low
Performing Surgeons

In order to test the neurophysiological responses associated with the commission of

errors in high and low performing operators, EEG and EKG features were compared for

error versus non-error intervals in random, mixed-effects models for each performance

level.
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For high performers, differences in occipital delta power (0.009580559;

se=0.002340957; p=4.266862e-05), occipital alpha power (0.009870165, se=0.001625928,

p=1.276493e-09), and the ratio of LF to HF power (0.05823631; se=0.00817304;

p=1.039713e-12) were significant during error versus non-error intervals.

For low performers, differences in occipital alpha power (0.01289403;

se=0.0009594165; p=3.638445e-41), frontal theta power (-0.01468344; se=0.001018718;

p=4.385957e-47), the ratio of theta power to alpha power at the Fz electrode (-0.01198618;

se=0.001376407; p=3.097818e-18), alpha power left-to-right asymmetry (0.002659913;

se=0.0006095249; p=1.277945e-05), and the ratio of LF to HF power (-0.07776039;

se=0.005591473; p=5.930055e-44) were significant during errors versus non-error intervals.

For operators who were neither high nor low performers, differences in the ratio of

theta power to alpha power at the Fz electrode (-0.01212955; se=0.001490252;

p=3.988714e-16) were significant during errors versus non-error intervals.

3.2.4 Intraoperative Error Density by Dexeme

We choose two participants with different error timelines to illustrate the necessity of

high temporal-resolution error detection for insights into platform and operator-specific

contributors to intraoperative error. (Fig. 3.9) For Participant #1, the dexemes in which

the operator made the most number of errors are ”L T:RFU” (gripping the object with

the left hand end effector, rotating the left wrist through a full concave up arc while

traveling from to the right), ”Pass/Switch: L to R” (gripping the object with the left

hand end effector and passing it to the right hand end effector), and ”R Touch/Tap: LB”

(using the right hand end effector to touch the left and bottom hemispheres of the target).

For Participant #2, however, the dexemes with the highest error densities are ”L

T:RFD” (gripping the object with the left hand end effector, rotating the left wrist

through a full concave up arc while traveling to the right), ”L T:RHDD” (gripping the

object with the left hand end effector, rotating the left wrist through a half concave down
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Figure 3.8. Fixed Effect Estimates for Changes in EKG and EEG features during error
for High, Low, and neither High nor Low performing Participants. Corrected significance
level is P = 0.0001. +: significant effect for High performers. *: significant effect for
’None’ group i.e. neither high nor low performers. -: significant effect for Low performers.

arc while traveling down and to the right), and ”L Touch/Tap: RT” (using the left hand

end effector to touch the right and top hemispheres of the target).

We can use synchronized intraoperative error detection and dexeme identification for

operator-specific performance improvement. Participant #1 could benefit from training in

left-handed surgical instrument manipulation with an emphasis on left wrist,

counter-clockwise rotational control. Additionally, practice in targeting objects on the

opposite side of the surgical field using right-handed instruments may be beneficial.

Participant #2, by contrast, may benefit from training left wrist, clockwise rotational

control and targeting objects on the opposite side of the surgical field using left-handed

instruments.
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Figure 3.9. High temporal resolution error detection for comparing intraoperative error
density between participants. Each vertical red line in the error timeline represents an
operating console video frame in which an intraoperative error was detected. Clusters of
vertical red lines indicate simulation segments with a high density of errors. The images
above each error timeline represent operator actions associated with high error densities
for each participant.

We can also use synchronized intraoperative error detection and dexeme identification

to guide platform-specific development. For both participants, the common dexemes with

the highest intraoperative error density were (a) ”Using hand: Left; Traverse: Away from

Operator” (using left hand, traverse linearly away from operator into the field), (b)

”Using hand: Left; Turn: to Right, Full Arc, Concave Down” (using left hand, rotate left

wrist in full concave down arc towards the right) and (c) ”Using hand: Left; Turn: to

Right, Full Arc, Concave Down, Away from Operator” (using left hand, rotate left wrist

in a full concave down arc away from the operator and to the right). (Fig. 3.10)

The operator-specific interpretation is teleoperation performance improvement
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Figure 3.10. Common dexemes with highest intraoperative error density.

depends on operators improving their execution of these common dexemes. An

alternative, platform-specific interpretation is a need for improvement in platform controls.

Performance during the traverse dexeme, for example, could benefit from more robust,

high-pass controller-level filtering of operator inputs during end-effector extension to the

deepest region of the workspace in order to mitigate the difficulty of executing smooth,

linear motion along the depth axis. The rotational dexemes might benefit from adaptive

motion scaling to minimize the anatomical constraints of wrist rotation in both the

vertical and horizontal axes [132].
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3.2.5 Personalized Intraoperative Performance Analysis

Figure 3.11. High-performing operator-specific error and physiology analysis. Vertical red
lines represent detected intraoperative errors during the simulation tasks. The line graphs
represent physiological metrics captured during the simulation tasks. Pupil dispersion
shows the frequency of pupil localization coordinates in the pupil camera image frame.

While Fig. 3.2, 3.3, 3.10 demonstrate the benefits of high temporal resolution error

detection, without synchronized biometric data, the associations between intraoperative

error and operator physiology can not be examined. Fig. 3.11 demonstrates SCALPEL’s

capacity to integrate error detection with physiological signals and identify potential

operator-specific contributions to intraoperative error.

For example, SDNN represents the parasympathetic nervous system contribution to

heart rate variability. Decreases in SDNN have been associated with periods of stress and

arousal [83], possible contributors to and results of intraoperative error. For this

high-performing participant, SDNN ranges remains less than 90% of baseline, potentially

indicating that they experienced more stress throughout the simulations than during the

baseline period. Targeted training interventions, such as SDNN-based biofeedback to

reduce stress during task execution, may improve OR performance [92].

The pupil dispersion heat map shows areas of concentration of pupil localization

during the simulation tasks. For this participant, pupil localization across all three
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simulations is concentrated in the lower-left quadrant of the pupil camera image frame.

We do not distinguish between pupil localization during error as compared to no error.

Figure 3.12. Low-performing operator-specific error and physiology analysis. Vertical red
lines represent detected intraoperative errors during the simulation tasks. The line graphs
represent physiological metrics captured during the simulation tasks. Pupil dispersion
shows the frequency of pupil localization coordinates in the pupil camera image frame.

The low-performing operator time series are displayed in Fig. 3.12. For this operator,

for example, SDNN trends also indicate that may have experienced more stress

throughout the simulations than during the baseline period. Targeted training

interventions, such as SDNN-based biofeedback to reduce stress during task execution,

may also improve their OR performance [92].

The pupil dispersion heat map shows areas of concentration of pupil localization

during the simulation tasks. For this participant, pupil localization across all three

simulations has a bimodal concentration in both the center and center-left quadrants of

the pupil camera image frame. We do not distinguish between pupil localization during

error as compared to no error.

Differentiating individual surgeons using unidimensional metrics such as time to

completion, instrument distance, or instrument velocity is ineffective [77, 159, 48, 47]. Fig.

3.13 demonstrates the utility of combining high temporal resolution error detection with
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Figure 3.13. Comparison of detected individual error profiles and synchronized biometric
trajectories over time for two different operators. Vertical bars represent a detected intra-
task error at that task video frame. Line graphs indicate biometric time series synchronized
to task video frames. The pupil localization map depicts the pupil localization frequencies
in the eye camera image frame with higher intensity pixels (red) indicating more frequent
localizations at that pixel coordinate for Surgeon A as compared to Surgeon B. Using
SCAPEL’s high temporal intra-task error detection synchronized with individual operator
biometrics, we are able to derive personalized operator models for surgeons of vastly
different performance levels such as Surgeon A and B shown here.

other measures of surgical efficiency to examine individual operator behavior profiles.

Error rate represents the percentage of total operating console video frames from all three

simulation tasks in which an intra-task error is detected. Time to completion is the total

time taken to complete all simulations. Distance is the total distance traveled by both

end effectors for all simulations. Average velocity is the average velocity of both end

effectors for all simulations.

Combining intra-task error data with other surgical metrics enables recognition of a

diverse set of individual operator behavior profiles. The scatter plots show a wide range of

priorities with respect to error rate, time to completion, instrument distance traveled, and

instrument velocity. Without this combination of high temporal resolution intra-task error

detection and surgical metrics, differentiation of operator behavior profiles would not be

possible. The spread of operator behaviors across different performance axes demonstrates
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the need for individualized operator models.

To develop these individual operator models and to explore the error patterns and

biometrics unique to each individual operator, we synchronized individual operator

biometrics with high temporal resolution intra-task error detection. Fig. 3.13 displays the

error patterns and biometric profiles of two different operators. High resolution intra-task

error detection showed errors for Surgeon B were more evenly distributed throughout the

simulations than those of Surgeon A. Surgeon A had fewer errors but those errors were

more heavily concentrated in the middle segment of the surgical simulation. The

biometric profiles synchronized to these error signals were also different. IBI was

consistently lower and more variable for Surgeon B than Surgeon A. SDNN and RMSSD

were higher and more variable throughout the simulations for Surgeon B as compared to

Surgeon A. LF and HF power were greater and more variable for Surgeon A as compared

to Surgeon B. Occipital delta, alpha, and parietal beta powers were also greater and more

variable for Surgeon A as compared to Surgeon B. These synchronized error and biometric

profiles that can be used to build interpretable, personalized operator models.

3.2.6 Operator-specific Surgical Performance Clustering

SCALPEL’s capabilities provide insight into the underlying structure of

operator-specific surgical performance data. Fig. 3.14 demonstrates the utility of

high-resolution error detection for inferring surgical behavior. Participants in Region A1

have relatively higher error rates and lower times to completion. A personalized operator

model for participants in this cluster would optimize surgical tasks for shortest time

rather than least error. Participants in Region B1 have relatively higher error rates and

lower total distance traveled by surgical instruments. An operator model for these

participants would optimize for efficiency of movement rather than least error.

Participants in Region C1 have relatively higher error rates and lower surgical instrument

velocities. These participants appear to be optimizing their surgical tasks for the lowest
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Figure 3.14. Operator surgical behavior clustering based on aggregate statistics across
three simulation tasks. Error % represents the percentage of total operating console video
frames from all three simulation tasks in which an intraoperative error was detected. Time
to completion is the total time taken to complete all simulations. Distance is the total
distance traveled by both end effectors for all simulations. Average velocity is the average
velocity of both end effectors for all simulations. Regions represent inferred operator
behavior.

possible speed of instrument movement rather than least error.

We can use the performance and behavior clusters from Fig. 3.14 and Fig. 3.6 to

examine physiological models informed by reactions to error and segregated by

performance. After clustering participants on error and time to completion, we identify

High Performer (HP: low combined error and time) and Low Performer (LP: high

combined error and time) groups based on their relative performance. The top 33% of

performers are “High Performers”. The bottom 33% of performers are “Low Performers”.

Fig. 3.6 displays the performance clusters.
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3.3 Limitations

First, these results may be affected by other variables such as movement at the

console and time at the console. Based on our observations, low performers tended to

move and shift body positions more frequently than high performers, potentially

indicative of discomfort at the console. Low performers also required more time to

complete the simulation tasks. Second, while our linear mixed models showed significant

effects, the effect sizes were small in magnitude. Third, while some metrics were reported

as significant, the directionality of the effects for the High, Low, and None Performance

groups warrants further investigation, particularly for effects that demonstrated a

consistent direction for High and Low Performers but an opposite direction effect for the

None group. Fouth, the error detection video pipeline we use is based on color and

text-based error indicators that appear in the operating console during surgical

simulations. These error indicators are part of the built-in simulation software and cannot

be turned off or altered during simulation tasks. This presents the possibility that the

neurophysiological changes that accompany error may be confounded by a response to the

specific error indicator in the simulator. Fifth, we use an EKG window of 1-second, an

SDNN and RMSSD window of 30-seconds, and an LF and HF power window of

25-seconds. The start of these EEG and EKG windows are sychronized to the start of the

temporally closest console video frame. Because the EEG and EKG intervals are longer

than the interval described by the synchronized console video frame, the EEG and EKG

intervals include biometric data captured during video frames that occur after the

synchronized video frame. These subsequent video frames may include both error and

non-error intervals, altering the measured error or non-error effect magnitude. Lastly, the

results of our study should be considered preliminary and should be verified on an

independent group of participants in future studies.
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Chapter 4

Modeling Robotic System Uncer-
tainty

We focused on measuring uncertainty with respect to robotic tool localization during

RAS as well as deriving novel visual uncertainty parameterizations in RAS scenes.

4.1 Methods

4.1.1 Tool Localization

Any joint-link on a surgical robot can be localized in the camera frame by combining

the robots forward kinematics and the base-to-camera transform. Written explicitly, the

homogeneous transform matrix describing the j-th joint-link in the camera frame is

cTj =c Tb

j∏
i=1

i−1Ti(qi) (4.1)

where cTb ∈ SE(3) is the base-to-camera transform and i−1Ti(qi) ∈ SE(3) is the i-th

joint transform with joint angle qi.

In an ideal case, the joint transforms are provided by the robot manufacturer and the

joint angles are measured by encoders hence only the base-to-camera transform needs to

be solved for. However, due to the unique workspace challenges faced in surgical

environments (e.g. narrow corridors), surgical robotic systems often rely on cable-drive
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Figure 4.1. The insertion-shaft on surgical robotic tools is an excellent feature for
localization. In this work, we present a novel approach for detecting the insertion-shaft
and incorporating it into Bayesian filtering to probabilistically localize and track surgical
robotic tools. We stress test our method in a challenging deformable tissue dataset where
a surgical robotic tool is in the back of the scene with low light and commanded to deform
tissue. The tissue is registered to a simulated scene using a separate approach in the
camera frame [95] and notice how well aligned the grasp between the localized surgical
robotic tool and the tissue is in the 3D rendering.
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designs without encoders at the joint-link location such as the dVRK [79] and RAVEN

robotic systems [99, 68]. Instead joint angles are read at the motor which leads to

inaccurate joint readings from mechanical phenomena such as cable stretch, hysteresis and

cable stretch [66, 74]. Furthermore, the kinematic chains of surgical robots are only

partially visible in the camera frame. For example, the endo-wrist and insertion-shaft from

da Vinci ®surgical platform are often the only joint-links visible in the endoscopic frame.

Localizing the surgical robot in the camera frame from endoscopic images by

estimating the hand-eye transform and joint angle errors is not feasible since the

parameters are not identifiable from the camera frame due to the partially visible robotic

chain [131].

In our previous work, we derive a smaller parameter set that is identifiable from the

camera frame and enables complete localization of the surgical robotic links visible in the

camera frame. The forward kinematics in (4.1) can be written with the new parameter set

as

cTj = E

j∏
i=1

i−1Ti(q̃i) (4.2)

where E ∈ SE(3) is the lumped error transform and q̃i are the noisy joint angle readings.

The lumped error transform captures both the camera-to-base transform and errors in

joint angle readings. Please see [131] for a complete derivation.

To estimate the lumped error, features are detected on the surgical robotic tool. The

scope of this work focuses on using the insertion-shaft as a feature which can be modelled

as a cylinder with the following parameters: a position on the center-line, pj
0 ∈ R3,

direction vector of the centerline, dj ∈ R3, and radius r ∈ R+. Through the kinematics

equation in (4.2), the insert-shaft cylinder on the j-th joint can be transformed to the

camera frame: pc
0 = cTjp

j
0 and dc = cTjd

j. Finally, a point, p ∈ R3, is defined to be on

the insertion-shaft in the camera frame if it satisfies the following equations
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
(p− pc

a)
⊤(p− pc

a) − r2 = 0

(dc)⊤(p− pc
a) = 0

(4.3)

where pc
a is a point on the center-line

pc
a = pc

0 + λdc (4.4)

and λ ∈ R.

Chaumette showed that projecting (4.3) with the camera pin-hole model results in

two line segments that represent the two edges of the projected cylinder [26]:

a1X + b1Y + c1 = 0 a2X + b2Y + c2 = 0 (4.5)

where (X, Y ) are pixel coordinates on a unit camera (i.e. (X, Y ) = (u−cu
fx

, v−cv
fy

) where

(cu, cv), (fx, fy) are the principle point and focal length of a non-unit camera),

A1,2 =
r
(
xc
0 − ac(pc

0)
⊤dc
)√

(pc
0)

⊤pc
0 − (pc

0)
⊤dc − r2

± (ccyc0 − bczc0)

B1,2 =
r
(
yc0 − bc(pc

0)
⊤dc
)√

(pc
0)

⊤pc
0 − (pc

0)
⊤dc − r2

± (aczc0 − ccxc
0)

C1,2 =
r
(
zc0 − cc(pc

0)
⊤dc
)√

(pc
0)

⊤pc
0 − (pc

0)
⊤dc − r2

± (bcxc
0 − acyc0)

(4.6)

and pc
0 =

[
xc
0 yc0 zc0

]⊤
, dc =

[
ac bc cc

]⊤
.

By combining the forward kinematic model in (4.2) with a the insertion-shaft

projection (4.5), estimation methods can be used to find the lumped error, E, from

insertion-shaft feature detections hence localizing the surgical robotic tools in the camera

frame.

To estimate the lumped error, a particle filter tracks its probability distribution
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temporally using observations from the endoscopic camera. The lumped error is

parameterized with a translation and axis-angle vector, E(bt,wt) where bt,wt ∈ R3. We

describe the motion model, insertion-shaft line detection algorithm, and observation

model to fully define the necessary components for a Bayesian Filter to track the lumped

error and thereby localize the surgical robotic tool in the camera frame.

Motion model: The lumped error’s motion model is defined with additive Gaussian

noise due to its ability to generalize over a large number of random processes.

Written explicitly, the motion model is

[
bt+1,wt+1

]⊤
= N

([
bt,wt

]⊤
,Σb,w,t+1

)
(4.7)

where Σb,w,t+1 ∈ R6×6 is a covariance matrix.

Point Feature Detection: We detect point features in the camera image im,dp using

hue, saturation, and value-based segmentation based on the current state-of-the art

benchmark for surgical tool tracking [131].

Insertion-Shaft Line Detection: In our previous work, we manually tuned a canny

edge detection algorithm [20] followed by a hough transform to detect lines [10]. From

there, a greedy association strategy is employed to find which detected lines are

associated with the edges of the insertion-shaft. In this work, we use SOLD2, a

self-supervised occlusion-aware line description and detection DNN [114], for more

reliable, robust insertion-shaft line detection in unstructured environments. The SOLD2

model at inference is provided a reference image of the surgical robotic tool and outputs

the detected insertion-shaft lines by finding which of the detected lines are associated with

the insertion-shaft from the reference image. SOLD2 also provides a heatmap of all the

detected pixels associated with the detected lines.
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(a) Canny (Baseline) (b) SOLD2 [114]

Figure 4.2. The columns show our previous [131] and proposed approach for detecting
the insertion shaft when deployed in a live surgery [130]. The top row shows a heatmap
of the pixels potentially associated with a line segment and the bottom row shows all
the detected line segments in light blue from both approaches. Additionally, the purple
line segments for the SOLD2 approach highlight the detected lines associated with the
insertion shaft of the surgical tool which was not possible with the previous approach. As
shown in the images, the previous approach is unable to detect and isolate shaft lines in an
actual surgical scene with low light, low contrast, and significant amounts of image noise.
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Written explicitly, SOLD2 outputs

ea1,2, e
b
1,2,H = f(I; Iref ) (4.8)

where ea1,2, e
b
1,2 ∈ R2 are the endpoints of the detected insertion-shaft line segments,

H ∈ IH×W is the heatmap, I ∈ IH×W×3 is the input image, and Iref ∈ IH×W×3 is the

reference image.

An example insertion-shaft detection is shown in Fig. 4.2.

SOLD2 relies on similarity-based image features to evaluate candidate line endpoints.

Surgical endoscope images, however, may have barrel distortion and lens vignetting [144]

which significantly increases image feature variance between the center and periphery of

the image. Lines with one endpoint located at the center of the image and one endpoint

located at the periphery of the image (e.g. insertion-shaft edges) are often falsely

eliminated due to the distortion and artifact-based dissimilarities in the neighborhoods of

proposed endpoints. We augment our surgical endoscope images through cropping and

downsampling to reduce the number of false negative endpoint detections.

Observation Model: From the insertion-shaft line detection, we present four different

observation models and compare them experimentally. The first two are similar to our

previous work where the uncertainty is modelled on line parameters, distance to the origin

and slope angle. Meanwhile the second two observation models work with pixels directly

by deriving a random variable that describes how well the pixel fits on to the projected

insertion-shaft.

Observation Model #1: Endpoint Intensities to Polar . SOLD2 architecture directly

outputs endpoint candidates and then completes the line segments though the heatmap

[114]. Similarly, the first observation model uses the detected endpoints, ea1,2, e
b
1,2, to

derive detected line parameters, ρe1,2, θ
e
1,2, which represents the distance to origin and slope

angle. To increase the robustness, we derive the detected line parameters from a set of
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points near the end-points that have a high heat-map value hence should be part of a line.

Written explicitly, the endpoint set is:

Ee(e) = {p
∣∣ ||p− e|| ≤ αe ∩ H(p) ≥ β} (4.9)

where αe is the end-point search radius and β is the heatmap threshold.

From the end-point sets, Ee(ea1,2) and Ee(eb1,2), sequential RANSAC [52] is employed

to robustly detect two line segments parameterized by ρe1,2, θ
e
1,2. The probabilistic

observation model for time t is defined in the line parameter space and written as a

summation of Gaussians, similar to our previous work:

P (ρe1,2,t,θ
e
1,2,t|bt,wt) ∝∑
i=1,2

e−γρ|ρei,t−ρi(bt,wt)|−γθ|θei,t−θi(bt,wt)|
(4.10)

where γρ and γθ describe the standard deviation of the ρe1,2 and θe1,2 detections and

ρ1,2(bt,wt), θ1,2(bt,wt) are the projected insertion-shaft lines from the estimated lumped

error.

The projected insertion-shaft lines from the estimated lumped error come from (4.2)

and (4.5) to generate line parameters a1,2(bt,wt), b1,2(bt,wt), c1,2(bt,wt) and

subsequently converted as follows:

θ1,2(bt,wt) = − tan−1

(
a1,2(bt,wt)

b1,2(bt,wt)

)
ρ1,2(bt,wt) = −c1,2(bt,wt)

b1,2(bt,wt)
sin (θ1,2(bt,wt)) .

(4.11)

Observation Model #2: Line Intensities to Polar . The Endpoint Intensities to Polar

observation model is extended in this observation model by expanding the set of points to
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include points along the line segment rather than just near the detected endpoints to

improve robustness by including more candidate points associated with the detected

insertion-shaft line. Written explicitly, the new set of points is defined as:

El(ea, eb) = {p
∣∣ min

l∈L(ea,eb)
||p− l|| ≤ αl ∩ H(p) ≥ β} (4.12)

where L(ea, eb) is the set of points on the line segment between ea, eb and αl is the search

radius about the line.

Similar to the previous observation model, line segments parameters ρl1,2, θ
l
1,2 are

derived from the line point sets, El(ea1,2, eb1,2), using sequential RANSAC. Observation

Model #3: Detected Lines. The same probability model in (4.11) is used to define the

observation model for the detected insertion-shaft lines, ρl1,2,t, θ
l
1,2,t, at timestep t.

Observation Model #4: Endpoint Intensities . The previous observation models use a

noise distribution on derived line parameters. Instead, the pixel based observation works

directly in the pixel space by deriving a random variable R(·) which describes how well

the detected pixel fits to the projected insertion-shaft:

R(x, y|θ, ρ) = cos(θ)x + sin(θ)y − ρ (4.13)

where x, y is an input pixel coordinate.

The derived variable R(·) is inspired from [29] where a point is fitted to an ellipse

projected from a suture needle. The fitting-based derived random variables allow for a

pixel-based probability distribution without requiring pixel-to-pixel association rather a

pixel-to-line association. We assume the noise of the pixels associated with the

insertion-shaft’s edges, p, are independent and normally distributed from the projected

line, p ∼ N ([X, Y ]⊤, σ2) where X, Y come from the projected insertion-shaft, i.e (4.5).

Therefore, the derived random variable is Gaussian whose distribution is:

61



R(p|θ, ρ) ∼ N
(
0, cos(θ)2σ2 + sin(θ)2σ2

)
(4.14)

hence providing a probability distribution for a detected insertion-shaft pixel without

requiring explicit pixel-to-pixel association.

Given a projected pixel (im,px,im,p y) on a projected line im,pρ,im,p θ in the camera

image, we parameterize the line: im,px cos im,pθ +im,p y sin im,pθ =im,p ρ.

Given the detection uncertainty in pixel location, we create a random variable R to

represent the parameters of a detected line:

R = (im,px + εx) cos im,pθ + (im,py + εy) sin im,pθ −im,p ρ where

(im,dx,im,d y) = (im,px + εx,
im,p y + εy). We assume that the pixel-wise detection errors (ε)

in the x and y directions of the camera image projection are independent with zero mean

such that: εx ∼ N(0, σ2
x), εy ∼ N(0, σ2

y), and εx ⊥⊥ εy.

62



The expectation of R is then E[R] = 0. The variance of R can be derived:

Var[R] = Var[(im,px + εx) cos im,pθ

+ (im,py + εy) sin im,pθ −im,p ρ]

= Var[im,px cos im,pθ +im,p y sin im,pθ −im,p ρ

+ εx cos im,pθ + εy sin im,pθ]

= Var[εx cos im,pθ + εy sin im,pθ]

= E[ε2x cos2 im,pθ + 2εxεy cos im,pθ sin im,pθ

+ ε2y sin2 im,pθ]

−
[
E[εx cos im,pθ + εy sin im,pθ]

]2
= E[ε2x cos2 im,pθ + 2εxεy cos im,pθ sin im,pθ

+ ε2y sin2 im,pθ]

−
[
cos im,pθE[εx] + sin im,pθE[εy]

]2
= E[ε2x cos2 im,pθ + 2εxεy cos im,pθ sin im,pθ

+ ε2y sin2 im,pθ]

= cos2 im,pθE[ε2x]

+ 2 cos im,pθ sin im,pθE[εxεy]

+ sin2 im,pθE[ε2y]

= cos2 im,pθ
[
Var[εx] − [E[εx]]2

]
+ sin2 im,pθ

[
Var[εy] − [E[εy]]

2]
= cos2 im,pθσ2

x + sin2 im,pθσ2
y

(4.15)

This demonstrates that detection uncertainty in line features can be directly

estimated from raw pixel data. Further, this uncertainty incorporates information about

the angle at which the surgical tool is visible in the image plane as well as camera
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calibration error.

We use this distribution R ∼ N (0, cos2 im,pθσ2
x + sin2 im,pθσ2

y) to associate detected

pixels in E with projected lines. Given a set of detected pixels ej ∈ E|0 ≤ j ≤ m where

ej
i.i.d∼ R and a set of projected line features {im,pρi,

im,p θi|0 ≤ i ≤ n} in a camera image,

we define an association function cj,i = p
(
ej| ∼ N(0, cos2 im,pθiσ

2
x + sin2 im,pθiσ

2
y)
)
.

This generates a association matrix Cm×n for all pixels in E and all projected line

features. The j, ith entry in this association matrix is the probability that detected pixel j

in E is associated with projected line feature i. We then use a greedy approach to match

each detected pixel to the projected line feature with the highest probability. This

generates a set of probability values Ax for all pixels in E .

This observation model applies the derived random variable over the endpoint sets of

the detected insertion-shaft, R(pt|θ1,2(bt,wt), ρ1,2(bt,wt))∀pt ∈ Ee(ea1,2,t), Ee(eb1,2,t), for a

timestep t.

Observation Model #5: Line Intensities . The Line Intensities bservation model also

uses the derived random variable R(·) defined in (4.13) with the same uncertainty

distribution from (4.14). The only difference with the previous observation model is the

point sets which the derived random variable is applied to now covers the entire line,

R(pt|θ1,2(bt,wt), ρ1,2(bt,wt)) ∀ pt ∈ El(ea1,2,t, eb1,2,t), for a timestep t.

4.1.2 Visual Uncertainty

Let p = [x, y, z]⊤ be a point of interest in 3D space. With an ideal pin-hole camera

model, it will be projected to 2D space with:


u

v

1

 =
1

z


f 0 cx

0 f cy

0 0 1



x

y

z

 (4.16)

where [u, v]⊤ is the 2D, projected pixel coordinate.
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The uncertainty of recovering p when using stereo cameras comes from two

challenges:

1. The pixel space, [u, v]⊤, is discretized (i.e. spatial resolution)

2. The depth, z is recovered from stereo-disparity which is also discretized (i.e. depth

resolution)

In this problem, we will use stereo cameras to recover a distribution of depth and

incorporate discretization effects into the spatial uncertainty.

The true pixel point, [u, v]⊤, corresponding to the point of interest, p, is discretized

to pixel resolution. The discretization process is modelled as rounding

ũ
ṽ

 =

round(u)

round(v)

 (4.17)

where [ũ, ṽ]⊤ is the observed pixel of interest.

Therefore, we can model the uncertainty of the true pixel point with a uniform

distribution given an observed pixel of interest:

u
v

 =

ũ + ϵu

ṽ + ϵv

 (4.18)

where ϵu, ϵv ∼ U(−0.5, 0.5)

From the true depth, z, of the point of interest, p, a true disparity is derived using

the stereo cameras focal lengths and baseline.

The expression for true disparity is:

d =
tf

z
(4.19)

where t is the baseline of the stereo cameras and f is the focal length.
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Since the observed disparity is in pixels, the discretization process is modelled as

rounding:

d̃ = round(d) (4.20)

where d̃ is the observed disparity.

Therefore, the uncertainty of the true depth is modelled with a uniform distribution

given an observed pixel of interest:

z =
tf

d̃ + ϵd
(4.21)

where ϵd ∼ U(−0.5, 0.5).

Given an observed pixel of interest, ũ, ṽ, and its observed disparity, d̃, a distribution

of the true point of interest’s 3D location can be recovered with the pin-hole camera

model in (4.16).

The expression for true point, p, when using models (4.18) and (4.21) is:


x

y

z

 = z


f 0 cx

0 f cy

0 0 1


−1 

u

v

1

 (4.22)


x

y

z

 =
tf

d̃ + ϵd


1/f 0 −cx/f

0 1/f −cy/f

0 0 1



ũ + ϵu

ṽ + ϵv

1

 (4.23)


x

y

z

 =
t

d̃ + ϵd


ũ− cx + ϵu

ṽ − cy + ϵv

f

 . (4.24)

From (4.24), the probability of a point of interest, p, given the observed pixel ũ, ṽ
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and disparity, d̃ can be derived.

Assume two random variables (Eu, Ev) represent discretization errors in observed

x,y-coordinate projections onto the camera image (u, v). We also define another random

variable Do to represent the true disparity at pixel coordinate (u, v) associated with

object O. We define functions of those random variables Z,X, Y which are themselves

also random variables:

Z =
Bf

Do

X =
Z(u + Eu + cx)

f

Y =
Z(u + Ev + cy)

f

fZ(z): To determine the distribution of Z =
Bf

Do

we must:

• define the distribution of Do:

• compute D1: the inverse distribution of Do

• compute D2: the distribution of D1 multiplied by the constant Bf

Define the distribution Do:

Let So = {s1, s2, s3, ..., sm} represent the set of support points for the distribution of the

disparity measure Do. Each of these support points sm represents a tuple of (um, vm, dm)

consisting of the x-coordinate (um), y-coordinate (vm), and calculated disparity (dm) of a

pixel associated with segmented object O in the camera image.

We choose Do to be a truncated normal distribution Do ∼ TN(µo, σo, a, b) with a lower

bound of a = 1 and an upper bound of b = imw − 1 where imw is equal to the image width
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in pixels. The distribution is further specified by the mean calculated disparity µo and the

standard deviation of the calculated disparities σo over all points in the support So.

We choose a truncated normal distribution rather than the normal distribution used in

ELAS due to the fact that the true disparity value for any pixel must be greater than or

equal to 1 and less than the image width in pixels. We parameterize the mean and

variance of this distribution using a support of all pixels in the segmented object rather

than using a support of any pixel occupying a similar image feature space (as in ELAS) to

avoid (1) hand tuning a set of parameters to find candidate support points (as in ELAS

which uses horizontal and vertical Sobel filter responses over 9x9 pixel windows, Sobel

masks of size 3x3 with a stride of 5 pixels, matching correspondences based on both

right-to-left and left-to-right l1 distances with best to next-best threshold elimation of

0.9); (2) capture semantic information from the image: pixels that are part of the same

object should have more similar disparity measurements.

Do ∼ TN(µo, σo, a, b)

fDo(do;µo, σo, a, b) =

 1

σo

 φ
(

do−µo

σo

)
Φ
(

b−µo

σo

)
− Φ

(
a−µo

σo

) =

 1

σo

 φ
(

do−µo

σo

)
Φ
(

imw−1−µo

σo

)
− Φ

(
1−µo

σo

)
Support of fDo(do;µo, σo, a, b): do ∈ [a, b] = do ∈ [1, imw − 1]

Where φ is the pdf of the standard normal distribution:

φ(x) =
1

√
2π

exp(−
1

2
x2) (4.25)
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And Φ is the cdf of the standard normal distribution:

Φ(x) =
1

√
2π

∫ x

−∞
exp(−

1

2
t2)dt =

1

2

1 + erf(
x
√

2
)

 (4.26)

We can numerically approximate Φ using the following:

(https://www.ijser.org/researchpaper/Approximations-to-Standard-Normal-

Distribution-Function.pdf)

Φ(x) ≈ 1 −
− x2

2

44
79

+ 8
5
x + 5

6

√
x2 + 3

(4.27)

To find D1:

W = g(Do) =
1

Do

FW (w) = P (W ≤ w)

= P (g(Do) ≤ w)

= P (
1

Do

≤ w)

= P (Do ≥
1

w
)

= 1 − P (Do ≤
1

w
)

= 1 − FDo(
1

w
)

(4.28)
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fW (w) =
∂FW (w)

∂w

=

∂

1 − FDo(
1

w
)


∂w

=
1

w2
fDo(

1

w
)

(4.29)

fW (w) = D1 =



 1

w2σo

 φ
(

1
w
−µo

σo

)
Φ
(

imw−1−µo

σo

)
− Φ

(
1−µo

σo

) 1

imw − 1
≤ w ≤ 1

0 otherwise

To find D2:

Y =
1

Do

Y ∼ D1

fY (y) = D1 =



 1

y2σo

 φ

(
1
y
−µo

σo

)
Φ
(

imw−1−µo

σo

)
− Φ

(
1−µo

σo

) 1

imw − 1
≤ y ≤ 1

0 otherwise

W = g(Y ) = BfY
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FW (w) = P (W ≤ w)

= P (g(Y ) ≤ w)

= P (BfY ≤ w)

= P (Y ≤
w

Bf
)

= FY (
w

Bf
)

(4.30)

fW (w) =
∂FW (w)

∂w

=

∂FY (
w

Bf
)

∂w

=
1

Bf
fY (

w

Bf
)

(4.31)

fW (w) = D3 =



 1

Bfy2σo

 φ
( Bf

w
−µo

σo

)
Φ
(

imw−1−µo

σo

)
− Φ

(
1−µo

σo

) Bf

imw − 1
≤ w ≤ Bf

0 otherwise

Therefore the distribution fZ(z):
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fZ(z) =



 1

Bfz2σo

 φ
( Bf

z
−µo

σo

)
Φ
(

imw−1−µo

σo

)
− Φ

(
1−µo

σo

) Bf

imw − 1
≤ z ≤ Bf

0 otherwise

As above, fX|Z(x; z) and fY |Z(y; z) are the same:

fX|Z(x; z) =



f

z

z

f
(u− 0.5 − cx) ≤ x ≤

z

f
(u + 0.5 − cx)

0 otherwise

fY |Z(y; z) =



f

z

z

f
(v − 0.5 − cy) ≤ y ≤

z

f
(v + 0.5 − cy)

0 otherwise

Therefore:

fX,Y,Z(x, y, z) = fX|Z(x; z)fY |Z(y; z)fZ(z)

=

f

z


f

z


 1

Bfz2σo

 φ
( Bf

z
−µo

σo

)
Φ
(

imw−1−µo

σo

)
− Φ

(
1−µo

σo

)

=

 f

Bz4σo

 φ
( Bf

z
−µo

σo

)
Φ
(

imw−1−µo

σo

)
− Φ

(
1−µo

σo

)
(4.32)
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fX,Y,Z(x, y, z) =



 f

Bz4σo

 φ
( Bf

z
−µo

σo

)
Φ
(

imw−1−µo

σo

)
− Φ

(
1−µo

σo

) Bf

imw − 1
≤ z ≤ Bf

z

f
(u− 0.5 − cy) ≤ x

x ≤
z

f
(u + 0.5 − cy)

z

f
(v − 0.5 − cy) ≤ y

y ≤
z

f
(v + 0.5 − cy)

0 otherwise
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Chapter 5

Conclusion

In this dissertation, we developed novel machine intelligence algorithms to

quantitatively model and augment performance during robot-assisted surgery for both

human operators and autonomous systems. For human operators, we analyzed

intraoperative error and operator biometric data. For autonomous systems, we used

perception algorithms to measure tool localization accuracy and visual scene uncertainty

in surgical environments.

We tested the feasibility and utility of measuring physiological signals during

performance on RAS simulations to determine if these signals could be assocated with

intraoperative error. Our results demonstrate that it is possible to measure physiological

indices associated with intraoperative errors and opens the possibility for application as a

surgical training tool and as an early warning system during RAS.

Surgical education and surgical performance improvement are of paramount

importance to patients, surgeons, and surgical trainees [37]. Research into the relationship

between surgeon physiology and performance during RAS can help enhance surgical

outcomes and improve training and education ([37, 104, 142, 49, 21]). Precision surgical

skill evaluation and development may drive improved patient outcomes through higher

operator technical proficiency [63].

Past studies have shown that physiological metrics can be utilized to provide insights
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into the cognitive and emotional states of surgeons and their impact on surgical

performance [138, 169, 67]). A recent comprehensive review investigated the impact of

cognitive biases in surgery, revealing that biases like overconfidence, anchoring, and

confirmation bias can negatively impact surgical performance and patient outcomes,

highlighting a research gap in understanding the sources of these biases and strategies to

mitigate their effects [6]. The current study utilized physiological metrics previously

associated with cognition to create an empirical platform to link such cognitive states to

objective biomarkers.

Several previous research studies have focused on cardiac activity during surgery as a

way to monitor surgeon performance. EKG-based biometrics coupled with objective

intraoperative error detection offer a potential method for personalized surgical

performance evaluation and targeted surgical skill improvement [104]. For example, in one

systematic review, heart rate variability was identified as a reliable method for measuring

mental stress in surgical settings, pinpointing stressors, and determining the most

stressful surgical techniques for the performer [152]. Other potential cognitive and

affective determinants of surgical performance, including stress, mental workload, and

valence, have also been explored in prior research

[37, 104, 142, 63, 133, 124, 15, 72, 163, 39, 88, 76, 164, 5, 8]. These determinants have

been associated with both physiological and neurophysiological metrics, including EKG

statistics [140, 141, 85, 128]. Time and frequency-domain EKG measures are particularly

relevant given their proposed mappings to cognitive and affective features [42, 118, 116].

Additionally, these EKG measures have been associated with surgical performance

independent of any cognitive or affective mediators [133].

Prior work, however, neglects the potential of on-line EKG analysis coupled with

automated surgical error detection to capture high temporal-resolution indicators of

intraoperative success or failure [133, 124, 15, 72, 163, 39, 88, 76, 164, 5, 8]. While

promising, these previous studies have primarily performed retrospective evaluations of
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EKG metrics and correlated them with manual ratings of surgical performance or error

[15, 88, 164, 5]). However, given the retrospective nature of these methods and oftentimes

subjective nature of these results, generalizability and applicability are limited. Our work

attempts to link on-line intraoperative error detection during simulated surgery with

biometric data captured during surgery for potential uses in both performance monitoring

and education.

EEG also has the potential to provide indicators of attention, cognitive load, fatigue,

affect, and error recognition, which have been shown to correlate with task performance in

demanding workspaces [58, 17, 2, 147], [33]). Similar to EKG, previous studies linking

EEG with surgical task performance are largely retrospective and subjective

[65, 168, 170, 174]), necessitating the integration of high-resolution intraoperative

performance data with real-time neuro-physiological data. In a compelling, recent

proof-of-concept study, however, Armstrong and colleagues demonstrated that EEG could

predict technical errors in surgery as far out as 17 seconds before they occur, suggesting

potential for an EEG-based early warning system for enhancing surgical training and

patient safety [7]. The current study attempts to associate errors with changes in

neurophysiology.

We designed SCALPEL to integrate with a surgical robotics platform. However, the

utility of our system extends beyond surgical robotics and encompasses human-robot

systems. SCALPEL provides a novel platform for potential on-line integration,

synchronization and analysis of robot, biometric and task data to characterize robotic

platform-specific and human operator-specific contributions to error during human-robot

teamwork. In this dissertation, we have defined a set of physiological requirements for

capturing and integrating biometric data with task performance data, identified a set of

cognitive and affective factors relevant to human operator performance during

human-robot collaboration in RAS, developed a hardware and software platform to

measure human operator performance, demonstrated the platform’s capability in an OR
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environment, and validated the integrity of our data collection process.

Our results demonstrate that SCALPEL is reliably able to capture, synchronize and

analyze data from human operators and the surgical task environment that provides

insight into potential features for human operator modeling during RAS. We showed that

utilizing SCALPEL for contemporaneous operator and task environment analysis results

in discovery of operator and performance characteristics that can drive informative,

accurate operator models. High performing and low performing operators demonstrated

differences in physiological time series trajectories over the course of all simulation tasks.

Additionally, our novel localization and perception algorithms suggest that we can

measure tool location and RAS visual scene uncertainty with a high degree of precision.

Our experimental results demonstrate that our tool tracking algorithms are not only more

accurate in structured environments than the current state-of-the art approach but are

also more generalizable to less structured environments. Our active vision experiments

show that visual uncertainty could be used an perception parameter to augment surgical

performance during RAS.

In summary, this disseration described and demonstrated the capabilities of our novel

machine intelligence algorithms to quantitatively characterize and augment performance

during robot-assisted surgery for both human operators and autonomous systems.
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Chapter 6

Reflections and Recommendations

My experiences in both the OR and the engineering lab have given me ample

opportunity to reflect on possibilities for accelerating the safety, quality, and delivery of

surgical care during RAS. First, an improvement in vision systems is necessary to not only

improve execution of surgical procedures but also to build useful training datasets for

in-depth analysis. Current endoscopic camera systems used during RAS are often of

lower-quality than the cameras found on state of the art mobile phones. By enabling

high-fidelity image capture, and potentially highly accurate stereo depth mapping,

advanced endoscopic cameras would facilitate human operator performance, more

informative datasets, better materials for augmented reality simulations, higher quality

data for perception algorithms, and improved training information for autonomous

systems.

Second, to improve localization accuracy and perception of surgical tools in RAS

images or videos, built-in optical markers or RFID chips could be incorporated into tool

construction. Adding colored markers to end effectors, similar to the ones we used in our

localization experiments, would enable more accurate localization as well as aid in pose

estimation of the surgical tools. RFID chips embedded in the surgical tools would allow

for highly precise localization in 3D space that would not require the 2D to 3D inference

pipeline that is necessary for marker-based localization.
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Third, development of lower profile, wearable biometric sensors would facilitate more

comprehensive monitoring of surgical personnel and enable a leap forward in surgical

performance assessment and precision training. Current EEG headsets are particularly

cumbersome in an OR environment, are prone to motion artifact, and have minimal

tolerance for movement in confined spaces such as a robotic operating console. The

development of in-ear EEG monitoring has the potential to address these challenges, but

the lack of spatial resolution and paucity of available EEG channels for in-ear systems will

require that collected data undergo additional post processing for interpretable,

comparable results. Adapting eye tracking systems for OR and RAS OR use will also

require significant investment but will also offer novel insights into surgical performance

and training. Current eye tracking systems require either a monitor-mounted sensor with

a clear line-of-sight to the target’s pupils or a wearable set of eyeglasses. Both of these

constructions are difficult to use in an OR setting. Surgeons in non-RAS ORs gaze

downwards into their operating field. Their pupils are not visible to screen mounted

sensors. Surgeons in RAS ORs use operating consoles that do not accommodate screen

mounted sensors and have space constraints that prohibit eye tracking glasses. Finally,

motion tracking systems for both individuals and surgical teams in the OR could provide

valuable information about individual motion, posture, and physical efficiency, team

dynamics, efficiency and cooperation, and even OR utilization, physical layout efficiency,

and resource demands.

Lastly, demonstrating the utility of high-fidelity biometric and robotic system data

would allow for improved performance assessments and training. In many other domains

from professional sports to competitive chess, performance coaches use multimodal

physiological and neurophysiological data to understand individual responses to training,

improve recovery, and elevate “game-day” performance. The surgical domain could adopt

a similar approach. Every patient wants their surgeon at their cognitive, physical, and

psychological peak on their OR day because every surgical outcome depends on the
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surgeon’s performance. Using tools such as heart rate variability analysis, sleep

monitoring, cognitive load assessment, and stress levels to guide OR staffing and even

in-OR interventions by autonomous systems could improve surgeon health and skill, and

more importantly, patient outcomes.
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Mazzei. Improving real-time cnn-based pupil detection through domain-specific
data augmentation. In Proceedings of the 11th ACM Symposium on Eye Tracking
Research & Applications, pages 1–6, 2019.

[45] Shahab Eslamian, Luke A Reisner, and Abhilash K Pandya. Development and
evaluation of an autonomous camera control algorithm on the da vinci surgical
system. The International Journal of Medical Robotics and Computer Assisted
Surgery, 16(2):e2036, 2020.

[46] L. et al. Feature selection: A data perspective. ACM computing surveys (CSUR),
50(6):1–45, 2017.

[47] N. et al. Robotic surgery training and performance: identifying objective variables
for quantifying the extent of proficiency. Surgical Endoscopy And Other
Interventional Techniques, 20:96–103, 2006.

[48] S. et al. Surgical robotics and laparoscopic training drills. Journal of Endourology,
18(1):63–67, 2004.

[49] A Eversbusch and TP Grantcharov. Learning curves and impact of psychomotor
training on performance in simulated colonoscopy: a randomized trial using a
virtual reality endoscopy trainer. Surgical Endoscopy And Other Interventional
Techniques, 18(10):1514–1518, 2004.

[50] Irene Fassi and Giovanni Legnani. Hand to sensor calibration: A geometrical
interpretation of the matrix equation ax= xb. Journal of Robotic Systems,
22(9):497–506, 2005.

[51] Pedro Felzenszwalb and Daniel Huttenlocher. Efficient belief propagation for early
vision. International Journal of Computer Vision, 70:41–54, 2006.

[52] Martin A Fischler and Robert C Bolles. Random sample consensus: a paradigm for
model fitting with applications to image analysis and automated cartography.
Communications of the ACM, 24(6):381–395, 1981.

[53] Julia Natascha Frey, Philipp Ruhnau, and Nathan Weisz. Not so different after all:
The same oscillatory processes support different types of attention. Brain research,
1626:183–197, 2015.

[54] Andreas Geiger, Martin Roser, and Raquel Urtasun. Efficient large-scale stereo
matching. In Asian conference on computer vision, pages 25–38. Springer, 2010.

[55] Miriam Gil, Manoli Albert, Joan Fons, and Vicente Pelechano. Designing
human-in-the-loop autonomous cyber-physical systems. International journal of
human-computer studies, 130:21–39, 2019.

86



[56] Rahel Gilgen-Ammann, Theresa Schweizer, and Thomas Wyss. Rr interval signal
quality of a heart rate monitor and an ecg holter at rest and during exercise. Eur. J.
Appl. Physiol., 119(7):1525–1532, 2019.

[57] Karamjit S Gill. Human machine symbiosis: The foundations of human-centred
systems design. Springer Science & Business Media, 2012.

[58] Karamjit S Gill. Human machine symbiosis: The foundations of human-centred
systems design. Springer Science & Business Media, 2012.

[59] Vera C Goessl, Joshua E Curtiss, and Stefan G Hofmann. The effect of heart rate
variability biofeedback training on stress and anxiety: a meta-analysis.
Psychological medicine, 47(15):2578–2586, 2017.

[60] Alvin C Goh, David W Goldfarb, James C Sander, Brian J Miles, and Brian J
Dunkin. Global evaluative assessment of robotic skills: validation of a clinical
assessment tool to measure robotic surgical skills. The Journal of urology,
187(1):247–252, 2012.

[61] Mateusz Gola, Miko laj Magnuski, Izabela Szumska, and Andrzej Wróbel. Eeg beta
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