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Abstract

Syntactic distributional information in the lexicon: Systematicity, functional pressures,

and grammatical implications

by

Phillip Gordon Rogers

Recent psycholinguistic research has demonstrated that our knowledge of words in-

cludes fine-grained information about the syntactic contexts in which they are likely to

participate. In these studies, the syntactic distribution of a word is defined as a prob-

ability distribution of its occurrences in various dependency roles. For example, nouns

may be more or less likely to serve as the subject of a verb or as the head of an adjective

modifier. In contrast to the constraint-based representations of mainstream generative

theories, these syntactic distributions are gradient and probabilistic, situating words

within a rich, multidimensional syntactic space.

At the same time, a growing body of research has identified patterns of systematic-

ity within and among features of the lexicon that reflect cognitive and communicative

pressures on learning, memory, production, and perception. For example, the same pat-

terns of clustering and association that are observed for lexical features are also known

in the psycholinguistic literature to facilitate aspects of language acquisition and use, yet

these tendencies are held in check by pressures toward distinctiveness that are crucial for

perception in particular.

Using corpus data from forty-eight languages, this dissertation represents the first

investigation into how syntactic distributional information is patterned in the lexicon.

First, I ask how syntactic representations cluster within the multidimensional syntactic

space. I find that the more frequent words have denser orthographic, semantic, and—
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crucially—syntactic neighborhoods. At least in phonology, having many near neighbors

is known to facilitate learning, memory, and production. By analogy, it seems as though

the most frequent words are also the most syntactically optimized. Next, I ask if syntactic

distributions participate in non-arbitrary relationships with other features of the lexicon,

such as semantics and phonology. My analysis shows that, while the meanings of words

are correlated positively with both their phonological forms and syntactic distributions,

phonology and syntax do not share any significant correlation below the level of word

class. This surprising result suggests new ideas for how functional pressures may be

negotiated at different hierarchical levels within a particular lexical feature. Finally,

I ask whether the syntactic distributions of words can shed light on the organization

and function of other grammatical phenomena such as grammatical gender systems. I

demonstrate that, while semantically and phonologically similar words are more likely to

be grouped within genders, syntactically similar words are more likely to be distributed

across genders. I interpret this result as a design feature of language, with grammatical

gender serving to disambiguate syntactically similar words.

Taken as a whole, the studies within this dissertation paint a novel picture of the role

of syntax within the architecture of the lexicon. In some ways syntactic representations

pattern similarly to semantic and phonological representations, and yet in other ways

syntax seems to have a unique role relative to these other lexical features. The syntactic

distributions of words reflect a kind of functional negotiation seen elsewhere in the lexicon,

exhibiting both clustering and dispersion in different domains. The balance of such design

features within the lexicon lend support to the idea that language structure is evolved

for efficient use.
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Chapter 1

Introduction

The motivation for this dissertation stems from two key ideas that have been revealed in

recent linguistic research. The first key idea is the discovery of rich syntactic informa-

tion in the lexicon. Many mainstream linguistic frameworks acknowledge only categori-

cal (constraint-based) syntactic information in the lexicon (Borer, 2005; Bresnan, 2001;

Chomsky, 1995; Kay, 2013; Marantz, 1997; Pollard and Sag, 1994; Ramchand, 2008).

Yet usage-based approaches suggest a much richer, probabilistic integration of words and

syntactic structures based on one’s experience with language (Bates and MacWhinney,

1989; Bybee, 2010; Diessel, 2015). In studies on lexical recognition, production, and ac-

quisition, Lester and colleagues have shown that when you know a word, you also know

fine-grained information about the syntactic tendencies of that word (Lester, 2018; Lester

et al., 2017; Lester and Moscoso del Prado Mart́ın, 2016). These tendencies refer to the

frequency with which a word participates in the various syntactic dependency relations

that hold between ’heads’ and ’dependents’ in Dependency Grammars (Hudson, 2007;

Mel’čuk, 1988; Nivre, 2005; Tesnière, 1959). For example, some nouns are more likely

to occur as the subject of a verb, while others are more likely to occur as an object. Or

similarly, some nouns are frequently modified by adjectives while others are rarely mod-
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Introduction Chapter 1

ified by adjectives. In this way, the syntactic distribution of a word can be defined as a

probability distribution of its occurrences across dependency roles. This syntactic repre-

sentation of a word is probabilistic, and it situates words within a rich, multidimensional

syntactic space.

The second key idea is that there are statistical patterns within and among features

of the lexicon. These patterns are instantiated in the clustering or dispersion of words

in phonological or semantic space, and in correlations between these features of words.

The systematicity appears to be motivated by functional pressures on learning, memory,

production, and perception (Dingemanse et al., 2005). For example, the same patterns

of clustering and association that are observed across features and languages are also

known in the psycholinguistic literature to facilitate aspects of language acquisition and

use. Even so, these tendencies are held in check by pressures toward distinctiveness that

are crucial for perception in particular. The overall structure of the lexicon reflects a

balance between these opposing forces, lending support to a growing body of literature

attesting to the ways in which language structure is evolved for efficient use (Christiansen

and Chater, 2008; Gibson et al., 2019).

At the intersection of these two ideas is the question of how syntactic distributional

information is patterned in the lexicon. How do these rich syntactic representations clus-

ter within the multidimensional syntactic space? Do syntactic distributions participate

in non-arbitrary relationships with other features of the lexicon, such as semantics and

phonology? Can the syntactic distributions of words shed light on the organization and

function of other grammatical phenomena such as grammatical gender systems? This

dissertation represents the first attempt to address these questions concerning the role

of syntax in the architecture of the lexicon. Before doing so, however, it is necessary to

provide more context and support for the two key ideas motivating the dissertation.

2



Introduction Chapter 1

1.1 Syntax in the lexicon

In this section, I summarize the development of ideas in the literature that have

led to the understanding that the lexicon contains fine-grained syntactic representations.

Traditional views on syntactic information in the lexicon provide a point of departure, and

from there I trace how usage-based approaches inspired research into the distributional

characteristics of words—lexical, morphological, and ultimately syntactic. I anticipate

that this new conceptualization of syntax will be difficult for some readers to swallow.

Therefore, this background is included to illustrate how this relatively new idea has

theoretical and empirical support in a broader usage-based research program.

The traditional distinction between grammar and the lexicon stems from a need to

account for regularity and irregularity in language. The former allows for theoretically

infinite generation from a finite set of rules, while the latter must be memorized. While

most modern linguistic theories acknowledge that lexical items must be associated with

some kind of information about how they can (or cannot) be used in syntactic struc-

tures, there remains a reluctance in dominant frameworks to allow a richer integration

between words and their syntactic structures. In modern generative theories, syntactic

information in the lexicon is categorical (constraint-based), limited to rules concern-

ing the syntactic frames in which a word can participate as a head or modifier (Borer,

2005; Bresnan, 2001; Chomsky, 1995; Kay, 2013; Marantz, 1997; Pollard and Sag, 1994;

Ramchand, 2008). These theories aspire to model language competence rather than

performance (Chomsky, 1965), and as such see probabilistic aspects of language use as

language-external and irrelevant to linguistic theory (Stabler, 2013).

In contrast, usage-based theories of language allow for a much richer representation

of syntax in the lexicon. These theories posit that all aspects of language are connected

in a cognitive network (Diessel, 2015; Goldberg, 2006; Langacker, 1987). The strength

3



Introduction Chapter 1

of associative links between components of the network—such as words and syntactic

structures—are based on one’s complex experience with them and related words and

structures (Bates and MacWhinney, 1989; Bybee, 2010; Diessel, 2015). Importantly, this

entails associations which are probabilistic in nature. From this perspective, words are

situated in a rich, multidimensional space based on their characteristics (e.g., phonological

form) and distributions (e.g., across syntactic contexts).

1.1.1 Distributional effects on processing, production, and ac-

quisition

Consistent with the predictions of these usage-based models, there is growing evi-

dence that the distributional characteristics of words can impact language comprehen-

sion, production, and acquisition. Generally, these effects have been tied to the diversity

or typicality of distributions and quantified with information-theoretic measures such as

entropy and relative entropy (Shannon, 1948).

Perhaps the simplest distributional measure of a word is its lexical context—the set

of words with which it co-occurs. Words that participate in diverse lexical contexts

have been shown to be recognized faster in visual lexical decision tasks (McDonald and

Shillcock, 2001a, 2001b). Similarly, within a particular syntactic construction, words

with lexical distributions more typical for that construction are recognized faster (Baayen

et al., 2011), and these effects correlate with changes in the electrophysiological signal

(Hendrix et al., 2017).

Similar effects have also been demonstrated for morphological contexts. Kostić et al.

(2003) found that inflectional variants of a word are processed more quickly in a visual

lexical decision task if they are more frequent (relative to other inflectional variants of

the same word) and if that inflected form serves fewer syntactic functions (e.g., a case

4



Introduction Chapter 1

marker that expresses both objects and temporal adverbials). Put another way, when

the syntactic function of an inflected form is more ambiguous, it takes longer to process.

In a related vein, Moscoso del Prado Mart́ın et al. (2004) developed the concept of

inflectional entropy, defined as the productivity of a stem across its inflectional variants.

They found that words are processed more quickly when they have a higher inflectional

entropy—i.e., when occurrences of the word are more evenly distributed across its possible

inflected forms. Later research demonstrated that nouns with more typical inflectional

distributions (relative to all other nouns of the same gender) are also processed more

quickly (Milin et al., 2009). Finally, morphological distributional effects are not limited

to processing; Baayen et al. (2006) found that words with higher inflectional entropy are

learned earlier in acquisition.

1.1.2 Syntactic distributional information

The findings concerning lexical and morphological distributional effects only recently

inspired similar investigations into syntactic distributions. The first of these were limited

to particular syntactic constructions and relations. For example, Linzen et al. (2013)

found that the distribution of verbs across argument structures has a measurable effect

on the electrophysiological signature of those verbs.

Lester and Moscoso del Prado Mart́ın (2015) took a step toward a truly syntactic

representation by looking at abstract—and often discontinuous—syntactic dependency

relations instead of broad syntactic frames. These dependencies refer to the asymmet-

ric relations between ’head’ and ’dependent’ defined within Dependency Grammar for-

malisms (Hudson, 2007; Mel’čuk, 1988; Nivre, 2005; Tesnière, 1959). Drawing inspiration

from the research on morphological inflectional paradigms, they investigated an analo-

gous syntactic paradigm in English: where inflectionally rich languages express nominal
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roles via case inflection, English does so via prepositional phrases and word order (e.g.,

subjects and objects of verbs). The authors found that English nouns with higher en-

tropy distributions across these syntactic roles had faster response times in a visual lexical

decision task.

Building on this study of nominal roles in English, Lester and Moscoso del Prado

Mart́ın (2016) expanded the scope of syntactic distributions to include all syntactic

dependencies in which a noun participates. They also defined additional syntactic entropy

measures for only the relations in which a noun participates as head (it’s ”structure-

building potential”) and likewise as dependent (its ability to be integrated into other

structures). They found that nouns with higher ’as-head’ entropy are produced more

quickly in a bare noun picture naming task, but nouns with higher ’as-dependent’ entropy

are produced more slowly. In lieu of these results, the authors suggest that ”flexibility

is not a simple component of syntactic entities, but one that interacts with different

functional domains to help or hinder processing.”

Lester et al. (2017) went beyond the syntactic entropy of particular words to explore

the relationship between words and their syntactic distributions. Following the extensive

literature on lexical priming (semantic, phonological, orthographic, etc.), they set out to

find an effect of syntactic priming between pairs of words. They introduced an entropy-

based measure of similarity between two syntactic distributions and found that this

measure correlates positively with visual lexical decision priming magnitudes. Put simply,

a word is recognized more quickly when its prime is syntactically more similar.

The work of Lester and colleagues on syntactic distributions is summarized and ex-

panded in Lester (2018), which includes chapters on the processing, production, and

acquisition of nouns. Processing studies in Lester (2018) include simple lexical decision

and primed lexical decision. In the first of these, Lester found that both more diverse

and more prototypical nouns are met with shorter response times. The diversity effect
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is attributable to both the number of syntactic contexts in which the noun occurs (cat-

egorical distribution) and to the extent to which the noun is evenly distributed across

these contexts (probabilistic distribution). The primed lexical decision task is essentially

the study reported in Lester et al. (2017), demonstrating that syntactically similar nouns

prime each other. The results of the production studies were varied. In a bare noun

picture naming task there was a weak effect of typicality, with more typical nouns rec-

ognized more slowly. A second experiment asked participants to produce the + NOUN,

and in this study higher typicality and diversity led to faster reaction times. Finally, the

chapter on acquisition demonstrates that children begin producing syntactically diverse

and prototypical nouns earlier in their development.

All of these studies support the idea that the lexicon contains fine-grained, probabilis-

tic information about the syntactic distributions of words. To summarize, the evidence

shows up in studies on perception, production, and acquisition, and these effects are even

observed for words in isolation, not just those presented in syntactic contexts.

1.2 Functional pressures in the lexicon

Given the presence of rich syntactic information in the lexicon, this dissertation ex-

plores the ways in which that syntactic information is structured within the lexicon, both

internally and with regard to other lexical features. But why should we expect syntactic

information within the lexicon to be structured in the first place? The answer can be

found in a growing body of research attesting to the ways in which functional pressures

on learning, memory, production, and perception may shape the lexicon in different ways.

The evidence for these pressures is the presence of systematicity, a term borrowed from

Dingemanse et al. (2005) but used more broadly here. For this dissertation, systematicity

refers to a statistical pattern in a single feature (clustering or dispersion beyond chance)

7
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or a statistical relationship between two features (contrasting with arbitrariness). The

presence of systematicity is generally attributed to one of two competing forces. I will

introduce these competing forces briefly, and they will be exemplified in the following

subsections.

The first of these forces stems from what I will refer to as the association model. These

pressures are closely related to connectionist and network models of grammar in which

associated items are co-activated (e.g., Diessel, 2015). The association model predicts

clumpiness in single features because the activation of a particular pathway benefits

from having many closely-related/associated pathways through processes of spreading

activation (Collins and Loftus, 1975; Dell, 1986). The association model also predicts

positive correlations between features, as the resulting compressibility of the lexicon is

useful for learning and memory.

The second, competing force stems from an information-theoretic approach to lan-

guage (Gibson et al., 2013; Levy, 2008a; Shannon, 1948). This model sees language as

predictive and probabilistic, and language users must work together to discriminate an

intended message from possible alternatives. The information-theoretic model predicts

maximal differentiation across lexical structures to avoid possible confusion. Clumpiness

is dispreferred for single features, as lexical items should be maximally distinct. For

relationships between features, arbitrariness or even negative correlations are predicted;

if two lexical items are similar with regard to one feature, they should ideally be distinct

in another to avoid the possibility of confusion.

For lexical features other than syntax, there is evidence in the lexicon for systematicity

both within and between features. In the following sections, we review the literature on

each of these kinds of systematicity in turn. This is important for two reasons. For one,

it offers a model for how syntactic information may also be patterned within the lexicon.

I explicitly link each finding on systematicity to psycholinguistic research describing
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the advantages of such patterns for language users, and then describe how it motivates

predictions for systematic patterning in syntactic representations by analogy. Second,

this research taken as a whole helps to illustrate a broader theme running through this

dissertation—namely, that the lexicon is structured for efficient use.

1.2.1 Systematicity within a single feature

Most of the research on the systematicity of a single feature of the lexicon has focused

on wordforms (phonology). There are several sources of phonological regularity in the

lexicon. One such source is morphology, as words that share a morpheme will also

typically share its phonological form. However, there are other sources of regularity that

also apply to mono-morphemic words. One of these is phonotactics—the complex set of

rules concerning which sounds and sound sequences are allowed in a language (Hayes and

Wilson, 2008; Vitevitch and Luce, 1998)—and the regularity introduced by phonotactics

goes beyond categorical constraints. As it turns out, phonotactically probable words are

recognized more quickly than less probable words (Vitevitch et al., 1999) and learned

more quickly by infants and young children (Coady and Aslin, 2004; Storkel and Hoover,

2010). Similarly, infants prefer to listen to high-probability sequences over low-probability

ones (Jusczyk et al., 1994; Ngon et al., 2013).

What’s more, the clustering of phonological forms goes above and beyond the effects

of phonotactics and morphology (Dautriche et al., 2017). Research on phonological neigh-

borhood density effects sheds light on the advantages that these clusters offer. Words in

high-density neighborhoods are produced faster and more accurately (Dell and Gordon,

2011; Gahl et al., 2012; Stemberger, 2004; Vitevitch, 2002; Vitevitch and Sommers, 2003,

but see Sadat et al., 2014), and they are learned more easily by both children (Storkel,

2004) and adults (Storkel et al., 2006). In fact, similarity with known words may help in-

9



Introduction Chapter 1

fants identify novel words in fluent speech (Altvater-Mackensen and Mani, 2013). There

is also evidence that this kind of phonological similarity facilitates short- and long-term

memory (Storkel and Lee, 2011; Vitevitch et al., 2012).

Yet another source of systematicity in the phonology of a language is homonymy,

whereby multiple meanings share the same form. There is evidence that this lexical

ambiguity can actually facilitate processing by permitting efficient linguistic units to be

re-used (Piantadosi et al., 2012). Additionally, homonyms are produced more accurately

than novel word forms by children in a word learning task (Storkel and Maekawa, 2005).

Finally, experimental work on language evolution has shown how this systematic under-

specification in the mapping of form to meaning can arise through language transmission

(Kirby et al., 2008).

Systematicity between features (e.g., between phonology and semantics) are the

source of additional phonological regularity, but these relationships are addressed in the

next section. To summarize the literature reviewed so far, it appears that lexicons with

high phonological systematicity offer advantages to learning, memory, and production

(Monaghan et al., 2011).

However, there is also evidence that phonological regularity can be detrimental, par-

ticularly for perception. Words with more phonological neighbors are processed more

slowly and with more errors (Luce and Pisoni, 1998; Vitevitch and Luce, 1998; Vite-

vitch et al., 1999). These inhibitory effects on comprehension can also negatively effect

a toddler’s ability to learn novel words with close phonological neighbors (Swingley and

Aslin, 2007). These findings represent a pressure for dispersion which is predicted by the

information-theoretic model introduced above. Perceptual distinctiveness is crucial for

guarding the lexicon against noise, and it is a key design feature of phonological systems

(Flemming, 2004; Graff, 2012; Lindblom, 1986; Wedel et al., 2013). Other studies have

shown how language production is modulated to preserve perceptual distinctions, reflect-
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ing a sensitivity to factors such as frequency, predictability, and potential confusability

(Aylett and Turk, 2004, 2006; Bell et al., 2003; Cohen Priva, 2008; Levy and Jaeger,

2007; Pluymaekers et al., 2005; Raymond et al., 2006; Van Son and Van Santen, 2005).

The research described in this section suggests that the degree of phonological system-

aticity in the lexicon reflects a balance between pressures of association and dispersion.

Some regularity (clustering) aids learning, memory, and production, while distinctiveness

serves perceptual needs. While this research has focused on phonology, I hypothesize that

the same principles should apply to any lexical feature, including syntax. According to

usage-based theories, distributional characteristics of a word such as syntax share impor-

tant commonalities with other lexical features such as wordforms. For both, associations

within the cognitive network are strengthened over time through one’s experiences with

language, and the advantages of clustering can be explained by spreading activation

(Collins and Loftus, 1975; Dell, 1986). In this way, language users may stand to gain as

much from systematicity in syntactic distributional information as they do from system-

aticity in phonological forms.

In this dissertation, I ask whether syntactic distributional information in the lexicon

is subject to similar patterns of internal systematicity. Just as for wordforms, there are

several ways that syntactic information could exhibit such systematicity. First, syntactic

distributions might be clustered beyond what would be expected by chance. This could

be measured in several ways; for example, clustering of phonological forms in real lexicons

was been measured against simulated lexicons using average distance between wordforms,

number of minimal pairs, and network measures (Dautriche et al., 2017). Second, one

could explore the relationship between frequency and syntactic distributions. Mahowald

et al. (2018) found that more frequent words are more orthographically well-formed and

have denser phonological neighborhoods, interpreting this as evidence that the most

frequent words are also most optimized for efficient use. One could ask similar questions
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about syntactic distributions.

Short of answering all of these questions, this dissertation takes a first step to address-

ing them in Chapter 3. In that study, I assess the relationship between frequency and

syntactic neighborhood density in nearly fifty languages. To my knowledge, it constitutes

the first study of syntactic neighborhood density and the first to investigate systematicity

within syntactic distributional information. My findings in that study invite additional

research into other patterns of internal systematicity within syntactic distributional in-

formation.

1.2.2 Systematicity in the relationship between features

Turning now to systematicity between features of the lexicon, much of the focus

has been on the relationship between form and meaning. Traditionally, this relation

is considered to be arbitrary (de Saussure, 1916; Hockett, 1960), yet there are well-

known examples of systematicity and growing evidence for the usefulness of such patterns

(Dingemanse et al., 2005). One source of this systematicity is sound symbolism, the iconic

mapping of sound to meaning. There are many different types of sound symbolism, and

patterns of sound symbolism are present in many languages and cultures (Blasi et al.,

2016; Bremner et al., 2013; Hinton et al., 1994; Lockwood and Dingemanse, 2015, inter

alia). Yet the systematicity goes beyond what can be accounted for by sound symbolism.

Several studies have demonstrated a widespread correlation between form and meaning

across the lexicon (Dautriche et al., 2016; Monaghan et al., 2014; Shillcock et al., 2001;

Tamariz, 2008).

These regular correspondences appear to have advantages for learning and memory.

A correlation between form and meaning has been shown to facilitate learning in adults

and children (Imai and Kita, 2014; Imai et al., 2008; Monaghan et al., 2014; Nielsen and
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Rendall, 2012; Nygaard et al., 2009). The learning bias is further supported by Monaghan

et al. (2014), who report more systematicity in words acquired earlier. Furthermore, a

positive correlation between phonology and semantics results in redundancy, as some

aspects of a word can be at least partially predicted by other aspects. In this way lexical

knowledge is compressible (Kirby et al., 2015; Tamariz and Kirby, 2015), easing demands

on learning and memory.

Phonology has also been shown to mark both semantic and syntactic categories. For

example, Reilly et al. (2012) found that there are phonological correlates to the semantic

distinction between concrete and abstract words. Concerning syntactic categories, several

studies have drawn attention to statistical differences across a variety of phonological

properties that cue grammatical distinctions such as noun vs. verb and open vs. closed

word class (Cassidy and Kelly, 1991; Kelly, 1992; Monaghan and Christiansen, 2008;

Monaghan et al., 2005; Monaghan et al., 2007). These phonological cues have been

shown to support category learning and generalization to novel words (Fitneva et al.,

2009; Monaghan et al., 2011).

However, the advantages of systematicity between features seem to be limited. While

form-meaning correspondences give advantages for category learning, some studies sug-

gest they do not facilitate acquisition of individual word meanings (Monaghan et al.,

2011; Monaghan et al., 2012). For example, toddlers find it difficult to learn words that

are similar in both form and meaning (Dautriche et al., 2015; Swingley and Aslin, 2007).

Form-meaning regularity can also be detrimental to production. The mixed error effect

describes the phenomenon by which speech error substitutions are more common for

words that are both semantically and phonologically similar than for words that share

only one of these properties (Dell and Reich, 1981; Goldrick and Rapp, 2002; Schwartz

et al., 2006). Taken to an extreme, systematicity would lead to the presence of highly

confusable words throughout the lexicon.
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These findings are a reminder that arbitrariness still plays an important role in the

lexicon. Several studies demonstrate that arbitrary forms are more effective than iconic

forms and nonverbal cues when it comes to activating general and abstract representations

(Boutonnet and Lupyan, 2015; Edmiston and Lupyan, 2015; Lupyan and Thompson-

Schill, 2012). There is also evidence that iconic form-meaning mappings work well in

small vocabularies, but as the size of the vocabulary increases, the potential for con-

fusion increases and arbitrary mappings become more efficient (Gasser, 2005). Finally,

arbitrary form-meaning pairs may be a prerequisite for the transition to a combinatorial

language system, in which a finite number of signs and parts of signs are combined into

a theoretically infinite number of utterances (Hockett, 1960; Nowak et al., 1999).

To summarize the literature reviewed here, systematicity exists to a degree within the

lexicon, but it is kept at bay by opposing pressures favoring arbitrariness, with both of-

fering advantages to different aspects of language acquisition and use. For example, Mon-

aghan et al. (2014) suggest that the lexicon is structured such that regularity promotes

early language learning while arbitrariness is introduced later to facilitate communicative

expressivity and efficiency.

Again, I ask whether the syntactic distributions of words are subject to similar pat-

terns of systematicity with regard to their relations to other features of the lexicon. In

particular, I ask whether syntactic representations are correlated with wordforms and

word meanings. I hypothesize that these relationships will be positive correlations, just

like the relationship that has been demonstrated between form and meaning. These kinds

of systematic relationships would presumably imbue the same advantages for learning and

memory that are observed for form-meaning correspondences. This question is addressed

in Chapter 4 of the dissertation.
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1.3 Scope of the dissertation

This dissertation sets out to explore three patterns of systematicity concerning syn-

tactic distributional information cross-linguistically. Before investigating these patterns,

Chapter 2 orients the reader with the data and methods shared among the following

chapters. In particular, I demonstrate how syntactic information is extracted from an-

notated corpora and converted into probability vectors. To make these abstract ideas

more accessible to readers, some concrete examples are given of syntactic distributions

and syntactic comparisons between words.

As suggested above, Chapters 3 and 4 are aimed at revealing whether syntactic dis-

tributions participate in patterns of systematicity in the lexicon. Chapter 3 focuses on

regularity within syntactic distributions testing whether syntactic neighborhood den-

sity is correlated with frequency across languages. I hypothesize that high frequency

words will have denser syntactic neighborhoods, on analogy with the findings concerning

phonology in Mahowald et al. (2018). Chapter 4 examines systematicity between syn-

tactic distributional information and other features of the lexicon: wordforms and word

meanings. I expect positive correlations, consistent with findings on the relationship

between form and meaning (Dautriche et al., 2016).

In Chapter 5, I am interested in a different kind of grammatical system that has close

ties to the lexicon: grammatical gender. In that study, I investigate the relationship

between syntactic distributional information and grammatical gender assignment. The

literature suggests that grammatical gender assignment may be functionally motivated

to disambiguate potentially confusable nouns, reminiscent of the pressures for dispersion

discussed above. I propose syntax as a locus for this disambiguation, as syntactically

similar words will compete for activation in those syntactic contexts that they share. To

test this hypothesis, I ask whether syntactically similar words are more or less likely to
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share a gender across languages.

I bring together the results of all these studies in Chapter 6 to discuss their impli-

cations for the lexicon and grammatical theory. Although these are the first studies of

syntactic systematicity in the lexicon, I can draw on the results of each chapter to formu-

late preliminary answers to the questions I have posed. Do syntactic distributions exhibit

systematicity, either internally or in their relations to other features of the lexicon? If

so, do these patterns of systematicity reflect pressures of association or dispersion? Can

syntactic distributional information provide insights into the function of grammatical

gender systems? I conclude in this chapter with shortcomings and future directions.
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Data and Methods

The primary source of data for this study is the Universal Dependencies Treebanks (UDT)

(de Marneffe et al., 2021). This project offers cross-linguistically consistent part of speech

tagging and dependency annotation for data from over 100 languages. Corpus size and

the availability of additional features such as lemmas vary from language to language,

and many languages are represented by multiple corpora. I extracted wordform, lemma,

part of speech, gender, and syntactic information for every token of every corpus in UDT,

excluding corpora without consistent lemma information.

2.1 Syntactic representations

The syntactic information of a word consists of every syntactic dependency that the

word participates in, either as a head or dependent. The UDT dependency framework is

illustrated in Figure 2.1. In this example, the Spanish word oro (‘gold’) participates in

two syntactic dependencies. First, it is the head of a case relation with de (‘of/from’).

Second, it is the dependent of a nominal modification relation with medallas (‘medals’).

These two relations highlight an important characteristic of the UDT framework: the
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primacy of content words. Practically speaking, this means UDT dependencies link

content words directly rather than indirectly through function words. In contrast, many

dependency grammars would view oro as a dependent of de, which in turn would be

viewed as a dependent of medallas. For my purposes, I am interested in the overall

syntactic distributions of words, so the particular framework by which those dependencies

are annotated matters less than the consistency by which that framework is applied across

sentences and languages.

Figure 2.1: An example of the Universal Dependencies Treebanks dependency frame-
work from Spanish. Syntactic dependencies are represented by arrows pointing from
heads to their dependents, and each dependency is labeled for the type of relation.
The translation of the sentence is ‘We want to get at least four or five gold medals.’

The studies in this dissertation aim to address the lexicon, and therefore I aggregate

the UDT data by lemma and part of speech. (Alternatively, one could aggregate tokens

by wordforms within or across parts of speech.) The decision to investigate lemmas is

particularly important for Chapter 5 because grammatical gender is a feature of lexemes

rather than specific wordforms. Upon aggregation, syntactic information takes the form

of a syntactic vector. Each position in the vector represents a specific syntactic role and

relation, such as head of a determiner relation. The value at that position represents

how many times a particular lemma was attested in that relation and role. As such, the

entire vector constitutes a frequency distribution of the syntactic dependency types in

which a lemma has participated.

Frequency distributions are known to be biased by sample size. Following Lester
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(2018), I correct these distributions using the James-Stein shrinkage estimator (Hausser

and Strimmer, 2009). This bias correction method performs well on data for which

the number of types is known, and—given the size of the corpora—I assume that the

dependency types represented by the corpus data are exhaustive. The bias correction

also transforms the syntactic vector from a frequency distribution into a probability

distribution.

I illustrate the syntactic distributions of lemmas with three examples from Spanish.

Figure 2.2 shows partial probability vectors for three Spanish lemmas that are well at-

tested in the data: medalla (n = 72), oro (98), and paz (132). The ten dependency types

included in the illustration are only a subset of those found in Spanish, but they include

types in which nouns often participate (they account for 87% of medalla dependencies,

93% of oro, and 96% of paz ). The height of each bar represents the (bias-corrected) rate

at which that lemma participates in that dependency type relative to other dependency

types.

It is readily apparent from Figure 2 that oro and paz are much more similar to each

other syntactically than either is to medalla. Both oro and paz participate frequently

as the dependent in a nominal modifier dependency and as the head of a case marking

dependency, while medalla does not. On the other hand, medalla is far more likely to

occur as an object of a verb and as the head of a nominal modifier dependency. All four

of these dependency types are illustrated with oro and medalla(s) in Figure 2.1. In fact,

oro and medalla co-occur frequently in the corpus in the phrase medalla(s) de oro (‘gold

medal(s)’), contributing to the patterns observed in their syntactic distributions. These

words—oro and medalla—are semantically similar yet syntactically distinct. In contrast,

oro and paz are semantically unrelated yet syntactically similar.

I also derive measures of frequency from the UDT corpora. Token frequencies from

the UDT are normalized across languages using the total corpus size for each language
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Figure 2.2: Partial probability vectors for the participation of three Spanish lemmas in
different syntactic roles and relations. The height of each bar indicates how often that
lemma participates in that dependency type relative to other syntactic dependency
types. The probabilities shown are corrected for sample bias with the James-Stein
shrinkage estimator. These three distributions illustrate how oro is much more similar
syntactically to paz than to medalla, despite being more similar semantically to the
latter.

and converted to per-million frequencies. I exclude lemmas occurring less than ten times

in the data. This cut-off represents a compromise between excluding words whose syn-

tactic distributions are unreliable and including as many words as possible. Because of

the Zipfian distribution of word frequencies, increasing the minimum frequency even a

little excludes many words from the analysis. On the other hand, including very low

frequency lemmas may introduce unwanted biases into the analyses. For example, very

low frequency lemmas are more likely to share an exact syntactic distribution with other

very low frequency lemmas in the sample, obscuring subtle but important distinctions in

their real syntactic distributions.

20



Data and Methods Chapter 2

2.2 Semantic and orthographic data

While the focus of the dissertation is on syntactic distributional information, each

study also incorporates semantics and orthography (as a proxy for phonology). In Chap-

ter 4 these other word features are central to the hypotheses, while in Chapters 3 and

5 they are included as controls and to reproduce results from the literature. The UDT

corpora are too small to produce reliable semantic vectors, so fastText semantic vectors

(Bojanowski et al., 2016) are matched to words in the UDT. As the vectors from fast-

Text correspond to wordforms, I compute weighted averages (by frequency) for lemmas

to make them compatible with the lemma-aggregated UDT data. Similarly, phonological

transcriptions are not available for the languages in the study, so I utilize orthography

as a proxy for phonology. This is justifiable based on previous work: Dautriche et al.

(2016) examined the relationship between phonology and orthography and found high

correlation between the number of phonemes and characters in a word in Dutch (r =

.87), English (r = .83), German (r = .89), and French (r = .79).

2.3 Languages

The resulting data is further trimmed and transformed for each study in the disserta-

tion, as outlined in their respective chapters. For example, Chapter 5 excludes languages

without grammatical gender. In all, 48 languages are included in at least one of the anal-

yses, as shown in Table 2.1. I include family and subfamily affiliations for each language,

and this information is used in analyses to identify effects that are specific to a language

group. Groupings are based loosely on Glottolog (Hammarström et al., 2021); yet with

many potential grouping levels, I had to make subjective decisions with regard to which

levels to include, particularly within Indo-European. It would have been reasonable to
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group all ten Slavic languages together in one large subfamily, but I chose to use East,

South, and West Slavic groups instead to highlight trends within each. With regard to

controversial language families, I take a conservative approach. For example, Turkish,

Korean, and Japanese are assigned to their own families despite putative membership in

a Transeurasian family (e.g., Robbeets, 2017). Similarly, the names chosen for families

and subfamilies used in these groupings are not intended to be controversial, and they

should not be interpreted beyond the distinctions they make in the data.

The approach of this dissertation is intentionally cross-linguistic, to the extent allowed

by data availability. A more detailed and extensive investigation of one or a few languages

was sacrificed in favor of one that included as many languages as possible. Ten families

and twelve subfamilies within the Indo-European family are represented in this sample.

Yet, ideally, the sample for these investigations would be far more diverse in terms of

both geographic and genealogical spread (Bickel, 2008; Dryer, 1989; Miestamo et al.,

2016; Rijkhoff and Bakker, 1998, inter alia). There are no indigenous languages of the

Americas, Sub-Saharan Africa, or Australia. This is addressed again in Chapter 6, and

the results presented throughout this dissertation will be subject to future reconsideration

as corpora and other resources become available for many more languages and language

families.

2.4 Distance measures

One way or another, each of the studies in this dissertation require comparisons

between words with regard to their syntactic, semantic, and orthographic properties. I

perform these comparisons with distance metrics which are appropriate for each lexical

feature. The process of comparing words to each other has the added benefit of reducing

lengthy semantic and syntactic vectors and complex orthographic strings to a distance
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Language Subfamily Family Ch. 3 Ch. 4 Ch. 5
Arabic Semitic Afro-Asiatic 1,989 252,676 NA
Hebrew Semitic Afro-Asiatic 1,169 110,366 332,520

Vietnamese Mon-Khmer Austro-Asiatic 329 9,107 NA
Indonesian Malayo-Polynesian Austronesian 1,172 69,176 NA
Basque Basque Basque 899 35,308 NA

Armenian Armenic Indo-European 431 7,093 NA
Latvian Baltic Indo-European 2,035 158,940 853,470

Lithuanian Baltic Indo-European 705 20,631 116,886
Gaelic Celtic Indo-European 333 6,597 27,261
Irish Celtic Indo-European 846 36,527 193,131
Welsh Celtic Indo-European 272 5,420 16,290

Belarusian East Slavic Indo-European 1,860 150,525 808,356
Russian East Slavic Indo-European 6,299 1,459,997 9,033,375
Ukrainian East Slavic Indo-European 874 36,285 203,203
Greek Hellenic Indo-European 485 9,466 55,611
Hindi Indo-Aryan Indo-European 1,547 203,945 914,566
Urdu Indo-Aryan Indo-European 796 73,315 263,796

Persian Iranian Indo-European 3,436 1,135,740 NA
Danish North Germanic Indo-European 539 14,040 53,300
Icelandic North Germanic Indo-European 3,060 435,333 1,547,919
Norwegian North Germanic Indo-European 2,709 305,085 1,828,828
Swedish North Germanic Indo-European 1,159 54,259 287,660
Catalan Romance Indo-European 2,345 255,197 1,189,652
French Romance Indo-European 2,697 305,373 1,941,435
Galician Romance Indo-European 1,151 48,639 NA
Italian Romance Indo-European 3,287 454,336 2,657,665
Latin Romance Indo-European 2,308 220,168 945,996

Portuguese Romance Indo-European 1,408 81,728 478,731
Romanian Romance Indo-European 3,432 472,697 3,012,284
Spanish Romance Indo-European 3,729 691,964 3,121,251
Bulgarian South Slavic Indo-European 1,139 49,548 307,720
Croatian South Slavic Indo-European 1,424 93,180 533,028
Serbian South Slavic Indo-European 762 26,114 152,628
Slovenian South Slavic Indo-European 1,052 53,956 268,278
Afrikaans West Germanic Indo-European 358 4,074 NA
Dutch West Germanic Indo-European 1,463 90,288 337,431
English West Germanic Indo-European 2,570 303,346 NA
German West Germanic Indo-European 6,672 2,095,196 9,660,210
Czech West Slavic Indo-European 7,590 3,191,510 15,326,415
Polish West Slavic Indo-European 3,222 429,515 2,336,041
Slovak West Slavic Indo-European 773 28,110 120,295

Japanese Japonic Japonic 1,727 13,349 NA
Korean Koreanic Koreanic 3,010 719,907 NA
Chinese Sinitic Sino-Tibetan 1,891 3,757 NA
Turkish Turkic Turkic 3,171 719,273 NA
Estonian Finnic Uralic 2,671 335,563 NA
Finnish Finnic Uralic 2,219 212,619 NA

Hungarian Hungarian Uralic 254 3,116 NA

Table 2.1: Languages, their genealogical affiliations, and the number of data points
used in Chapters 3–5. Chapter 3 numbers refer to lemmas included in the analyses,
while Chapters 4 and 5 refer to the number of lemma pairs.
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between two vectors/strings.

For orthography, I use Levenshtein distance, defined as the minimum number of single-

character insertions, deletions, and/or substitutions needed to change one character string

into another.

For semantics, I use Cosine similarity, as it is the standard metric for measuring

similarity between two semantic vectors. This metric is popular because it captures the

angle between the vectors in multidimensional space, ignoring the magnitude of those

vectors. Subtracting the cosine similarity from 1 turns it into a distance metric. Given

vectors A and B, where Ai and Bi are the components of these vectors, the formula for

cosine similarity is

n∑
i=1

AiBi√
n∑

i=1

A2
i

√
n∑

i=1

B2
i

. (2.1)

Finally, for syntax, I use the entropy-based Jensen-Shannon Divergence (JSD) be-

tween syntactic vectors (following Lester et al., 2017). JSD is a bounded, symmetric

distance metric based on the Kullback-Leibler Divergence (KLD). KLD is an unbounded,

directional (asymmetric) measure of the information loss of approximating one probabil-

ity distribution by another, and JSD makes this measure bidirectional by averaging the

distance to the midpoint of the two distributions. The relevant equations for JSD are as

follows for probability distributions P and Q defined on the probability space X:

JSD(P∥Q) =
1

2
KLD(P∥M) +

1

2
KLD(Q∥M); (2.2)

KLD(P∥Q) =
∑
x∈X

P (x)log

(
P (x)

Q(x)

)
; (2.3)
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M =
1

2
(P +Q). (2.4)
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Systematicity within syntactic

distributions

3.1 Background

In Chapter 1, I introduced the notion of systematicity in the organization of lexi-

con. Systematicity has been shown to exist within phonological forms, as wordforms are

clustered beyond the influence of phonotactics and morphology (Dautriche et al., 2017).

This clustering offers advantages to learning (Storkel, 2004; Storkel et al., 2006), memory

(Storkel and Lee, 2011; Vitevitch et al., 2012), and production (Dell and Gordon, 2011;

Gahl et al., 2012; Stemberger, 2004; Vitevitch, 2002; Vitevitch and Sommers, 2003). Of

particular interest for this study is the observation that the clustering of phonological

forms further correlates with frequency, such that the most frequent forms are also those

with the densest neighborhoods (Mahowald et al., 2018). This means that the advan-

tages conferred by this regularity are greatest for the words that are used the most. This

finding is consistent with information-theoretic accounts that predict that the most fre-

quent words should be most optimized for efficiency (Piantadosi et al., 2011; Zipf, 1949).
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(It should be noted that in Chapter 1 I discussed information theory primarily in the

context of pressures of dispersion, as messages must be discriminated from possible alter-

natives. This was contrasted with association pressures predicting clustering. However,

information theory also makes this meta-prediction about the way the lexicon will be

organized with regard to frequency. My predictions about syntactic neighborhood den-

sity and frequency refer to advantages conferred by clustering (as opposed to advantages

of dispersion), and yet such a finding can be reconciled with an information-theoretic

framework in this way.)

The semantics landscape is less clear. For one, it is complicated by the diversity of

approaches to capturing semantic information (see below). Additionally, most studies

on the effects of semantic neighborhood density focus on lexical recognition and catego-

rization tasks at the expense of learning, memory, and production (e.g., Buchanan et al.,

2001; Locker et al., 2003; Mirman and Magnuson, 2008; Nelson et al., 1992; Siakaluk

et al., 2003; Yates et al., 2003). What is clear from these studies is that semantic neigh-

borhood density correlates strongly with frequency (e.g., Mirman and Magnuson, 2008),

just as is observed for phonology.

I hypothesize that this same pattern of systematicity will be found with syntactic

representations. I expect to find that more frequent words will have denser syntactic

neighborhoods, as these associations presumably offer the same advantages to language

acquisition and use as they do in phonology. To my knowledge, this study constitutes

the first investigation into syntactic neighborhood phenomena in the literature.

3.2 Analysis

Data for this study were collected according to the methods described in Chapter

2. After removing lemmas that did not meet the token frequency threshold of ten,
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syntactic, semantic, and orthographic neighborhood densities were computed. However,

for the statistical analyses described below, the data was additionally subset to just nouns

and verbs for important reasons. Syntactic distributions, by definition, reflect the part of

speech of a target word. For example, nouns are allowed to participate in certain syntactic

dependency roles, but not others. Put another way, dependency types are defined in part

by the classes of words that they link. Due to this fact, the syntactic neighbors of a word

will almost always be other words belonging to the same part of speech. However, very

small word classes may represent an exception to this rule. If a language has a word

class with just two members, then those words will have to look further (and beyond

their own word class) to find more than two neighbors. The size of many word classes,

including function words, vary greatly from language to language. What’s more, some of

the function words that occur in small word classes, such as conjunctions in English, are

highly frequent. This may introduce strong differences in the neighborhood densities of

these words across languages and interfere with the correlation that I am investigating

in this study. For this reason, I restrict the analysis to nouns and verbs, which are

universally large and open word classes.

3.2.1 Neighborhood density measure

To define syntactic neighborhood density, I can draw inspiration from how neigh-

borhood densities are calculated for other features. Phonology and orthography are not

particularly helpful, as the nature of these representations are very different from syntax.

Since phonology and orthography are typically represented as a string of phonemes/characters,

the corresponding neighborhood densities are often defined as the number of minimal

pairs—words that differ from a target word by just one phoneme/character (e.g., Grainger

et al., 2005; Munson and Solomon, 2004; Yates et al., 2004). This approach does not

28



Systematicity within syntactic distributions Chapter 3

translate to the syntactic representations because there is no such thing as a minimal

pair of probability distributions.

Semantic vectors share many similarities with syntactic vectors, but this is far from

the only semantic representation used in studies investigating the effects of semantic

neighborhoods, and neighborhood definitions among these approaches are as diverse as

the approaches themselves. These approaches can be divided into those that are object-

based and language-based. Object-based approaches refer to the properties of the objects

to which a word refers, and they include feature-based representations (e.g., McRae et al.,

2005; Vigliocco et al., 2004). On the other hand, language-based approaches rely on the

properties of the language used to refer to those objects. These include association-based

representations, in which association norms are collected from participants (e.g., Nelson

et al., 2004; Nelson et al., 1992) and semantic neighborhoods consist of meaningfully

related words generated by those participants (e.g., Locker et al., 2003). Language-

based approaches also include textual co-occurrence-based vectors (e.g., Landauer and

Dumais, 1997; Lund and Burgess, 1996), which open up new possibilities for defining

semantic neighborhoods. For these vectors, neighborhood densities usually refer to the

average distance to a word’s neighbors, but some define neighbors differently as either

the words within a certain distance threshold (e.g., Danguecan and Buchanan, 2016;

Macdonald, 2013) or a word’s ten closest neighbors (e.g., Buchanan et al., 2001; Mirman

and Magnuson, 2008; Shaoul and Westbury, 2010). It should be noted that semantic

features can be predicted with high accuracy from distributional semantic vectors (Durda

et al., 2009), so these different approaches may be capturing largely the same semantic

information.

Drawing inspiration from this semantic precedent, I define syntactic neighborhood

density as the average distance from a word to its n closest neighbors in syntactic space.

Note that a high value represents a low neighborhood density, as the n closest neighbors
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are far away on average. I collect such densities for three values of n: 3, 10, and 50.

This allows me to explore whether effects differ significantly between small and large

neighborhood sizes. Semantic and orthographic neighborhood densities are defined in the

same way, using their corresponding distance metrics. For orthography, this represents

a departure from the typical neighborhood definition based on minimal pairs. However,

I expect it to capture very similar information, because both minimal pairs and the

Levenshtein distance metric are based on the same underlying concept: single-character

changes to a string. If a word has fifteen minimal pairs, the average distance to its

nearest ten neighbors will be 1; in contrast, if a word has only two minimal pairs, then

the average distance to its ten nearest neighbors will be substantially greater than 1

(because most of these neighbors require two or more changes). I use this new definition

for consistency with the syntactic and semantic neighborhoods, and it represents an

opportunity to replicate the orthographic effects found in previous research with a new

neighborhood density metric.

3.2.2 Correlational analysis

To assess the relationship between syntactic neighborhood density and frequency, I

first take a permutation approach. For each language, I take the Pearson correlation

between these two variables (both Box-Cox transformed to approximate a normal distri-

bution). I expect a negative correlation, because a low average distance to n neighbors

represents a very dense neighborhood. As frequency goes up, I hypothesize that this

neighborhood density metric will go down (i.e., increasingly dense neighborhoods).

While the Pearson correlations between these variables are insightful in themselves,

it is necessary to compare them to a baseline. I create such a baseline for each language

by permuting the syntactic neighborhood density variable, resulting in a random pairing
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of neighborhood densities and frequencies. I performed this permutation 10,000 times

for each language to produce a null distribution of correlation values against which I can

compare the real correlation. In turn, I computed p-values directly from these distribu-

tions by dividing the number of simulated correlations (plus one) that are lower than the

real correlation by the total number of simulated correlations (plus one). The p-value for

each language represents the probability that the real correlation would have that value

if it was drawn from the null distribution. This analysis was performed for each of the

three values of n.

Real correlations for each language and their confidence intervals are shown in Figure

3.1, along with their significance levels. Each column in the plot represents a differ-

ent neighborhood size, and within each column, correlations are shown on the x-axis.

Languages are displayed on the y-axis, organized by family and subfamily.

Overall, Figure 3.1 demonstrates that—for most languages and neighborhood sizes—

the correlation between syntactic neighborhood density and frequency is significantly

negative. Consistent with my hypothesis, this means that more frequent words generally

have more dense syntactic neighborhoods. This effect is fairly consistent across the

languages, subfamilies, and families included in the study. For example, 45 out of 48

languages show a significant negative correlation for a neighborhood size of 10.

However, there are a few exceptions to the pattern in the form of languages with

non-significant or even positive correlations. Some of these languages may fail to show

the expected negative correlation due to a paucity of data, such as Hungarian, Welsh,

and Gaelic. The wide confidence intervals for these languages are indicative of their

small datasets. Hungarian, for example, was the smallest dataset in this study with

only 254 qualified lemmas. (In contrast, the Czech data contains 7,590 lemmas.) Three

other languages failed to display a significant negative correlation for at least one of

the neighborhood sizes: Japanese, Korean, and Chinese. Chinese in particular displayed
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Figure 3.1: Correlations between syntactic neighborhood density and frequency in 48
languages. Correlations and their 95% confidence intervals are shown on the x-axis,
while languages are displayed on the y-axis, organized by family and subfamily. Each
panel corresponds to a different neighborhood size. Significance values for each lan-
guage are the result of comparing the real correlation to 10,000 permutations. 45 out
of 48 languages show a significant negative correlation for a neighborhood size of 10
(middle panel).
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small positive correlations for all three neighborhood sizes. The fact that all three of these

languages are spoken in East Asia raises questions about a potential areal influence, and

this anomaly should be explored in future research.

I previously observed that a few languages with small datasets show non-significant

correlations. It is also apparent that some of the languages with the largest datasets

(indicated by tiny confidence intervals)—such as Czech, German, and Russian—exhibit

some of the strongest negative correlations. This suggests a relationship between the

amount of data I have for a language and the correlation that I observe. This relationship

is more directly illustrated in Figure 3.2.

Figure 3.2: Relationship between the size of the dataset and the correlation between
syntactic neighborhood density and frequency for 48 languages. Languages repre-
sented by larger datasets tend to display a lower (stronger negative) correlation.

There are a couple of possible explanations for this trend. First, the correlation of

interest may be stronger at moderate word frequencies than at very high frequencies. I
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only include lemmas that occur ten times in the data, but this affects languages differently

depending on the size of the corpora. If the corpus for a particular language is small,

then only very high frequency words (in terms of per-million frequencies) will make the

cut. However, if the corpus is very large, even moderately frequent words will be attested

enough times to be included. If the correlation of interest is stronger among moderately

frequent words, then it will be stronger for languages with large datasets but not those

with small datasets. In a similar fashion, languages with small datasets have less reliable

neighborhoods. Many of the low and moderate frequency words that might participate

in such neighborhoods are excluded from the analysis because they are not attested

at least ten times. This problem is alleviated to some degree for languages with large

corpora. Regardless of the explanation, it is encouraging that the hypothesized effect is

strongest for those languages that are the most well-attested. It suggests that some of the

languages which fail to show a significant negative correlation might actually exhibit one

if I had more data, although future research would be needed to confirm this hypothesis.

Given the existence of this relationship between dataset size and effect size, one should

be cautious in generalizing from these results, particularly concerning the size of the

correlation between syntactic neighborhood density and frequency.

3.2.3 Mixed-effects regression analysis

I also perform a mixed-effects regression analysis predicting frequency from syntactic,

semantic, and orthographic neighborhood densities for a neighborhood size of 10. All of

these variables including frequency were Box-Cox transformed and scaled within each

language. I used a full random effects structure with random intercepts and slopes for

languages and subfamilies. A model selection process was used to determine whether

interactions and curvature should be included in the final model, and this procedure is
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described in more detail in Appendix A.

The final model includes interactions between syntactic and semantic neighborhood

densities and between orthographic and semantic neighborhood densities. It also includes

polynomial curvature for syntax (to the 4th degree) and orthography (3rd degree), but

no curvature for semantics. Predictions of this model for each of the two interactions

can be seen in Figure 3.3. Neighborhood densities for the interacting variables are shown

on the x and y axes, and the prediction for frequency is indicated by color. Recall that

lower values for neighborhood density scales actually indicate higher densities because

the numbers are based on average distance to ten nearest neighbors. For both plots,

the yellows and oranges that represent high frequency predictions are found in the lower

left corners. This indicates that the highest frequencies are predicted for words with

the densest neighborhoods. The effect of semantic neighborhood density is consistent

and strong in both plots, as colors get darker from left to right. The effect of syntactic

neighborhood density can be seen in the plot on the left; the angles of contours show this

effect to be strong in the center of the plot, but curved contours in certain corners indicate

some unexpected patterns among extreme syntactic and semantic density values. In the

plot on the right, the effect of orthographic neighborhood density is fairly consistent but

weaker than those of semantics and syntax.

3.3 Discussion

In this study, I have shown that more frequent words have denser syntactic neighbor-

hoods. This pattern is found across a large sample of languages, and for neighborhood

sizes ranging from a word’s three to fifty nearest neighbors. I interpret this finding as

yet another example of the information-theoretic principle that the most frequent words

in a language should be most optimized for efficient use (Piantadosi et al., 2011; Zipf,
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Figure 3.3: Mixed-effects model predictions for frequency showing interactions be-
tween semantic and syntactic neighborhood densities (left) and semantic and ortho-
graphic neighborhood densities (right). Densities are measured by average distance to
ten nearest neighbors, so low numbers represent denser neighborhoods. Color repre-
sents predicted word frequencies. In both interactions, higher frequencies are predicted
for denser neighborhoods on both axes.

1949). In this case, words are syntactically distributed within languages in such a way

that the most frequent words are most syntactically optimized. The optimization here

refers to the advantages to learning, memory, and production conferred by having many

close neighbors.

I also reproduced previous findings that the same pattern holds for semantic and

orthographic neighborhood densities. With regard to orthographic neighborhood density,

I find the similar results despite using a new metric for neighborhood density. Rather

than using the number of minimal pairs, I used the average distance to a word’s n nearest

neighbors.

Recall from earlier in this chapter that these can be seen as meta-patterns of system-

aticity. Many of the studies of systematicity in the lexicon—including Chapters 4 and

5 of this dissertation—focus on the existence of clustering or dispersion overall. Those

represent the first level of systematicity in the lexicon. However, those patterns of clus-
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tering and dispersion may be unevenly represented throughout the lexicon, and the level

of clustering or dispersion may correlate with features such as frequency. This is the

second level of systematicity, and it is observed in this chapter’s results. I have not

demonstrated a first level pattern for syntactic distributions, such as whether they are

clustered over above what would be expected by chance. Yet I have shown that clustering

among syntactic distributions is uneven across the lexicon, with more clustering for high

frequency words.

With an understanding of first and second level patterns of systematicity, it follows

that this chapter is only the first step to understanding patterns of systematicity within

syntactic representations in the lexicon. I have shown how the most frequent words across

languages are also the most optimized for efficient use. However, one could also ask

whether the syntactic representations of words are overall clustered beyond what would

be expected by chance. For example, phonological forms have been shown to cluster

beyond the effects of phonotactics in real languages compared to simulated lexicons, with

the comparisons based on several metrics such as average distance between wordforms,

number of minimal pairs, and network measures (Dautriche et al., 2017). Of course, the

nature of syntactic distributions is very different than the nature of phonological forms, so

these metrics and the method for simulating baseline lexicons would need to be adapted

appropriately. Similarly, Mahowald et al. (2018) demonstrated that frequent words are

more orthographically well-formed than infrequent ones. One could ask an analogous

question about syntactic distributions using the idea of syntactic prototypicality (e.g.,

Lester, 2018. Answering these additional questions about systematicity within syntactic

distributions would give yield a more comprehensive understanding of how syntactic

features mirror other features of the lexicon and how words are syntactically distributed

for efficient use.

Given that the role of syntactic distributions in the lexicon has only recently been
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investigated, there remains a need for further psycholinguistic studies to elucidate the

role of this syntactic information in learning, memory, production, perception. In this

study, I assume that clustering of syntactic distributions and the resulting syntactic

associations between words have the same affects as those observed for other features of

the lexicon. However, this remains to verified empirically. This study provides not only

further motivation for such psycholinguistic studies, but also demonstrates methods for

defining syntactic neighborhood density that can be used in such studies.
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Chapter 4

Systematicity between syntactic

distributions and other lexical

features

4.1 Background

In the last chapter, I investigated a particular pattern of systematicity within syntac-

tic distributional information. Now, I broaden my scope to investigate the relationships

between syntactic distributional information and other features of words, namely seman-

tics and phonology/orthography.

I reviewed literature in Chapter 1 that shows how the relationship between form and

meaning is not as arbitrary as has been traditionally assumed (de Saussure, 1916; Hockett,

1960). Rather, there are systematic relations between form and meaning that go beyond

the effects of sound symbolism and are observed across languages and language families

(Dautriche et al., 2016; Monaghan et al., 2014; Shillcock et al., 2001; Tamariz, 2008).

These regular correspondences appear to be functionally motivated (Dingemanse et al.,
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2005), offering advantages for learning (Imai and Kita, 2014; Imai et al., 2008; Monaghan

et al., 2014; Nielsen and Rendall, 2012; Nygaard et al., 2009) and memory (Kirby et al.,

2015; Tamariz and Kirby, 2015). However, taken to an extreme, association between

form and meaning would lead to high levels of confusability. As it is, sound-meaning

correspondences offer challenges to individual word acquisition (Dautriche et al., 2015;

Monaghan et al., 2011; Monaghan et al., 2012; Swingley and Aslin, 2007) and production

(Dell and Reich, 1981; Goldrick and Rapp, 2002; Schwartz et al., 2006). It seems that

lexicons are optimized when they exhibit limited associations between lexical features. I

predict a similar pattern in the relation between syntax and these other features of the

lexicon.

The relationship between syntax and semantics has been given considerable attention

in linguistics research. For example, various studies have explored the relationship be-

tween the syntactic patterns and semantic characteristics of verbs (e.g., Fillmore, 2015,

Levin, 1993). Construction grammar even asserts that syntactic constructions carry

meaning above and beyond the lexical components of which they are composed (Gold-

berg, 2006). However, these approaches do not speak directly to the nature of the cor-

relation of syntax and semantics across the lexicon. More recently, Lester et al. (2017)

offer an empirical report on this relationship using fine-grained syntactic measures. Un-

surprisingly, they found a significant positive correlation between syntactic and semantic

distances across pairs of words in English. I seek to extend this finding to a large sample

of languages.

On the other hand, the relationship between syntax and phonology has received

relatively little attention. Research into this relation is limited to categorical treatments

of syntax; that is, they are based on word classes rather than the fine-grained syntactic

distributional vectors. Research has demonstrated statistical patterns in phonological

form that correspond to grammatical distinctions such as noun vs. verb and open vs.
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closed word class (Cassidy and Kelly, 1991; Kelly, 1992; Monaghan and Christiansen,

2008; Monaghan et al., 2005; Monaghan et al., 2007). These phonological cues have been

shown to support category learning and generalization to novel words (Fitneva et al.,

2009; Monaghan et al., 2011). However, it is unclear whether similar correspondences

exist within word classes based on more subtle, usage-based syntactic differences.

To my knowledge, there has been no study investigating the relation between syntactic

and phonological distance in the lexicon using fine-grained syntactic representations. I

predict a positive correlation, just as both of these features have been shown to be

correlated positively with semantics. If this is the case, it would constitute additional

evidence for non-arbitrary relationships among features of the lexicon. The positive

correlation would mean that each of these lexical features—phonology, semantics, and

syntax—is predictable to some extent from the others. As I discussed in Chapter 1,

these kinds of associations among features of the lexicon can serve to scaffold learning

and reduce memory demands. The purpose of this chapter is to find out whether syntactic

distributional information participates in these patterns of systematicity among features

of the lexicon.

4.2 Analysis

As laid out in Chapter 2, it can be useful to pair each lemma in a language with each

other lemma. This reduces lengthy strings and vectors to the set of distances representing

each feature: syntax, semantics, and orthography (as a proxy for phonology). I can then

compare this distance metrics across all the pairs in a language to see if they correlate

with each other.

For this study, I took additional steps to clean up the paired data. First, I only

include pairs of lemmas belonging to the same part of speech. For one, the syntactic de-

41



Systematicity between syntactic distributions and other lexical features Chapter 4

pendencies that make up the syntactic distributions are co-defined with parts of speech,

so the distributions of lemmas from different parts of speech will essentially be mutually

exclusive. Distance measures between these mutually exclusive distributions would be

fairly uninformative. Second, I just discussed how previous research has already demon-

strated correspondences between phonology and syntax at the level of word classes. I am

instead interested in whether such correspondences exist within word classes as well.

Second, I only include pairs of lemmas of the same length. This follows the precedent

of Dautriche et al. (2016), and the purpose is to minimize the comparison of morpholog-

ically related words. Since I am dealing with lemmas in this study, inflectional variants

such as dog and dogs should not be a problem, but I still wish to minimize the comparison

of derivational variants such as happy and unhappy.

I also subset the data to include only large open word classes (noun, verb, adjective,

adverb, proper noun) and numerals (since they were fairly well-represented). Lemmas

are only paired with other lemmas within the same part of speech, so I wish to remove the

potential bias that can arise from having very limited pairings from small word classes.

After trimming the data in these ways, I removed languages that did not have at least

1,000 lemma pairs. This is a fairly low cut-off, so I pay special attentive to the possibility

that these small sample languages may exhibit exceptional patterns due to the paucity

of data. The resulting sample for this study is 48 languages, and these vary substantially

with regard to the number of lemma pairs.

4.2.1 Correlational analysis

I start with a permutation approach to investigate the relationship between syntactic

distance to semantic and orthographic distances. Within each language, I transform and

scale each of these three distances before taking the Pearson correlation between syntactic
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distance and the other two. Based on the relationship between semantics and phonology,

I expect to find positive correlations between syntax and these features.

To compare these real correlations to a baseline, I permute the syntactic distance

variable 10,000 times for each language, taking the correlations of interest after each

permutation. The results are null distributions of correlation values for each language

against which I can compare the real correlations. I computed p-values directly from

these distributions by dividing the number of simulated correlations (plus one) that are

higher than the real correlation by the total number of simulated correlations (plus one).

The p-value for each language and correlation represents the probability that the real

correlation would have that value if it was drawn from the null distribution.

Real correlations for each language and their confidence intervals are shown in Figure

4.1, along with their significance levels. The left column represents correlations between

syntax and orthography, while the right column represents correlations between syntax

and semantics. Correlations are displayed on the x-axis, while languages are displayed

on the y-axis, organized by family and subfamily.

As expected, the correlation between syntactic and semantic distances is overwhelm-

ingly positive. Every language in the study exhibits a highly significant, positive correla-

tion for this relationship. In contrast, the correlation between syntactic and orthographic

distances shows substantial variation across languages, with 32 languages exhibiting a

positive correlation and 16 languages exhibiting a negative correlation.

4.2.2 Mixed-effects regression analysis

To further explicate the relationship between syntactic distance and orthographic and

semantic distances, I also subjected the data to a mixed-effects regression analysis. I fit

a model predicting syntactic distance from orthographic and semantic distances, with all
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Figure 4.1: Pearson correlations between syntactic and orthographic distances (left
column) and syntactic and semantic distances (right column) in 48 languages. Correla-
tions are arranged on the x-axis, while languages are displayed on the y-axis, organized
by family and subfamily. Subfamilies are also represented by different colors. The cor-
relation between syntactic and orthographic distances is positive in two-thirds of the
languages, with variable levels of significance. The correlation between syntactic and
semantic distances is positive and highly significant in every language.
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three of these variables Box-Cox transformed and scaled within languages. The model

was equipped with a maximal random-effects structure with nested random effects for

family, subfamily, and language. For languages with more than 10,000 pairs, a sample of

10,000 rows was used in fitting the regression model.

Model coefficients reveal a strong, positive effect of semantic distance on syntactic dis-

tance. The coefficient of 0.303 indicates that for 1 standard deviation increase in semantic

distance, the model predicts a 0.303 standard deviation increase in syntactic distance.

However, the model also indicates a small, negative effect of orthographic distance on syn-

tactic distance. The coefficient of -0.012 indicates that for 1 standard deviation increase

in orthographic distance, the model predicts a -0.012 decrease in syntactic distance. I

compared this model to two others, each with one of the fixed effects removed (although

maintaining the same random effects structure). Unsurprisingly, the inclusion of seman-

tic distance is justified (χ2(1) = 30.1, p < .0001***), while the inclusion of orthographic

distance does not significantly improve the model (χ2(1) = 0.035, p = .852).

4.3 Discussion

The results of this study fail to support my hypothesis that syntactic distributional

information would be positively correlated with both semantics and orthography (as

a proxy for phonology). I found a robust positive correlation between syntactic and

semantic distances, but this follows somewhat trivially from the well-known fact that

distributional semantic vectors capture at least some syntactic information along with

other aspects of meaning. Of particular interest in this study was the relationship be-

tween syntactic and orthographic distances. The correlational analysis revealed a general

trend toward a positive correlation, with two-thirds of languages exhibiting a correlation

greater than 0. However, the regression analysis revealed that this may be an artifact
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of the positive correlations between syntax and semantics and between semantics and

orthography. When controlling for the contribution of semantic distance, an increase in

orthographic distance actually predicts a small decrease in syntactic distance.

The most straightforward explanation for the results concerning syntax and orthog-

raphy is that syntactic distributional information does participate in any systematic

relationship with orthography beneath the level of word class. (Recall that previous stud-

ies have shown that at least some differences in word class correspond to differences in

word forms (Cassidy and Kelly, 1991; Kelly, 1992; Monaghan and Christiansen, 2008;

Monaghan et al., 2005; Monaghan et al., 2007).) Put another way, these results show

that the relationship between the form of a word and its use in syntactic contexts is ar-

bitrary at this level. Juxtaposed against research showing that semantics and phonology

are correlated (Dautriche et al., 2016), this finding suggests that syntax and does not

pattern systematically in the lexicon in the same way as these other features, or at least

that the relationship between syntax and orthography/phonology does not.

One way to reconcile this finding with the research on systematicity is to point out

that syntactic distributional information does actually correlate with phonology, but only

at the level of word classes. After all, syntactic representations are unique (compared

to semantic and phonological features) in the sense that there is a clear hierarchy of

distinctions. The fine-grained differences between syntactic probability vectors are nested

within categorical word class distinctions. One could make the case for something similar

within semantic representations (e.g., objects vs. actions), but these are far less rigid and

much harder to define. Within phonological representations, perhaps shared phonological

features could be used to represent more subtle measures of dissimilarity than all-or-

nothing phoneme/character differences. Either way, syntactic distributional information

has a unique, hierarchical internal structure that might serve to accommodate functional

pressures in different ways. I’ve discussed how the correlation between form and meaning
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is observable across languages, but that it is also tempered by pressures of dispersion such

that this relationship remains largely arbitrary. After all, systematic associations between

form and meaning taken to an extreme would lead to highly confusable words across

the lexicon. The same balance between correlation and arbitrariness in the relationship

between syntax and orthography/phonology may be mediated by the word class hierarchy.

Correlations between word classes and word forms cue category learning, while arbitrary

relations within word classes facilitate perceptual distinctiveness.

What’s more, this narrative calls for a re-evaluation of other relationships in the

lexicon such as the one between form and meaning. It’s possible that an analogous

pattern exists in this relationship, with observed associations between form and meaning

driven by macro-level semantic differences while more subtle semantic differences do not

correspond to phonological differences. There’s some evidence for the macro-level form-

meaning correspondences, such as phonological correlates to the semantic distinction

between concrete and abstract words (Reilly et al., 2012). However, it’s unclear whether

these associations disappear in finer-grained semantic distinctions. It might be possible

to determine this by reanalyzing the data used in studies on the association between form

and meaning.

Another possible explanation for the findings in this chapter is that syntax is different

from other features of the lexicon. Syntax represents the context in which words are

encountered by language users, and for listeners in particular, this is the context in

which words must be disambiguated. For this reason, pressures toward distinctiveness

may be particularly strong for syntactic representations. These pressures would work

against the sort of association that has been observed between form and meaning (and

that I predicted for the relationships between syntax and these other features). For

words that tend to occur in the same syntactic environments, being additionally similar

in phonological form could result in confusability. In this way, there may be functional
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reasons to avoid a strong correlation between syntax and form. In a vaccuum, this

sort of pressure would not just predict an arbitrary relationship, but would predict a

negative correlation. To minimize confusability, as words become more similar in one

dimension, they should become more distinct in the other. However, the results show

almost no correlation between syntax and orthography. It is plausible that the pressures

of association that lead to the correlations I see elsewhere are cancelled out by pressures

of distinctiveness unique to syntax. The result—at least for the relationship between

syntax and wordform—would be the absence of any strong correlation in one direction

or another. Of course, this explanation cannot be support by this current approach, so

it remains speculative.
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Chapter 5

The role of syntactic distributions in

grammatical gender assignment

5.1 Background

Grammatical gender has often been derided as an apparently arbitrary and unneces-

sary feature of language, perhaps most famously by Mark Twain in ‘The Awful German

Language’ (1880): “In German, a young lady has no sex, while a turnip has. Think

what overwrought reverence that shows for the turnip, and what callous disrespect for

the girl. . . ” In languages with grammatical gender, nouns belong to two or more classes

based on the agreement patterns they trigger in associated words. However, languages

vary widely in their rules for assigning nouns to different genders (Corbett, 1991) and

these rules are often broken by conspicuous exceptions such as the ones highlighted by

Twain.

Perhaps because of this reputation, linguists have long sought to understand what

advantages grammatical gender might offer to language users. After all, how could such

systems arise and persist in so many of the world’s languages if they served no purpose?
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For one, gender has been credited for linking temporally separated elements in discourse

in languages with more flexible word orders such as Latin (Dye et al., 2017). In a

similar way, gender is thought to aid reference tracking in discourse by linking gendered

anaphoric pronouns to the correct antecedent (Heath, 1975; Zubin and Köpcke, 1986).

However, these explanations do not apply to all languages or even all cases of ambiguity

(Dye et al., 2017: p. 3).

Alternatively, accounts rooted in information theory continue to offer promising ideas

concerning the functional advantages of gender. There are a number of psycholinguistic

studies that suggest gendered articles can guide lexical prediction (Arnon and Ramscar,

2012; Bates et al., 1996; Grosjean et al., 1994; Schriefers, 1993; Van Berkum et al.,

2005; Wicha et al., 2004). Some of these studies speak to the finer cognitive mechanisms

underlying the boost to prediction such as the roles of facilitation and inhibition, but

the general logic is straightforward: if the gender of a noun is revealed in a preceding

element, the list of candidates that might fill that noun slot is reduced significantly. A

recent corpus study of German provides empirical support for this theory, showing that

gender marking on German articles serves to reduce the entropy (uncertainty) of upcom-

ing nouns (Dye et al., 2017; Futrell, 2010). Adjectives may serve the same purpose in

English, a language without gender (Dye et al., 2018). These findings are consistent with

information-theoretic predictions and research showing that speakers modulate speech in

various ways to reduce excessive peaks and troughs in information density (Jaeger, 2010;

Levy and Jaeger, 2007; Levy, 2008a).

If reducing the possible set of candidate words is a general strategy for guiding lexical

prediction, then a more direct strategy would be to target those candidates that are the

most likely alternatives to the intended word. Put another way, the most efficient way

to lower the uncertainty of an upcoming noun is to eliminate its strongest competitors.

So, what kinds of nouns compete most strongly in lexical prediction?
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One proposal suggests that it is semantically similar words that compete most strongly

in this way. On the one hand, semantically similar words have been shown to cluster

within genders across languages (Corbett, 1991). This is even true of inanimate nouns

that fall outside of the semantically transparent semantic core of animate nouns (Williams

et al., 2019). On the other hand, exceptions abound, and these exceptions have been

cited as evidence for the discriminatory role of gender. In a lengthy discussion of the

complex relationship between semantics and gender assignment, Dye et al. (2017) argue

that the German gender system combines semantic clustering and semantic dispersal. If

semantically similar nouns are largely clustered within genders, the assignment of some

high frequency nouns to different genders would provide the most efficient reduction

in entropy when gender tips its hand. The authors cite German words for drinks as

an example. The words for beer (Bier) and water (Wasser) are neuter, while most

other words for drinks in German are masculine (e.g., Wein ‘wine’, Kaffee ‘coffee’, Tee

‘tea’, etc.). Once the gender of a drink is revealed, listeners can safely eliminate either

the two most predictable candidates or all the rest. Compare this scenario to one in

which two low frequency drinks are the gender assignment exceptions; unless one of

those two low frequency drinks are intended—which would be unlikely based on their

low frequency–the reduction in entropy that comes with knowing the gender is minimal,

only eliminating two candidates that were already improbable. In this way, semantic

clustering of low frequency words and semantic dispersal of certain high frequency words

can benefit discrimination. The authors found evidence for this kind of pattern across the

German lexicon: high-frequency nouns tend to be distributed across genders in German,

while low-frequency nouns tend to be clustered within the same gender.

Alternatively, one could argue it is phonologically similar words that compete most

strongly in lexical prediction because they are potentially confusable, particularly from

the perspective of noisy channel models (e.g., Levy, 2008b). However, it does not seem
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to be the case that gender discriminates such words. It is well known that gender is often

marked phonologically on nouns (Corbett, 1991). The phonological rules for gender

assignment vary widely from language to language, but within a given language, the

nouns that share a particular diagnostic phonological pattern are overwhelmingly as-

signed to the same gender. To cite a familiar example, nouns in Spanish ending in -o are

almost always masculine, while those ending in -a are almost always feminine. Therefore,

it does not appear that grammatical gender disambiguates phonologically similar nouns.

In this chapter, I argue that these previous accounts are actually missing a funda-

mental piece of the puzzle. It may not be very useful to ask whether gender helps to

disambiguate semantically or phonologically similar words if one does not also control for

syntax. I propose syntax as the locus of disambiguation because it represents the crucial

context within which words must be discriminated. Nouns that tend to occur in the

same syntactic contexts will compete for activation more than nouns that tend to occur

in different syntactic contexts. Thus, if a primary function of grammatical gender is to

guide lexical prediction, I hypothesize that nouns occurring in similar syntactic contexts

should be less likely to share a grammatical gender. In this way, some of the strongest

competitors of a target noun would be eliminated at the first indication of the word’s

gender. Like some of the studies reviewed above, such a pattern would be probabilistic in

nature, operating statistically across the lexicon, and yet it would constitute further ev-

idence for functionally motivated structure underlying seemingly arbitrary grammatical

gender systems.

Using the UDT data and methods introduced in Chapter 2, I test the prediction

that—across a large sample of languages—nouns will be assigned to genders such that

gender supports the disambiguation of syntactically similar words. Put simply, syntac-

tically similar words should be less likely to share gender than syntactically dissimilar

words. Based on the literature reviewed above, I expect the opposite pattern for seman-
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tically and phonologically similar words.

5.2 Analysis

5.2.1 Correlational analysis

To assess the relationship between syntactic distance and gender sameness in pairs of

lemmas, I first take a permutation approach. One straightforward way to perform such

an analysis would be to permute the syntactic distances for a language in the paired

lemma data and then calculate the correlation of this permuted variable with gender

sameness. Performing this permutation many times would produce a null distribution of

correlation values against which I could compare the real correlation.

However, this approach is complicated by systematic relationships between each of

these variables and secondary variables in the data: semantic and orthographic distances.

The relations of syntactic distributions to both form and meaning are investigated and

discussed at length in Chapter 4. The top panels of Figure 5.1 show the Pearson cor-

relations between syntactic distance and both semantic and orthographic distances in

the languages of this gender study: correlation values are shown on the x-axis, and the

number of languages that display those correlations is shown on the y-axis. Syntactic

and semantic distances are positively correlated in every one of these languages, while

syntactic and orthographic distances are positively correlated in over two-thirds of the

languages. These correlations show that, in general, syntactically similar words are also

more likely to be semantically and orthographically similar.

Additionally, I know from the literature that both phonology (and its proxy orthog-

raphy) and semantics are implicated in gender assignment cross-linguistically. Shared

phonological patterns can indicate shared membership in a particular gender (Corbett,
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Figure 5.1: Correlations between the variables of interest (syntactic distance and gen-
der sameness) and secondary variables (semantic distance and orthographic distance)
among the 32 languages of this study. Semantic and syntactic distances are correlated
positively in every language, while orthographic and syntactic distances are correlated
positively in more than two-thirds of the languages. Both semantic and orthographic
distances are correlated negatively with gender sameness in over 90% of the languages.
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1991). Likewise, semantically similar words have been shown to be more likely to share a

gender across the lexicon (Williams et al., 2019). These observations from the literature

are borne out in my data, as illustrated in the bottom panels of Figure 3. Both semantic

and orthographic distances are correlated negatively with gender sameness in over 90

percent of the languages. These negative correlations mean that as nouns become more

semantically or orthographically distant, they are less likely to share a gender.

These patterns of systematicity can help one predict the relationship that would

be expected by chance between syntactic distance and gender sameness. If syntactic

distance is correlated positively with both semantic and orthographic distances, and in

turn these variables are both correlated negatively with gender sameness, then—all else

being equal—one should also expect syntactic distance to have a negative correlation with

gender sameness. My goal is to adjust the null distribution of the correlation between

syntactic distance and gender sameness to account for this systematicity elsewhere in the

data. To accomplish this, I develop a variation on correlational analysis, an algorithm

that I will refer to as controlled permutation.

Just like a typical permutation analysis, controlled permutation begins with a random

permutation of the variable of interest—in this case the syntactic distances in the data of a

particular language. However, before calculating the correlation of interest, the algorithm

works incrementally to restore the known correlations between the permuted variable and

the secondary variables up to a user-specified degree of tolerance (precision). Two rows

of the data are chosen at random, and the algorithm evaluates whether swapping the

syntactic distances of those rows would push the correlations in the desired direction. If

so, the switch is made; if not, no change is made and a new pair of rows are chosen at

random. These swaps continue until the original correlations with the secondary variables

are restored within the desired tolerance level. In the data, the algorithm is complete

when the original correlations between syntactic and both semantic and orthographic
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distances are restored with a tolerance of ±0.001. At that point, the correlation between

syntactic distance and gender sameness is calculated. As in other permutation analyses,

this process is repeated many times to create a null distribution; specifically, I conducted

10,000 controlled permutations on each language. Each simulation was performed on a

random sample of 10,000 rows of the data for that language, and a different sample was

obtained for each simulation. I obtained one-sided p-values directly from the distribution,

calculated as the number of correlations plus one that were greater than or equal to the

true correlation, divided by the total number of correlations plus one (totaling 10,001;

Davison and Hinkley, 1997; North et al., 2002: 439).

The results of the controlled permutation analysis can be found in Figure 5.2. I

found that the correlation value between syntactic distance and probability of gender

sameness is significantly greater than expected by chance in 25 out of 32 languages.

Since the syntactic variable is a distance measure (rather than a measure of similarity), a

greater-than-chance correlation means that syntactically similar nouns are less likely to

share a gender than expected. Of the remaining 7 languages, only 1 shows a correlation

significantly lower than expected by chance. This outlier is Latin, whose status as an

extinct language (Eberhard et al., 2021) calls into question the nature of its corpus;

source materials for Latin are less likely to reflect naturalistic data, and this offers a

plausible explanation for its aberrant place among these results.

It is important to note that a correlation significantly greater than chance does not

necessarily mean a positive correlation. In fact, many of the significant correlations in

Figure 4 are below zero. Put another way, it is not always true that syntactically similar

nouns are less likely to share a gender than syntactically dissimilar nouns. For some

languages the opposite is true, even if only slightly. However, when the correlation is

significantly greater than chance, then one can say that syntactically similar nouns are

assigned to the same gender less often than expected, all else being equal.
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Figure 5.2: Controlled permutation analysis of the correlation between syntactic dis-
tance and gender sameness in lemma pairs of 32 languages. The red dots represent the
true correlations observed in the data, while the histograms represent simulated corre-
lations. Language families are represented by different colors. For 25 of 32 languages,
the real correlation value is significantly greater than expected by chance.
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5.2.2 Mixed-effects regression analysis

In addition to the permutation analysis, I fit a mixed-effects generalized linear regres-

sion model predicting gender sameness (no vs. yes) from orthographic, semantic, and

syntactic distances and number of genders (a factor distinguishing languages with two

vs. three genders). The regression was fit on randomly sampled parts of the data consist-

ing of 10,000 pairs for each language, and each of the numeric predictors were Box-Cox

normalized (Fox and Weisberg, 2019: Section 3.4.2) and scaled within each language. I

included random intercepts for each language and language family, as well as random

slopes for each of the fixed effects for both of these grouping levels. This random effects

structure allows the influence of each predictor on the dependent variable to vary across

languages and families. In other words, the model can reveal which effects are language-

or family-specific, and which ones persist cross-linguistically. This general modeling ap-

proach follows recent studies on lexical phenomena using similarly large language samples

(e.g., Dautriche et al., 2016; Mahowald et al., 2018).

Model coefficients reveal the following effects for each fixed-effect predictor on the

dependent variable:

• An increase in orthographic distance predicts a decrease in probability of gender

sameness

• An increase in semantic distance predicts a decrease in probability of gender same-

ness

• An increase in syntactic distance predicts an increase in probability of gender same-

ness

• The probability of gender sameness is lower in three-gender languages than it is in

two-gender languages
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In other words, semantically and orthographically similar nouns are more likely to share a

gender, but syntactically similar nouns are less likely to share a gender. These effects are

illustrated in Figure 5.3. Inspection of the random effects indicates that the overall effect

of syntactic distance is not attributable to just one or a few language families. Consistent

with the correlational analysis, there is some language-specific variation in this effect, but

language families do not vary substantially. Likelihood ratio tests comparing this model

to four additional ones—each with one of the fixed effects removed (but no change to

random effects)—indicate that the full model explains the data better than ones without

a fixed effect for semantic distance (χ2(1) = 12.8, p < .001***), orthographic distance

(χ2(1) = 11, p < .001***), syntactic distance (χ2(1) = 17.5, p < .0001***), and number

of genders (χ2(1) = 19.3, p < .0001***). Additional regression details can be found in

Appendix A.

The effect of number of genders on gender sameness follows logically from the principle

that—all else being equal—a greater number of classes means it will be less likely that two

randomly chosen elements belong to the same class. However, I also want to consider the

possibility that the overall effect of syntactic distance on gender sameness varies based

on the number of genders in a language. Hypothetically, this effect could be strong for

two-gender languages but disappear for three-gender languages, or vice versa. To test

whether this is the case, I fit a model with an interaction between syntactic distance

and number of genders as an additional fixed effect, along with corresponding random

slopes for language and family. A likelihood ratio test comparing this new model to one

without the interaction (but no change to random effects) indicates that this interaction

does not significantly improve the model (χ2(1) = 0.025, p < .874). This means that the

effect of syntactic distance on gender sameness does not vary significantly between two-

and three-gender languages.
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Figure 5.3: Fixed effect plots showing the influence of orthographic, semantic, and
syntactic distances on the probability of gender sameness between pairs of nouns. The
first two panels show that as orthographic and semantic distances increase, probability
of gender sameness decreases. The third panel shows the opposite pattern: as syntactic
distance increases, probability of gender sameness also increases.

5.2.3 Discussion

These results show that, cross-linguistically, syntactically similar nouns are assigned

to the same gender less often than syntactically distant nouns. This relationship between

syntactic distance and gender sameness is exactly the opposite of the one I find for

semantics and orthography. This pattern persists across a large sample of languages, and

it is not driven by just one or a few languages or language families.

I interpret this finding concerning syntax as a reflection of information-theoretic pres-

sures on language. By definition, syntactically similar words tend to occur in the same

syntactic contexts, and therefore they compete against each other for activation in these

contexts. A grammatical mechanism which disambiguates such words would be advan-

tageous to language users, curbing confusability and facilitating more accurate lexical

comprehension. It appears that grammatical gender serves this very role. Those syntac-

tically similar words that compete most strongly with each other tend to be distributed

across genders rather than within them. Grammatical gender has been shown to guide
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lexical prediction by reducing the set of candidate nouns that can occur following a

gender-revealing preceding element, and I have shown that this candidate reduction pro-

cess eliminates some of the strongest syntactic competitors of the target word. The

apparently arbitrary system by which nouns are assigned to genders across languages

may instead be a design feature of those languages.

In Chapter 1, I reviewed the ways in which patterns of systematicity in the lexicon

reflect both pressures of association and dispersion. The results of this study on gram-

matical gender assignment are consistent with this view of the lexicon. Grammatical

gender systems exhibit the same patterns of association and dispersion seen elsewhere in

the lexicon. The well-documented rules relating semantic and phonological features to

gender assignment reflect pressures of association. Grouping semantically and phonolog-

ically similar nouns together within genders likely serves to scaffold learning and reduce

memory demands. For example, knowledge of these associations would allow a language

learner to correctly infer the gender of a noun more often than in an arbitrary system.

What’s more, studies showing that speakers often know the gender of the incipient word

in tip-of-the-tongue situations suggest that the association with gender may facilitate

access to lexical items (Vigliocco et al., 1997). Yet, as I discussed earlier, the story may

be more complicated with semantics. This largely taxonomic system may be interlaced

with strategic exceptions in gender assignment in the form of high frequency words that

aid discrimination (Dye et al., 2017).

The primary contribution of this chapter has been to further demonstrate how gender

systems reflect information-theoretic pressures. Nouns are distributed among genders in

such a way as to minimize confusability between targets and their syntactically simi-

lar competitors. These advantages are most salient for the hearer who is tasked with

discriminating the intended message from possible alternatives. Thus, grammatical gen-

der systems serve as a microcosm of the lexicon as whole, shaped by competing forces.
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Perhaps the genius of this functional negotiation is in the way opposing pressures are

accommodated in different ways and in different dimensions of the lexicon.
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Conclusions

In this dissertation, I have set out to investigate the ways in which syntactic distribu-

tional information patterns in the lexicon. This research question was borne out of the

intersection of two recent threads in linguistic research. On the one hand, a growing

number of studies are emerging that describe patterns of systematicity in the lexicon

(Dingemanse et al., 2005). These statistical patterns within and among lexical features

seem to be driven by functional pressures on language acquisition and use, supporting the

idea that the lexicon is structured for language efficiency. On the other hand, Lester and

colleagues have demonstrated that our knowledge of words includes rich, probabilistic

information about the syntactic tendencies of those words (Lester, 2018; Lester et al.,

2017; Lester and Moscoso del Prado Mart́ın, 2016). This finding situates lexical items

in a multidimensional syntactic space, and it puts syntax in the same league as other

lexical features with regard to complexity.

Where these ideas meet, I find a gap in the literature. To my knowledge, no previous

research has sought to understand the role of syntactic distributional in these patterns

of systematicity within the lexicon. Each study in the dissertation addresses a different

aspect of this question: How does syntactic distributional information pattern internally
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(Chapter 3), with regard to other features of the lexicon (Chapter 4), and with regard to

other lexically-related grammatical phenomena (Chapter 5)? On the whole, I find con-

vincing evidence that syntactic distributional information is patterned in non-arbitrary

ways. These patterns seem to reflect the roles of syntax as both a feature of the lexicon

and the context within which words must be disambiguated.

In Chapter 3, I found that more frequent words have denser syntactic neighborhoods,

in addition to denser orthographic and semantic neighborhoods. This pattern of system-

aticity reflects pressures for clustering/association, but at a meta level; the observation

is that the amount of clustering is correlated to frequency. This relationship was pre-

viously demonstrated for phonological neighborhood density and frequency (Mahowald

et al., 2018), and the authors interpreted the finding as evidence that the most frequent

words are also most optimized for communication. This is because, for words, having

many near phonological neighbors has been shown to facilitate learning, memory, and

production. I propose the same interpretation for these results: words are syntactically

distributed for efficient use. More broadly, the results in Chapter 3 show how syntactic

distributions pattern in the same way as other lexical features. This represents a new

kind of evidence in support of the psycholinguistic studies demonstrating the existence

of rich syntactic information in the lexicon.

Chapter 4 turned the focus from within syntactic distributional information to its re-

lationship with other features of the lexicon. While syntax and semantics enjoy a strong

positive correlation for rather trivial reasons, I did not find convincing evidence for a

correlation between syntactic and orthographic distances below the level of word class.

However, previous research has shown that such a correlation exists across word classes,

as word class categories enjoy phonological correlates. While this result fails to live up to

my predictions, it suggests new ideas for how functional pressures may be negotiated at

hierarchical levels within a particular lexical feature. I propose an explanation in which
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association pressures at the level of word classes are balanced by pressures toward arbi-

trariness within word classes. The same concept can be explored in fresh examinations

of the relationship between form and meaning. Another possible explanation stems from

the unique role of syntax as a locus of disambiguation. Pressures toward association may

be cancelled out by pressures toward dispersion that are particular to syntax, an idea

that gets more support in Chapter 5.

In Chapter 5, I brought syntactic distributional information to bear on the problem

of grammatical gender assignment. Gender systems are famously riddled with seemingly

arbitrary gender assignments, which has led to decades of linguistic research seeking to

discover underlying reason and function in these systems. Following promising research

on gender and lexical prediction, I demonstrated that gender assignment may serve to

disambiguate syntactically similar words. While semantically and phonologically similar

words are more likely to be grouped within genders, syntactically similar words are more

likely to be placed in different genders. This finding highlights the unique role of syntax as

a locus of disambiguation. It also illustrates how the overall distribution of nouns among

genders reflects both pressures of association (semantic and phonological clustering) and

dispersion (syntactic distinctiveness). In this way, grammatical gender systems are a

microcosm of the functional negotiation within the lexicon.

Taken as a whole, the studies within this dissertation paint a novel picture of the role

of syntax within the architecture of the lexicon. There is evidence that syntactic repre-

sentations pattern similarly to semantic and phonological representations in some ways.

This finding is consistent with the idea that the lexicon contains fine-grained information

about the syntactic properties of words, just as it contains fine-grained information about

word forms and meanings. Syntax is a feature of words just like these other features, and

so it is not surprising that it would be subject to the same functional pressures within

the lexicon. Just as words are organized in particular ways with regard to their forms

65



Conclusions Chapter 6

and meanings, they are similarly organized with regard to their syntactic distributions.

At the same time, there is evidence that syntactic representations have a unique role in

the lexicon. Although syntactic distributions are properties of words, they also represent

the context within which those words must be disambiguated from other words. In this

way, syntactic representations appear to be subject to pressures of dispersion in contexts

where other lexical features are not, such as in grammatical gender systems. Overall,

these studies make it clear that the syntactic distributions of words are not patterned

arbitrarily within the lexicon.

Thus, the emerging picture is one of functional negotiation, and examples of this

balance of pressures have been cited throughout the dissertation. Traditional features

of the lexicon show signs of clustering and association among them, offering advantages

to learning, memory, and production; yet these patterns are limited, leaving plenty of

room for distinctiveness to aid perception. In a similar way, patterns of clustering within

features are modulated by frequency, with the densest clusters and their communicative

benefits serving the most frequently used words. In grammatical gender systems, phono-

logically and semantically similar words cluster within genders while syntactically similar

words are dispersed across them to aid disambiguation. Even in the limited scope of this

dissertation, I find evidence that syntactic distributions are subject to the same func-

tional tug-of-war, exhibiting both clustering and dispersion in different domains. The

balance of such design features within the lexicon lend support to a growing body of

literature attesting to the ways in which language structure is evolved for efficient use

(Christiansen and Chater, 2008; Gibson et al., 2019).
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6.1 Limitations and future directions

This dissertation represents the first attempt to investigate whether fine-grained syn-

tactic representations participate in patterns of systematicity within the lexicon. As such,

there is plenty of room for further exploration and improvement of data and methods.

First, I reiterate the questions that have gone unanswered in this dissertation. For

example, in Chapter 3 I investigated one particular pattern of systematicity within syn-

tactic distributions. However, I pointed out several other patterns that could also be

investigated. For example, it is still an open question as to whether syntactic distri-

butions cluster beyond what would be expected by chance. Similar studies have been

conducted on phonological forms, and those methods could be easily adapted for an

investigation into syntactic clustering.

Beyond these immediate questions, this dissertation points to the dearth of research

into syntax as a rich, probabilistic feature of words. There is an extensive literature

on semantic, phonological, and orthographic features in the lexicon. This includes a

wide range of psycholinguistic and corpus-based studies. Yet there are very few of either

of these for syntactic distributions. A great deal of research on syntax is needed to

fill gaps and replace inferences with empirical results. This dissertation has uncovered

evidence in corpora that syntactic distributional information is structured in particular

ways, but one must infer functional motivations for such structures because much of

the psycholinguistic groundwork has yet to be laid. For example, I assume that dense

syntactic neighborhoods confer the same advantages to language acquisition and use as

dense phonological neighborhoods, but experiments are needed to verify this empirically.

As linguistic theories are forced to acknowledge and accommodate the existence of rich

syntactic information in the lexicon, it is my hope that more linguists are motivated to

fill these gaps in the literature.

67



Conclusions Chapter 6

More broadly, the chapter on grammatical gender shows how attention to syntactic

distributional information can bring insights to other grammatical phenomena. The pre-

vious study on grammatical case systems is yet another example (Lester et al., 2018)

This direction is a bit more open-ended, as it will require creativity to determine the

ways in which syntactic distributional information might relate to seemingly disparate

grammatical phenomena. The question can also be reversed, instead asking how vari-

ous grammatical phenomena might influence the syntactic distributions of words. This

opens up additional possibilities, potentially shedding light on how syntactic distribu-

tions reflect other linguistic structures. For example, it would be interesting to look

at how syntactic distributions differ across nouns in different case roles and different

morpho-syntactic alignment systems. One might find that subjects tend to take different

dependents than objects. If this is the case, then one could ask if intransitive arguments

differ in their syntactic distributions depending on the alignment of the language. Do

nominative intransitive arguments pattern more like transitive subjects, while absolutive

intransitive arguments pattern more like transitive objects? A finding like this would

indicate that syntactic usage patterns of words are influenced by the structures imposed

by a particular language.

6.1.1 Data and methods

One of the biggest challenges to the studies of this dissertation is availability of data

and annotations. The Universal Dependencies Treebanks (de Marneffe et al., 2021) is

a fantastic resource for syntactic dependencies in many languages, but it remains to be

improved in various ways.

The amount of available data is a key concern for studies of the lexicon. The best

investigations of phonology and semantics utilize very large datasets (e.g., Dautriche et

68



Conclusions Chapter 6

al., 2016). This is necessary to explore a wide range of words, and to obtain quality

representations of low-frequency words. The larger the corpora, the more lexical items

will be included and the more reliable the representations of those lexical items will

be. For example, current state-of-the-art semantic word embeddings used in cutting-

edge technologies are built on massive corpora (e.g., Devlin et al., 2019). The syntactic

representations used in this dissertation are limited, extracted from the modest and even

small corpora of the UDT. Much larger corpora than the UDT are available for every

language in this study, but they do not offer the syntactic annotations necessary for

extracting syntactic distributional information. Similarly, the measures of frequency and

dispersion used in these studies suffer from the same problem.

Due to the corpus size problem, I used pre-trained semantic vectors from fastText

(Bojanowski et al., 2016). Yet this process comes with its own challenges. For one,

we are matching syntactic and semantic representations from different sources, which

may introduce incongruities that effect the analyses. Matching wordform-based semantic

vectors to UDT lemmas likely introduces additional noise. I use weighted averages to

accomplish this, but the weights are based on the imperfect frequencies in the UDT

corpora.

Additionally, I have used orthography as a proxy for phonology throughout this study.

While other studies have done the same, ideally these studies would be reproduced with

phonological codes when they become available for more languages. For now, the results

could be replicated on a select few languages for which phonological codes are already

available.

The approach I took in this dissertation was distinctly cross-linguistic, making sacri-

fices in depth and language-particular detail to obtain more widely generalizable results.

However, one way to overcome many of the data challenges discussed above would be to

focus on a particular language for which these resources are readily available. A good
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candidate would be a language like German, for which the sDeWac super-corpus of nearly

a billion words is already available (Faaß and Eckart, 2013). A corpus this large could

be used to train semantic word embeddings, and natural language processing tools such

as the Stanford Dependency parser (Rafferty and Manning, 2008) could be applied to

annotate it for lemmas and syntactic dependencies. Essentially, the size of the corpus

would produce fairly reliable frequencies and representations, and it could serve as the

sole source of data (rather than joining data from disparate sources). In addition, a

corpus of this size would allow one to test the hypotheses of this dissertation on words

of much lower frequencies where functional pressures may play out differently.

On the other hand, this cross-linguistic approach largely falls short of ideals in geo-

graphic and genealogical representation among typological studies of language (Bickel,

2008; Dryer, 1989; Miestamo et al., 2016; Rijkhoff and Bakker, 1998, inter alia). As

I have mentioned, this dissertation is subject to the limitations of the data, and I am

limited to languages for which extensive syntactic dependency annotations are available.

Ten language families and extensive coverage within the Indo-European language family

are a decent starting point, but much more can be said about what language families

and regions are not represented in my sample. Indigenous languages of the Americas,

Sub-Saharan Africa, and Australia are not represented, despite the incredible linguistic

diversity represented within and across these regions. Throughout this dissertation, I

attempt to include as many languages as possible so that I can responsibly generalize the

findings beyond a single language or family. However, I acknowledge the work that must

be done going forward to document languages and develop language resources that could

yield an inclusive and comprehensive understanding of these phenomena in the languages

of the world. As such, all the results and conclusions presented in this dissertation should

be interpreted with that caveat in mind, and with the goal of replicating these findings

more widely in the future.
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6.1.2 Diachrony

Finally, this dissertation has taken a largely synchronic approach to understanding

systematicity in the lexicon. I have only briefly mentioned the related diachronic ques-

tion: how do such patterns enter and persist in the lexicon over time? Some promising

research programs have begun to address this question for other features of the lexicon

(see Dingemanse et al., 2005 for review). These programs arise from the understanding

that words are cultural items that only persist in a language if they are efficient for com-

munication and able to be learned (Chater and Christiansen, 2010; Enfield, 2014, 2015;

Zipf, 1935). As such, computational modeling and iterated language learning experiments

have been employed to explore how language structures are shaped by communication

between language users and transmission to new generations of language users (Kirby and

Hurford, 2002; Kirby et al., 2015; Kirby et al., 2008; Smith et al., 2003). This research

has demonstrated how systematicity can arise through repeated cultural transmission in

an initially arbitrary language (e.g., Silvey et al., 2015; Winters et al., 2015). Similar

methods could be used to address the evolution of syntactic distributions of words. A

key question in this endeavor is whether macro-processes play out largely through lexical

replacement or through lexical change. In other words, can these diachronic patterns

be explained simply by the replacement of words that do not conform to functionally-

advantageous patterns, or do the syntactic distributions of particular words change over

time (i.e., people gradually change the ways in which they use words) in response to func-

tional pressures? With regard to syntactic distributional information, these questions

remained unexplored; yet they will need to be addressed if one wants a comprehensive

understanding of the architecture of the lexicon and its motivations.
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Additional regression model details

A.1 Chapter 3 regression details

I performed a mixed-effects regression analysis predicting frequency from syntactic,

semantic, and orthographic neighborhood densities for a neighborhood size of 10. All

of these variables including frequency were Box-Cox transformed and scaled within each

language. I used a full random effects structure with random intercepts and slopes for

languages and subfamilies. Due to the size of the data and complexity of the model,

modeling was done in Julia rather than R. Random effects for language families were left

out of the model because the Julia mixed models software does not allow more than two

levels in a nested random effects structure. The level of family was dropped because it

accounted for less variation than either subfamily and language.

Visualization of the data and residuals of the baseline model clearly indicated that

curvature and/or interactions would be needed in the model. Therefore, I used an additive

model selection process based on AIC to determine the final model. This process started

with a baseline model with all three fixed effects but without interactions or curvature.

At each step, the current model was compared to each of several alternative models
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Formula AIC Change from
previous model

Frequency ∼1 + SynND + OrthND + LevND + RE 239741

Frequency ∼1 + poly(SynND, 2) + OrthND +
SemND + RE

238103 Raise SynND to
2nd degree

Frequency ∼1 + poly(SynND, 3) + OrthND +
SemND + RE

236332 Raise SynND to
3rd degree

Frequency ∼1 + poly(SynND, 3) + OrthND +
SemND + poly(SynND, 3):SemND + RE

235528 Add interaction
between SynND
and SemND

Frequency ∼1 + poly(SynND, 4) + OrthND +
SemND + poly(SynND, 4):SemND + RE

235214 Raise SynND to
the 4th degree

Frequency ∼1 + poly(SynND, 4) + poly(OrthND, 2)
+ SemND + poly(SynND, 4):SemND + RE

234992 Raise OrthND to
2nd degree

Frequency ∼1 + poly(SynND, 4) + poly(OrthND, 3)
+ SemND + poly(SynND, 4):SemND + RE

234968 Raise OrthND to
3rd degree

Frequency ∼1 + poly(SynND, 4) + poly(OrthND,
3) + SemND + poly(SynND, 4):SemND +
poly(OrthND, 3):SemND + RE

234859 Add interaction
between SemND
and OrthND

Table A.1: Model selection process from baseline model to final model, adding one
polynomial degree or interaction at a time as licensed by AIC. Note that the random
effects structure for each model, indicated by ”RE”, includes random intercepts and
slopes for each fixed effect in that model (including polynomials and interactions).
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Est. SE z p language subfamily

(Intercept) -0.0755 0.0112 -6.74 <1e-10 0.0442 0.0354
syn n 10 bc -0.296 0.0273 -10.83 <1e-26 0.135 0.0791
syn n 10 bc ˆ2 0.0829 0.0114 7.25 <1e-12 0.0608 0.0264
syn n 10 bc ˆ3 0.016 0.0026 6.23 <1e-09 0.0087 0.0084
syn n 10 bc ˆ4 -0.0051 0.001 -4.86 <1e-05 0.0047 0.0029
ft n 10 bc -0.3514 0.0221 -15.9 <1e-56 0.1064 0.0658
lev n 10 bc -0.1991 0.0197 -10.1 <1e-23 0.0519 0.0793
lev n 10 bc ˆ2 0.0069 0.0036 1.92 0.0544 0.0084 0.0105
lev n 10 bc ˆ3 0.0058 0.0026 2.27 0.023 0.0058 0.0095
syn n 10 bc & ft n 10 bc 0.0825 0.0141 5.87 <1e-08 0.035 0.0544
syn n 10 bc ˆ2 & ft n 10 bc 0.0018 0.0071 0.25 0.8041 0.0252 0.0232
syn n 10 bc ˆ3 & ft n 10 bc -0.0053 0.0013 -3.9 <1e-04 0.003 0.0048
syn n 10 bc ˆ4 & ft n 10 bc 0.0009 0.0005 1.68 0.0929 0.0015 0.0018
lev n 10 bc & ft n 10 bc 0.0366 0.0104 3.51 0.0004 0.0385 0.0327
lev n 10 bc ˆ2 & ft n 10 bc 0.0094 0.0042 2.22 0.0262 0.0135 0.013
lev n 10 bc ˆ3 & ft n 10 bc -0.004 0.0015 -2.6 0.0094 0.0038 0.0045

Residual 0.8239

Table A.2: Coefficients for the final model predicting frequency from syntactic, se-
mantic, and orthographic neighborhood densities.

that differed by the addition of either an interaction between two of the fixed effects

or one degree of polynomial curvature for one of the fixed effects. (Any change in the

fixed effects structure was mirrored in the random effects structure.) The best of the

alternative models was chosen based on which one resulted in the greatest improvement

to AIC, and the process was repeated until none of the alternative models offered an

improvement on the current model. The models at each step of this process are shown

in Table A.1. Table A.2 shows the model coefficients for the final model, as well as the

residual variance.

A.2 Chapter 4 regression details

I fit a mixed-effects linear regression model predicting syntactic distance from seman-

tic and orthographic distances. Both dependent and independent variables were Box-Cox
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Est. 95% CI
(lower)

95% CI
(upper)

SD
(family)

SD (sub-
family)

SD (lan-
guage)

(Intercept) 0.001 -0.002 0.004 0.000 0.000 0.001
Orthographic distance -0.007 -0.077 0.064 0.099 0.051 0.051
Semantic distance 0.301 0.260 0.342 0.045 0.047 0.057

Table A.3: Coefficients of the mixed-effects linear regression model predicting syn-
tactic distance from orthographic and semantics distances for pairs of nouns in 48
languages

normalized and scaled within each language. The model included random intercepts and

slopes (for both fixed effects) for the nested factors of language, subfamily, and family.

For languages with more than 10,000 pairs, a sample of 10,000 rows was used in fit-

ting the regression model. Data visualization and inspection of residuals did not suggest

curvature for the model. Table A.3 shows the model coefficients, and the marginal R

squared for this model is 0.088, while the conditional R squared is 0.110. I compared this

model to two others, each with one of the fixed effects removed (although maintaining

the same random effects structure). Unsurprisingly, the inclusion of semantic distance is

justified (χ2(1) = 30.1, p < .0001***), while the inclusion of orthographic distance does

not significantly improve the model (χ2(1) = 0.035, p = .852).

A.3 Chapter 5 regression details

A mixed-effects logistic regression model was fit predicting gender sameness (no vs.

yes) from syntactic, semantic, and orthographic distances and number of genders (a

factor indicating whether the language has 2 or 3 genders). All three distance variables

were Box-Cox normalized and scaled within each language. I included random intercepts

for each language and language family, as well as random slopes for each of the fixed

effects for both of these grouping levels. The regression was fit on randomly sampled

parts of the data consisting of 10,000 pairs for each language. Data visualization and
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Est. 95% CI
(lower)

95% CI
(upper)

SD
(family)

SD (lan-
guage)

(Intercept) 0.202 0.060 0.344 0.000 0.002
Orthographic distance -0.217 -0.315 -0.119 0.159 0.067
Semantic distance -0.277 -0.387 -0.166 0.169 0.121
Syntactic distance 0.081 0.053 0.109 0.000 0.078
Number of genders (2) - - - 0.153 0.148
Number of genders (3) -0.745 -0.897 -0.592 0.012 0.096

Table A.4: Coefficients of the mixed-effects generalized linear regression model pre-
dicting gender sameness for pairs of nouns in 32 languages

inspection of residuals did not suggest curvature for the model. Table A.4 shows the

model coefficients; the marginal R squared for this model is 0.056, while the conditional

R squared is 0.080. I compared this model to four additional ones—each with one of

the fixed effects removed (but no change to random effects)—using likelihood ratio test.

These comparisons indicated that the full model explains the data better than ones

without a fixed effect for semantic distance (χ2(1) = 12.8, p < .001***), orthographic

distance (χ2(1) = 11, p < .001***), syntactic distance (χ2(1) = 17.5, p < .0001***), and

number of genders (χ2(1) = 19.3, p < .0001***). I also fit a model with an interaction

between syntactic distance and number of genders as an additional fixed effect, along with

corresponding random slopes for language and family. A likelihood ratio test comparing

this new model to one without the interaction (but no change to random effects) indicates

that this interaction does not significantly improve the model (χ2(1) = 0.025, p < .874).
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Zubin, D., & Köpcke, K.-M. (1986). Gender and folk taxonomy: The indexical relation
between grammatical and lexical categorization. In C. Craig (Ed.), Noun classifi-
cation and categorization: Proceedings of a symposium on categorization and noun
classification, eugene, oregon, october 1983 (pp. 139–180). John Benjamins.

91


	Curriculum Vitae
	Abstract
	Introduction
	Syntax in the lexicon
	Distributional effects on processing, production, and acquisition
	Syntactic distributional information

	Functional pressures in the lexicon
	Systematicity within a single feature
	Systematicity in the relationship between features

	Scope of the dissertation

	Data and Methods
	Syntactic representations
	Semantic and orthographic data
	Languages
	Distance measures

	Systematicity within syntactic distributions
	Background
	Analysis
	Neighborhood density measure
	Correlational analysis
	Mixed-effects regression analysis

	Discussion

	Systematicity between syntactic distributions and other lexical features
	Background
	Analysis
	Correlational analysis
	Mixed-effects regression analysis

	Discussion

	The role of syntactic distributions in grammatical gender assignment
	Background
	Analysis
	Correlational analysis
	Mixed-effects regression analysis
	Discussion


	Conclusions
	Limitations and future directions
	Data and methods
	Diachrony


	Additional regression model details
	Chapter 3 regression details
	Chapter 4 regression details
	Chapter 5 regression details

	Bibliography



