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ABSTRACT OF THE DISSERTATION

The Search for Optical Cycling Molecules

by

Guanming Lao

Doctor of Philosophy in Physics

University of California, Los Angeles, 2024

Professor Eric R. Hudson, Chair

Cold molecules represent a frontier in the field of physics. Optical cycling, a process allowing

repeated absorption and emission of photons by a molecule without altering its internal state,

is the key to trapping and cooling molecules, as well as to quantum manipulation. However,

the search for these molecules faces challenges including identifying suitable species that

exhibit the required closed transition pathways for efficient optical cycling. The complexity

of molecular structures, such as the electronic, vibrational and rotational properties, presents

substantial hurdles in advancing this domain. To better understand these molecular physical

and chemical properties, we have been working on the optical cycling properties of many

different molecules, ranging from diatomic molecular ions to large neutral molecules with

mass > 300 amu. The results suggest that many of these candidates could potentially be

laser-cooled using just a few repumping lasers, although significant progress is still required.

This dissertation focuses on the search of optical cycling molecules by presenting compre-

hensive studies of a diatomic molecular ion (SiO+) and molecules with optical cycling centers

(OCCs). Through detailed analysis utilizing molecular Hamiltonian and experimental ap-

proaches such as high-resolution laser spectroscopy and dispersed laser-induced fluorescence

(DLIF) spectroscopy, we studied the key mechanisms underlying these molecules. This work

elucidates the electronic, vibrational, and rotational structures essential for achieving effi-

ii



cient optical cycling, investigates how the non-Born-Oppenheimer (non-BO) effects, such as

the Fermi resonance and Jahn-Teller effects, may affect the cycling properties. The find-

ings of new molecular species, such as the large molecules like Ca/SrOPh-diadamantanes,

offer new insights into the selection criteria for potential molecules. Our findings not only

enriched the promising molecular systems for laser cooling and quantum state detection,

but also provides a foundation for future exploration and application of these molecules in

advancing quantum technologies and precision spectroscopy.

iii



The dissertation of Guanming Lao is approved.

Wesley C. Campbell

Justin R. Caram

Paul Hamilton

Eric R. Hudson, Committee Chair

University of California, Los Angeles

2024

iv



The supreme good is like water.

–– Lao Tzu

v



Table of Contents

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvi

Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xix

Curriculum Vitae . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xxi

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

2 Molecular structure and transition . . . . . . . . . . . . . . . . . . . . . . . 3

2.1 Born-Oppenheimer approximation . . . . . . . . . . . . . . . . . . . . . . . . 3

2.2 Electronic structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.3 Vibrational structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.4 Rotational structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.5 Hund’s cases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.6 Spin-orbit and spin-rotation coupling . . . . . . . . . . . . . . . . . . . . . . 18

2.6.1 Spin-orbit coupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.6.2 Spin-rotation coupling . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.7 Hyperfine interaction and nuclear spin statistics in molecule . . . . . . . . . 20

2.7.1 Hyperfine Structure in Hund’s Case (a) . . . . . . . . . . . . . . . . . 21

2.7.2 Hyperfine Structure in Hund’s Case (b) . . . . . . . . . . . . . . . . . 22

2.7.3 Nuclear spin statistics in polyatomic molecules . . . . . . . . . . . . . 22

2.8 Beyond the Born-Oppenheimer approximation: the Jahn-Teller effect . . . . 23

2.9 Dipole transition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

vi



2.9.1 Vibrational transition, Franck-Condon Factor and vibrational branch-

ing ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.9.2 Dipole transition with rotation . . . . . . . . . . . . . . . . . . . . . 26

2.10 Optical cycling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.10.1 Electronic closure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.10.2 Vibrational closure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.10.3 Rotational closure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3 Laser spectroscopy of diatomic molecular ion 28Si16O+ and 29Si16O+ . . . 31

3.1 Molecular Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.1.1 Vibrational Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.1.2 Rotational and hyperfine Hamiltonian . . . . . . . . . . . . . . . . . 35

3.2 Production of SiO+ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.3 Measurement procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.4 Dispersed laser-induced spectra . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.5 High resolution spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.6 Lifetime of the B2Σ+ state . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.7 Error analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.8 Rotational cycling and quantum logic with 29SiO+ . . . . . . . . . . . . . . . 46

3.9 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

4 Vibrational branching ratios measurement of molecules with optical cy-

cling centers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.1 Measurement procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.2 Linear relationship between pKa and excitation energy of Phenoxide molecule 54

4.3 DLIF spectroscopy measurement . . . . . . . . . . . . . . . . . . . . . . . . 57

vii



4.3.1 CaOPh-X DLIF measurement . . . . . . . . . . . . . . . . . . . . . . 57

4.3.2 SrOPh-X DLIF measurement . . . . . . . . . . . . . . . . . . . . . . 59

4.4 VBRs data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.5 Lifetime of excited states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

5 High-resolution laser spectroscopy of asymmetric top molecule, SrOPh 70

5.1 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

5.2 Rotational spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

5.3 Molecular Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

5.3.1 Rotational Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . 73

5.3.2 Centrifugal distortion correction . . . . . . . . . . . . . . . . . . . . . 78

5.3.3 Spin-orbital coupling . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

5.3.4 Spin-rotational coupling . . . . . . . . . . . . . . . . . . . . . . . . . 86

5.3.5 Centrifugal distortion correction for spin-rotation . . . . . . . . . . . 89

5.3.6 Coriolis term . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

5.4 Molecular state representation and transition . . . . . . . . . . . . . . . . . . 91

5.4.1 Molecular state . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.4.2 Basis representation . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.4.3 Transition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.4.4 Line intensity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

5.5 Calculation of matrices of molecular Hamiltonian and rotational line intensity

in Python . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

5.6 Data fitting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

5.6.1 Gradient descent algorithm . . . . . . . . . . . . . . . . . . . . . . . 105

viii



5.6.2 Mini-batch stochastic gradient descent algorithm . . . . . . . . . . . 108

5.6.3 Genetic algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

5.6.4 Data fitting procedure and results . . . . . . . . . . . . . . . . . . . . 110

6 Extending the Large Molecule Limit: The Role of Fermi Resonance in

Developing a Quantum Functional Group . . . . . . . . . . . . . . . . . . . . . 115

6.1 Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

6.2 DLIF and excitation spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

6.2.1 CaOPh spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

6.2.2 Substituted CaOPh spectra . . . . . . . . . . . . . . . . . . . . . . . 122

6.2.3 Strontium phenoxides spectra . . . . . . . . . . . . . . . . . . . . . . 129

6.2.4 Summary of the observations . . . . . . . . . . . . . . . . . . . . . . 134

6.3 Analysis of anharmonic coupling strength and vibrational branching ratios . 138

6.3.1 Theoretical methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

6.3.2 Anharmonic Franck-Condon Factors . . . . . . . . . . . . . . . . . . 144

6.3.3 Error analysis of vibrational branching ratios . . . . . . . . . . . . . . 145

6.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

7 Bottom-up approach to scalable growth of molecules capable of optical

cycling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

7.1 Experiment procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

7.2 DLIF spectra of Ca/SrOPh-4-CH3 and Ca/SrOPh-4-C(CH3)3 . . . . . . . . 152

7.3 DLIF from the lowest excited states of the molecules with adamantane ligands 153

7.4 DLIF from the second lowest excited states of the molecules with adamantane

ligands . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

7.5 Measured VBRs and transition energies of all phenoxide molecules . . . . . . 158

ix



7.6 Uncertainty analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

7.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

7.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

8 The Non-Born-Oppenheimer effects: a challenge for optical cycling in

molecules with OCCs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

8.1 The DLIF spectra of multiple molecules . . . . . . . . . . . . . . . . . . . . 172

8.1.1 Ca/SrOPh C̃-X̃ DLIF spectra . . . . . . . . . . . . . . . . . . . . . . 172

8.1.2 CaOPh-4-Cl DLIF spectra . . . . . . . . . . . . . . . . . . . . . . . . 173

8.1.3 SrOPh-4-Cl DLIF spectra . . . . . . . . . . . . . . . . . . . . . . . . 173

8.1.4 CaOPh-4-F DLIF spectra . . . . . . . . . . . . . . . . . . . . . . . . 174

8.1.5 SrOPh-4-F DLIF spectra . . . . . . . . . . . . . . . . . . . . . . . . . 175

8.1.6 CaOPh-3, 4, 5-F3 C-X DLIF spectrum . . . . . . . . . . . . . . . . . 175

8.2 Exploring the mechanism of the “relaxation” . . . . . . . . . . . . . . . . . . 177

8.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

8.3.1 Difficulties in the optical cycling with the C states . . . . . . . . . . . 178

8.3.2 Non-BO coupling between the vibrational states belonging to different

electronic states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179

8.3.3 The Laplace transform . . . . . . . . . . . . . . . . . . . . . . . . . . 186

8.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190

A Effective Hamiltonian of SiO+ . . . . . . . . . . . . . . . . . . . . . . . . . . . 191

A.1 Rotational Hamiltonian of 28Si16O+ . . . . . . . . . . . . . . . . . . . . . . . 191

A.2 Rotational and hyperfine Hamiltonian of 29Si16O+ . . . . . . . . . . . . . . . 192

B Supplement information of VBRs measurements . . . . . . . . . . . . . . . 198

x



B.1 Uncertainty analysis of SrOPh-X VBRs . . . . . . . . . . . . . . . . . . . . . 198

B.2 Measured and theoretical results for CaOPh-X and SrOPh-X . . . . . . . . . 201

xi



List of Figures

2.1 Relations of the linear combination of atmoic orbitals and the bonding and anti-

bonding molecular orbitals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2 Illustration of (a) HOMO and (b) LUMO for M-O-R type molecule. . . . . . . 7

2.3 Illustration of Morse potential with De = 10eV, β = 1/Re and the lowest four

bounded states. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

3.1 Schematic illustration of SiO+ diabatic potential curves of the X2Σ+, A2Π and

B2Σ+ states. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.2 Schematic of the cryogenic cell showing the production of SiO+ and LIF mea-

surement setup. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.3 The experimental LIF data of 28Si16O+ . . . . . . . . . . . . . . . . . . . . . . . 38

3.4 High-resolution LIF spectra of B2Σ+ ← X2Σ+ (0,0) band of 28Si16O+. . . . . . . 39

3.5 High-resolution LIF spectra of the B2Σ+ ← X2Σ+ (0,0) band of 29Si16O+. . . . 40

3.6 Lifetime of 28Si16O+ and 29Si16O+ . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.7 Low-lying structures of the B2Σ+ and X2Σ+ states of 29Si16O+. . . . . . . . . . 47

3.8 Calculated DC Stark shift of the X2Σ+ state of 29Si16O+. . . . . . . . . . . . . . 49

4.1 Molecular structures of calcium and strontium phenoxide. . . . . . . . . . . . . 53

4.2 Molecular orbital and schematic energy levels of SrOPh. All other molecules have

similar orbitals and energy levels. . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.3 2D DLIF spectrum following the reaction of Ca with 3,4,5-trifluorophenol. . . . 55

4.4 Transition energies versus pKa for all CaOPh-X molecules. . . . . . . . . . . . . 56

4.5 DLIF spectra of CaOPh-3,4,5-F3 . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.6 2D spectra and dispersed LIF spectra of all CaOPh-X species . . . . . . . . . . 60

xii
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CHAPTER 1

Introduction

In the realm of quantum physics, laser cooling has emerged as a pivotal technique, enabling

the precise control and manipulation of atomic motion. Initially applied to neutral atoms,

this method has allowed scientists to achieve temperatures near absolute zero, unveiling new

states of matter such as the Bose-Einstein condensate state [1, 2] and facilitating signifi-

cant applications and studies in quantum mechanics, including quantum simulation [3, 4],

atomic clocks [5], quantum computing and information processing [6, 7], investigations of

fundamental quantum phenomena [8, 9], and matter-wave interferometry [10, 11]. The tech-

nique hinges on the principle of optical cycling, effectively cooling them down through the

absorption and re-emission of photons.

Transitioning from atoms to molecules, the concept of laser cooling encounters both new

challenges and opportunities. Molecules, with their complex energy level structures due to

vibrational and rotational states, present a more intricate landscape for cooling compared to

the atomic cases [12, 13]. Despite these complexities, the successful demonstration of laser

cooling of molecules were achieved in 2010s [14–18], utilizing a combination of innovative

techniques such as buffer-gas cooling, Sisyphus cooling, and magneto-optical trapping.

The laser cooling of molecules holds the promise of unlocking new territories in science

and technology. Cooling molecules to ultra-cold temperatures could revolutionize our under-

standing of quantum chemistry, enabling the direct observation of chemical reactions at the

quantum level, and paving the way for the development of quantum-controlled chemistry

[19–21]. Moreover, the ultra-cold molecules can serve as highly sensitive probes for funda-

mental constants and the investigation of quantum phenomena that are elusive at higher
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temperatures, and the cooling of molecules has profound implications for precision measure-

ment [22–24] and quantum computing [25, 26]. In quantum computing, molecules cooled to

near absolute zero could act as qubits with long coherence times and strong interactions,

enhancing the performance and scalability of quantum computers.

For the scalability, extending the current laser cooling methods to larger and larger

molecules is necessary. Although the laser cooling of multiple diatomic or polyatomic

molecules has already been demonstrated, achieving efficient laser cooling of large molecules

requires overcoming significant obstacles. The rich vibrational and rotational structures of

these molecules require tailored laser cooling schemes that can cope with their complex-

ity. In addition, some non-Born-Oppenheimer effects, such as the Jahn-Teller effect [27, 28],

Fermi resonance [29], intramolecular vibrational energy transfer [30], spin-orbit coupling and

spin-spin interaction [31], can introduce extra challenges into these laser cooling schemes.

Based on the criteria proposed by Prof. Di Rosa [32], our research identifies molecules

with optical cycling centers (OCCs) as a promising avenue for exploring species amenable to

laser cooling. Hence, the main focus of our research for such molecular species is the phenox-

ides functionalized with OCCs, a Ca-O or Sr-O unit [33]. By integrating such a functional

group with an alkaline earth metal atom as the cycling center, the optical cycling transition

can then be addressed between molecular orbitals localized on the metal atom. This disser-

tation synthesizes our work conducted during my doctoral studies, focusing on several key

aspects: i) the spectra and optical cycling scheme of a diatomic molecular ion, SiO+, ii) the

dispersed laser induced fluorescence spectra of calcium and strontium phenoxides, iii) the

rotational spectra of the strontium phenoxide, and iv) examining non-Born-Oppenheimer

effects evidenced in the spectra, including Fermi resonance and Jahn-Teller effects. Through

these focused inquiries, the dissertation aims to contribute to our understanding of laser

cooling of molecules with OCCs as well as the scalability of such molecules.
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CHAPTER 2

Molecular structure and transition

State preparation and measurement in molecule requires a comprehensive understanding of

the structural characteristics of the target molecule; however, the complexity of this endeavor

varies between cases. To equip readers with foundational knowledge for the subsequent

chapters of this thesis, this chapter will provide a detailed description of the molecular

structures discussed herein. Additionally, it will clarify the notations and concepts employed

and delve into the underlying mathematical background. Relevant materials on these topics

can be found in Ref. [13, 31, 34, 35].

2.1 Born-Oppenheimer approximation

For a given molecule, its internal energy levels are determined by the molecular Hamiltonian

H0, which typically contains the electronic, vibrational, rotational and hyperfine terms [31,

34]:

H0 = Hel +Hvib +Hrot +Hhf . (2.1)

The electronic term Hel acts on the space coordinates of the electrons (r) and nuclei (R) in

the molecule:

Helψ(r,R) = Eelψ(r,R). (2.2)

Although it is never possible to express the actual Hamiltonian as Eq.(2.1), as these Hamilto-

nian operators act on different coordinate spaces, (Hel, Hvib and Hrot are mainly represented

in the coordinates of electron r, nuclei coordinates R, and angular coordinates (θ, ψ), re-

spectively), we can introduce the Born-Oppenheimer approximation to simplify the model
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and calculation as follows:

Born-Oppenheimer (BO) approximation: if the coupling between electronic and

vibrational states are weak, the electronic and vibrational eigen-wavefunction could be sep-

arated in the following manner:

ψ(r,R) = ψe(r;R)ψv(R), (2.3)

here ψ is the wave function on the nuclear coordinates, and ψe(r;R) is the electronic wave-

function. The nuclei coordinates R are considered to be parametric in ψe(r;R) because

the electronic wavefunction can be regarded as a slow-varying function of R. With the BO

approximation, the molecular wavefunction could be written as the product of the electronic,

vibrational, rotational and hyperfine wavefunction:

ψ0 = ψe(r;R)ψv(R)ψrotψhf . (2.4)

By representing the total wavefunction as a product of independent terms, we can analyze

the energy level structure based on the symmetry of the wavefunction and its associated

quantum numbers. Mixtures of different terms, like spin-orbit and spin-rotation couplings,

are treated as off-diagonal Hamiltonian matrix elements within this framework. We will

delve deeper into these topics in subsequent discussions.

The BO approximation fails in some cases, such as highly symmetric molecules. For

such molecules, the geometric distortion that results from certain electron configurations

could lead to the breaking of the symmetry. This phenomenon could be further explained

with the Jahn-Teller effect in polyatomic molecule[28] or the Renner–Teller effect in linear

molecule[36]. Further details about how the symmetry affects molecular levels will be given

in Chap. 6.
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2.2 Electronic structure

The Born-Oppenheimer approximation separates the electronic and nuclear motions, which

allows us to solve the Schrodinger equation for the motion of the electrons in the electrostatic

field produced by fixed nuclear charges.

The most commonly used method of describing the molecular orbitals is the linear com-

bination of atomic orbitals (LCAO) method. It involves consideration of the interaction of

the atomic orbitals of the separated atoms to form molecular orbitals that accommodate

the available electrons. Homonuclear diatomic molecule, for example, has simple structure

which is straightforward for understanding of the LCAO: Figure 2.1 shows how the s and p

atomic orbitals can combine to form different bonding and antibonding orbitals in molecule.

Though orbitals in larger molecules can be very complex, there are a few ways available

for the description of their structure, such as the point group symmetry. Homonuclear and

heteronuclear diatomic molecules, for example, have D∞h or C∞v symmetry, respectively;

some molecules involved in this thesis such as CaOPh, CaO-Adamantane and CaOPh-3F are

of C2v, C3v and Cs symmetry, respectively. If there is no additional factor with a different

symmetry affecting the molecule (such as crossings in the curves), the electronic (and vibra-

tional) eigen-wavefunctions should follow the molecular symmetry. Therefore, in convention,

these orbitals are distinguished with the irreducible representations of the point group of the

molecule, e.g., notations Σ±,Π,∆, . . . for the heteronuclear diatomic molecules, A1, A2, B1

and B2 for the C2v type molecules, and A′ and A′′ for the Cs type molecules. Combined with

the other notations such as (X,A,B,C, . . . ) for the ground and excited electronic levels and

a superscript 2S + 1 for the multiplicity of spin, the system of labeling can describe these

states in a comprehensive manner.

A special case of the molecular orbitals is the ones in M-O-R type molecule. Here M

is an alkaline-earth metal atom ionically bonded to oxygen (O) forming an optical cycling

center (OCC), and R is a molecular ligand. In these molecules, one of the valence electron

on the metal atom participates into the bonding with the oxygen, while the remaining
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Figure 2.1: Relations of the linear combination of atmoic orbitals and the bonding and
antibonding molecular orbitals.
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Figure 2.2: Illustration of (a) HOMO and (b) LUMO for M-O-R type molecule.

metal-centered radical electron forms the highest-occupied and lowest-unoccupied molecular

orbitals, HOMO and LUMO. Figure 2.2 shows a sketch of the HOMO and LUMO of a typical

M-O-R type molecule.

As shown that the HOMO and LUMOs of M-O-R type molecules are significantly de-

coupled from the majority of the molecule’s vibrational degrees of freedom [33], it exhibits

considerable potential for optical cycling, as well as state preparation and measurement

[13, 37, 38]. In this thesis, the molecules of M-O-R type with different ligand R will be

studied .

2.3 Vibrational structure

As referred above, the BO approximation allows us to separate the vibrational part from the

total wave equation. Note that the vibration of the nuclei can be decomposed into different

normal vibrational modes (the normal coordinates are denoted with Qi), as the harmonic

approximation is taken for all these modes, the vibrational Hamiltonian only contains the
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momentum and the quadratic potential terms, i.e.,

Hv =
Nv∑
i=1

(
−1

2

∂2

∂Q2
i

+
λi
2
Q2

i

)
. (2.5)

Here the upper limit Nv is depending on the vibrational degree of freedom of the molecule.

Generally, Nv = 3N − 6 since the N nuclei of the molecule provide 3N degrees of freedom,

within which 3 are associated with translations and 3 with rotations. This allows us to express

the vibrational wave equation as the function of the normal coordinates of the nuclei. For

linear molecule, Nv = 3N − 5 because there is only two rotational degrees of freedom.

The exact solution for Eq.(2.5) can be found in plenty of quantum mechanics textbooks.

However, harmonic potential is too good to be true in molecule. For a straightforward

introduction to the actual vibrational levels, we will take the diatomic molecule as our first

example. A simple but important analytical potential is the Morse potential[39]:

V (R) = De

[
1− e−β(R−Re)

]2
, (2.6)

where Re is the equilibrium internuclear distance, β is a constant and De is the dissociation

energy. The vibrational levels of anharmonic oscillator is

Evib/ℏ = ωe(v + 1/2)− ωexe(v + 1/2)2 + · · · , (2.7)

here v is the vibrational quantum number. For Morse oscillator, the sum of the first two

terms are already the exact solution of the levels. Here ωexe is not “ωe times xe”; they are as

a whole for representing the anharmonic coefficient. Figure 2.3 is an example of the Morse

potential as well as the corresponding lowest four bounded states in the potential well.

In polyatomic molecules, the potential can be complicated, but one may still be able

to handle the vibrational modes with harmonic model to approximately calculate their cor-

responding vibrational frequencies if the vibrational levels are much lower than the well

depth. However, some anharmonic effects exist as the molecular potential surface is not a
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Figure 2.3: Illustration of Morse potential with De = 10eV, β = 1/Re and the lowest four
bounded states. The levels are indicated with gray lines and the curves in different colors
are the corresponding wave functions.
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harmonic one. Therefore, one can expect these anharmonic effects come into the molecular

Hamiltonian as some higher orders corrections to Eq. (2.5):

Hv,tot =
Nv∑
i=1

(
−1

2

∂2

∂Q2
i

+
λi
2
Q2

i

)
+

Nv∑
i,j,k=1

ϕijk

6
QiQjQk + ..., (2.8)

The anharmonic terms comes from the higher order differentiation of the molecular potential,

which is the function of the normal coordinates Q = (Q1, . . . , QNν ):

ϕijk =

(
∂3V (Q)

∂Qi∂Qj∂Qk

)
Q=0

(2.9)

For simplicity, here we only involve the dominant anhamonic terms which are of the cubic

terms of the normal coordinates. By rewriting the equation with creation and annihilation

operators of these vibrational modes, the total vibrational Hamiltonian becomes

Hv,tot =
Nv∑
i=1

(
a†iai +

1

2

)
ℏωi +

Nv∑
i,j,k=1

ϕ′
ijk(a†i + ai)(a

†
j + aj)(a

†
k + ak)... (2.10)

with coefficient ϕ′
ijk and ϕijk different by a constant ratio omitted for simplicity. One can

notice that the anharmonic terms of aia
†
ja

†
k + a†iajak connect the fundamental mode νi with

nearby overtone/combination mode νjνk, and such mixing is known as Fermi resonance.

The Fermi resonance gives rise to some interesting spectroscopic phenomenon such as line

intensity borrowing effect in experiment[34]. Typically, this effect emerges when the vibra-

tional modes participating in the mixing share the same symmetry, or when the molecules

being studied have low or no symmetry[40].

2.4 Rotational structure

A simple model of rotating molecule is ball-and-stick model, in which each atom is rep-

resented by a ball and the connections between the atoms are represented by sticks. For

example, a diatomic molecule can be represented with a dumbbell model, where two atoms
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of mass m1 and m2 are regarded as point-like with distance R between them. The rotational

energy of the rotor in classical mechanics is

Erot =
1

2
µR2ω2 =

1

2
Iω2 =

L2

2I
, (2.11)

where µ = m1m2

m1+m2
is the reduced mass of the diatomic molecule, I = µR2 is the moment of

inertia and L is the rotational angular momentum.

In quantum mechanics, the rotational Hamiltonian and the corresponding Schrödinger

equation are[31]

Hrot = −ℏ2

2I

∂

∂R

(
R2 ∂

∂R

)
− ℏ2

2Isin2θ

[
sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
+

∂2

∂2ϕ2

]
(2.12)

and

Hrotψ(R, θ, ϕ) = Eψ(R, θ, ϕ), (2.13)

respectively. For a given electronic (vibrational) state, R can be considered as a constant

and thus

− ℏ2

2Isin2θ

[
sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
+

∂2

∂2ϕ2

]
ψ(θ, ϕ) = Eψ(θ, ϕ). (2.14)

The solution of this equation is the spherical harmonics Y m
l (θ, ϕ), i.e.,

Y m
l (θ, ϕ) = (−1)m

√
(2l + 1

4π

(l − |m|)!
(l + |m|)!

Pm
l (cos θ)eimϕ, (2.15)

where Pm
l (x) is the associated Legendre polynomial with degree l and order m. One can

show that the eigen values are ℏ2
2I
l(l + 1), i.e.,

− ℏ2

2Isin2θ

[
sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
+

∂2

∂2ϕ2

]
Y m
l (θ, ϕ) =

ℏ2

2I
l(l + 1)Y m

l (θ, ϕ). (2.16)

By defining B = ℏ2
2I

, the rotational energy can be represented as

E(l) = Bl(l + 1). (2.17)
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The rotational energy levels therefore have energies 0, 2B, 6B, 12B, etc.

For non-linear molecule, in classical mechanics, the rotation energy is the sum of the

energies of the rotation in three principal axes, i.e.,

Erot =
L2
x

2Ix
+
L2
y

2Iy
+
L2
z

2Iz
. (2.18)

Compared to the diatomic case, for an asymmetric quantum rotor, its rotational Hamiltonian

can be similarly written as

Hrot = BxL
2
x +ByL

2
y +BzL

2
z. (2.19)

However, as these angular momentum operators do not commute with each other, i.e.,

[Li, Lj] = −i
∑

k ϵijkLk (anomalous commutation rules for rotations of molecule-fixed co-

ordinate system relative to the laboratory, see Ref.[34] and the next section for details),

there is no state can be their common eigen-state. To intuitively define a set of eigen-state

basis for the rotational Hamiltonian, it would be convenient to rewrite the Hamiltonian with

a set of commuting observables, such as {L,Lz}. By making use of the relation

L2 = L2
x + L2

y + L2
z (2.20)

and introducing two operators (the ladder operators):

L± = Lx ± iLy, (2.21)

the rotational Hamiltonian can be written as

Hrot = BzL
2
z +

Bx +By

2

(
L2 − L2

z

)
+
Bx −By

4
(L2

+ + L2
−). (2.22)

Here we denote the basis of the first two terms on the right-hand side as |l,ml⟩, where l

is the angular momentum quantum number and its projection quantum number is ml =

12



l, l − 1, . . . ,−l. Such basis choice is the eigen-basis of the Hamiltonian of symmetric rotor.

Note that the ladder operators are not diagonal in this basis, i.e.,

L±|l,ml⟩ =
√
l(l + 1)−ml(ml ∓ 1)ℏ|l,ml ∓ 1⟩, (2.23)

the rotational eigen-states of asymmetric top molecule (Bx ̸= By ̸= Bz) are the mixed states

of different symmetric top rotational states |l,ml⟩.

2.5 Hund’s cases

Generally, in molecule, the nuclei rotation (denoted as R) discussed above is not the only

factor to concern, other terms of angular momenta, such as the spins from electron (S) and

nuclei (I) and orbital angular momentum L, can have significant affects to the molecular

properties. In addition, these angular momenta can couple to one another and therefore

affect the spectroscopic patterns in experiment. To understand these patterns and figure out

the main and subsequent quantum properties of the molecule, quantum number and state

assignments for these features become necessary. Hunds cases[31, 34], the most common

method of describing the molecular states so far, provide a way to construct a reduced

picture of intramolecular processes and understand how these angular momenta as well as

their mutual interactions associate to the patterns in spectroscopy study.

The angular momenta involved in the Hund’s cases are listed as follows:

L Electronic orbital angular momentum
S Electronic spin angular momentum
I Nuclear spin angular momentum
J Total angular momentum exclusive of nuclear spin
F Total angular momentum F = J + I
Ja Total angular momentum of electron, Ja = L + S
N Total angular momentum excluding spins N = J − S
R Rotational angular momentum of nuclei, R = N −L
Λ Projection of L on internuclear axis
Σ Projection of S on internuclear axis
Ω Projection of Ja on internuclear axis, Ω = Λ + Σ
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According to the hierarchical ordering of electronic (Hel), spin-orbital (HSO) and rota-

tional (Hrot) Hamiltonians, the corresponding Hund cases (a)-(e) are explained in the table

below. Here η represents the rest of the state labels, such as the electronic state and vibration.

Coupling case Hel HSO HRot Good quantum number
(a) strong intermediate weak η,Λ, S,Σ, J,Ω
(b) strong weak intermediate η,Λ, N, S, J
(c) intermediate strong weak η, J, Ja,Ω
(d) intermediate weak strong η, L,R,N, S, J
(e) weak strong intermediate η, J, Ja, R
(e′) weak intermediate strong η, J, Ja, R

Table 2.1: The classification for Hund’s cases

In Hund’s case (a), the predominant factor is a strong spin-orbit coupling, complemented

by a marginal interaction between the electron and the molecular rotation. Contrarily, case

(b) is characterized by the weak spin-orbit coupling and weak electron-nuclear rotational

interaction where the electron’s spin is oriented with respect to its orbital angular momen-

tum, not the molecular axis. Case (c) represents intermediate situations that don’t strictly

adhere to the assumptions of cases (a) or (b). In this scenario, neither the electron spin S

nor the orbital angular momentum L are rigidly oriented to any particular direction, and

they couple strongly to each other and form intermediate quantized angular momentum Ja.

As a result, the behavior and characterization of molecular states can be more complex.

In Hund’s Case (d), there is a strong interaction between orbital angular momentum and

molecular rotation, and L is non-zero. This case assumes that J orients itself relative to

the axis of nuclear rotation. In case (e) and (e′), as S and L couple strongly while their

interaction with the internuclear axis is very weak, there is no projection quantum number

relative to the internuclear axis like Σ and Ω.

This thesis will be focus on the case (a) and (b) as our primary objective is investigating

the optical cycling transitions of molecules, which is the optical transitions between the

HOMO and the lowest few LUMOs. The gaps between them are ranging from 60 − 16000

cm−1, as a consequence, Hel often emerges as the most dominant Hamiltonian within the

scope of the studies involved. Additionally, even if the choice of the basis does not satisfy
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the corresponding conditions in the list, it is feasible to represent the basis functions of one

coupling case through those of another, by means of the relationships between the bases,

and then consider the state-mixing interaction as some off-diagonal elements or higher order

correction in the effective Hamiltonian. For example, the conversion between (a) and (b)

can be expressed as [31]

|η,Λ;N,Na, S, J⟩ =
S∑

Σ=−S

(−1)J−S+Na
√

2N + 1

J S N

Ω −Σ −Na

 |η,Λ; J,Ω, S,Σ⟩, (2.24)

where Na is the projection quantum number of N on the same axis as Λ and (:::) is the

Wigner 3-j symbols. In addition, the spin-orbit interaction term, an example for illustration,

is diagonal in the effective Hamiltonian of Hund’s case (a) basis, while it manifests as the

off-diagonal elements in the case (b) basis.

The angular momenta involved in this section actually have an important and interesting

fact about the commutation rules. Some angular momenta, such as L, I, S and Ja, obey

normal commutation rules

[Ai, Aj] = iℏ
∑
k

ϵijkAk, (2.25)

while others angular momenta (J , N , R and F ) obey the anomalous commutation rules

[34]

[Ai, Aj] = −iℏ
∑
k

ϵijkAk. (2.26)

This is because the angular momenta L, I, S and Ja are describing the rotations relative to

the molecule-fixed coordinate system while others (J , N , R and F ) describe the rotations of

the molecule-fixed coordinate system relative to the laboratory. Here we can show the general

case that, for two vectors (denoted as A and B) fixed in the molecule-fixed coordinate system

(denote the operator of rotational angular momentum of the rotor as R), their commutation

relationship in the laboratory coordinate system is (denote ℏ = 1)

(R ·A)(R ·B)− (R ·B)(R ·A) = −iR · (A×B). (2.27)
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We start by considering the transformation of the vector A under rotation. For component

in x direction, Ax, if the rotation is also in x direction, the vector in new frame is unchanged,

i.e.,

A′
x = Ax, (2.28)

therefore, [Rx, Ax] = 0. For rotation transformation in y direction with an infinitely small

shift denoted by θ, the transformed vector component is

A′
x = R̂y(θ)AxR̂y(θ)

† = Ax − iθ[Ry, Ax], (2.29)

where rotation operator is R̂y(θ) = e−iθRy = 1−iθRy. Because the unit vectors is also rotated

from ϵ̂x → ϵ̂′x (unit vectors in molecule- and laboratory-fixed coordinates, respectively), i.e.,

ϵ̂′x = ϵ̂x + θϵ̂y × ϵ̂x = ϵ̂x − θϵ̂z, (2.30)

the vector component in new coordinates is

A′
x = A · ϵ̂′x = Ax − θAz. (2.31)

Comparing the two equations about A′
x, we have

[Ry, Ax] = −iAz. (2.32)

Similar commutation relationships can be worked out for other combinations of the compo-

nents of the angular momentum and the vectors. Now, we can rewrite the left-hand side
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(LHS) of Eq.(2.27):

(R ·A)(R ·B)− (R ·B)(R ·A)

=(RxAx +RyAy +RzAz)(RxBx +RyBy +RzBz)

− (RxBx +RyBy +RzBz)(RxAx +RyAy +RzAz)

=RxAxRyBy +RyAyRxBx −RxBxRyAy −RyByRxAx

+RxAxRzBz +RzAzRxBx −RxBxRzAz −RzBzRxAx

+RyAyRzBz +RzAzRyBy −RyByRzAz −RzBzRyAy = (∗),

(2.33)

For the first line in the second equation on the right hand side, we have

RxAxRyBy +RyAyRxBx −RxBxRyAy −RyByRxAx

=Rx(RyAx + iAz)By +Ry(RxAy − iAz)Bx −Rx(RyBx + iBz)Ay −Ry(RxBy − iBz)Ax

=(RxRy −RyRx)(AxBy −BxAy) + iRx(AzBy −BzAy) + iRy(BzAx − AzBx)

=iRz(A×B)z − iRx(A×B)x − iRy(A×B)y.

(2.34)

Similar derivation can be taken for the rest of two lines, and the sum of the three lines further

gives

(∗) = iR · (A×B)− iR · (A×B)− iR · (A×B) = −iR · (A×B). (2.35)

The anomalous commutation relationship for R can be immediately seen by taking A = ϵ̂i

and B = ϵ̂j. From here, we can see that the angular momenta compositing with the nuclei

rotation R follow the anomalous commutation rules because of the coordinates transforma-

tion under the rotation. This relationship leads to some completely different results when

dealing with the ladder operators. It could be very critical and should always be kept in

mind when computing with the rotational Hamiltonian matrices.
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2.6 Spin-orbit and spin-rotation coupling

The interactions involving electronic spins are neglected as we are taking the Born-Oppenheimer

approximation, while these terms can mix levels of different electronic, vibrational and ro-

tational states. As the spin parts in the molecular Hamiltonian have significant effects on

the open shell molecule studied in some works involved in this thesis, we will have a brief

introduction for them here.

2.6.1 Spin-orbit coupling

Spin-orbit coupling (SOC) describes a quantum mechanical phenomenon where an electron’s

intrinsic spin angular momentum (S) interacts with its orbital angular momentum (L) about

the nucleus of an atom or molecule. This interaction can be visualized as arising due to the

electron’s motion in the electric field generated by the nucleus, resulting in the electron expe-

riencing a magnetic field, which subsequently interacts with its spin. In atomic and molecular

system, SOC can be rigorously calculated from the Dirac equation in relativistic quantum

mechanics and quantum electrodynamics [41, 42]. In materials and molecular systems, SOC

plays a significant role in various phenomena, such as the fine structure splitting in atomic

spectra[43, 44], the Rashba and Dresselhaus effects in condensed matter physics[45, 46], and

the emergence of topological insulators[47, 48]. Furthermore, in molecular systems, SOC

can influence the dynamics and outcomes of chemical reactions, particularly when heavy

elements are involved[49].

Molecules with open shell electronic states like M-O-R type molecule in this thesis intro-

duce a range of new intramolecular interactions. The most significant of this is spin-orbit

coupling, which occurs between the non-zero spin and orbital angular momentum. Depending

on the molecular species, spin-orbit interactions range from a few cm−1 to several thousand

cm−1. Therefore, though spin-orbit coupling may be attributed as a high order correction

of the electronic structure, it could mix a few different electronic states as the orbital and

spin angular momentum are present, especially when these states are close to one another
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in energies.

For the works involved in this thesis, only one valence electron is on the open shell

and therefore subject to the spin-orbit effect. Mathematically, the spin-orbit interaction

Hamiltonian in the M-O-R type molecule, HSO, is often written as:

HSO =
∑
i

aSO,ilisi, (2.36)

Where aSO,i is the spin-orbit parameter for the coupling in direction i = x, y, z, and lisi is the

product of the electron’s orbital and spin angular momenta in that direction. In molecule,

some of the electronic states are separated by orbital angular momentum, therefore SOC can

affect these states. We will give further discussion on how the SOC mix electronic states in

Chap.5.

2.6.2 Spin-rotation coupling

Spin-rotation coupling (SRC) is a quantum mechanical interaction that pertains to the cou-

pling between an electron’s intrinsic spin angular momentum (S) and the rotational angular

momentum (R) of a molecule. This interaction emerges as a consequence of the molecule’s

rotation modulating the electron’s environment, which, in turn, affects its spin dynamics.

It’s especially relevant in molecular systems where electronic motion and molecular rotations

are intimately intertwined.

The strength and effect of spin-rotation coupling depend on the molecular system in

question. Typically, SRC is relatively weak compared to the electronic interactions and

SOC; however, under certain conditions, especially in high-resolution spectroscopic studies

where rotational lines can be distinguished, the effects of SRC become crucial for accurate

spectral interpretation[35, 50].

The Hamiltonian representing the spin-rotation interaction, HSR, can generally be ex-

pressed as[51]:
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HSR =
1

2

∑
αβ

εαβ (NαSβ + SβNα)

,

Here, ε denotes the spin-rotation tensor of the molecule. The tensor nature of the ε

implies that the strength and directionality of the SRC can vary depending on the electronic

and molecular states.

The accurate determination of the SRC parameters can provide insights into the electronic

distribution and molecular geometry of the studied system. For example, one interesting fact

is, as the precession of the electron spin in the produces a non-zero average magnetic moment

which can interact with the rotational magnetic moment, the SR coupling can be induced by

the high-order effect from the SO coupling[35, 52]. Such effect will be discussed in Chap.5.

2.7 Hyperfine interaction and nuclear spin statistics in molecule

Historically, the hyperfine structure has provided deep insights into the internal properties of

nuclei, including their magnetic moments and nuclear spin[53, 54]. For molecular systems,

the hyperfine structure is also evident in molecular spectra, where the interplay between

nuclear and electronic motions becomes sophisticated. As it may significantly affect the

molecular rotational levels via interaction like spin-rotation coupling, choosing a suitable

basis set as well as the best coupling scheme can help building an appropriate form of the

effective Hamiltonian.

Another question arises when two or more identical nuclei exist in the molecule. The

statistical weights are different for bosonic and fermionic nuclei due to the Pauli exclusion

principle, for example, in homonuclear diatomic molecule in which the spin of a single nucleus

is I, the number of symmetric and antisymmetric states (denoted with ortho and para,
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respectively) are different:

number of symmetric states = (I + 1)(2I + 1),

number of antisymmetric states = I(2I + 1).
(2.37)

As the rotational states have either even or odd parity and the combination of the parity of

the rotational and nuclei states is also subjected to the bosonic or fermionic feature of the

molecule, the rotational levels of a given parity will have different statistical weight.

In this section, we will discuss how the spins can affect the analysis of the molecule

the Hund’s cases (a) and (b) with hyperfine coupling, and the nuclear spin statistics in

polyatomic molecule.

2.7.1 Hyperfine Structure in Hund’s Case (a)

In Hund’s case (a), there are two main possibilities of the coupling. One of them is due to

the coupling between the electron spin and orbital moments, Ja = S + L, and the nuclear

spin, I. This scheme is known as case (aα) and gives rise to the hyperfine Hamiltonian

H
(a)
hf = ahf (Ja · I). Here, ahf is the hyperfine coupling constant. The energy levels are then

split according to the total F quantum number, where F = J + I = Ja + R + I . If we

consider such coupling relative to the axis z on which Ω is quantized, the basis can therefore

be expressed in the form |η,Λ⟩|S,Σ,Λ,Ω⟩|Ω, Iz,Ω′⟩|Ω′, R, F ⟩. This case is also known as

case (aα). In general, as spin-spin interaction is interaction between the magnetic moments

of the nuclei and electrons, it is very rare to see such a coupling scheme. The other coupling

scheme, which is the most common situation and conventionally denoted as case (aβ), is the

direct coupling between I and J , i.e., H
(a)
hf = ahf (J · I). Such coupling leads to the total

angular momentum F and can be regarded as a straightforward extension of Hund’s case

(a).
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2.7.2 Hyperfine Structure in Hund’s Case (b)

In Hund’s case (b), the electron spin and electron orbital angular momentum are strongly

coupled, and both are weakly coupled to the internuclear axis. There are also two sub-cases

in this case. The first one is, when the hyperfine interaction is typically between the total

rotational angular momentum, N , and the nuclear spin, I, the hyperfine Hamiltonian in

this case can be expressed as H
(b)
hf = bhf (N ·I). Here, bhf is the hyperfine coupling constant.

This sub-case is known as case (bβN). As in Case (a), the energy levels are split according

to the total F quantum number, where F = N + I + L, and the corresponding basis kets

take the form |η,Λ;N,Λ, I, F1;F1, S, F ⟩.

In the second sub-case (conventionally labelled as case (bβS)), S and I are coupled to

form a resultant G, which then couples with N to form F . The corresponding basis kets

can be represented as |η,Λ;S, I,G;G,N, F ⟩. This case is the one chosen for describing the

electronic state of SiO+, which will be introduced with further details in the Chap.3.

Though these coupling schemes are very useful for understanding the hyperfine structure

of the molecules, it’s worth noting that in many molecular systems, these Hund’s cases

may be oversimplifications, and a mixture of both might be needed to accurately describe

the observed hyperfine structure. Furthermore, additional terms might be needed in the

hyperfine Hamiltonian to capture quadrapolar interactions or other effects in more complex

molecules. We will have further discussion in Chap.3.

2.7.3 Nuclear spin statistics in polyatomic molecules

For symmetric molecules comprising of identical bosonic nuclei, the permutations lead to

symmetric wave functions, which is consistent with the inherent nature of bosons. However,

when a symmetric molecule incorporates identical fermionic nuclei, the statistics become

more nuanced. The Pauli exclusion principle still holds, and the combined symmetry of the

molecular wave function – encompassing rotational, vibrational, electronic, and nuclear spin

components – dictates the accessible quantum states. Only certain rotational and vibrational
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states will align with the antisymmetric requirements of fermions. The total molecular

wavefunction, the product of the electronic, ro-vibrational and nuclear spin wavefunctions,

must therefore be either symmetric or antisymmetric with respect to the interchange of the

coordinates of the two identical nuclei for bosons or fermions, respectively. As the calculation

of the statistical weights varies from one point group symmetry to another as well as from one

nuclei species to another, we will discuss the calculation details when necessary, for example

in Chap.5. The calculation of the statistical weights for some molecular point groups can be

found in Ref. [55, 56].

2.8 Beyond the Born-Oppenheimer approximation: the Jahn-Teller

effect

The interaction between electronic configurations and molecular structures lies at the heart

of molecular physics, while it is beyond the BO approximation, the center of our discussions

in the previous few sections. Moreover, as there are degeneracies in both the electronic states

and molecular structures, these degenerate levels may repel one another. Such phenomenon is

called the Jahn-Teller effect (JTE)[28, 57, 58]. JTE is a phenomenon that demonstrates how

certain molecular systems, when faced with electronic state degeneracy, undergo geometric

modifications to achieve stability. This intrinsic drive towards stabilization leads to unique

manifestations in various molecular scenarios which can not be well explained under BO

condition.

One example is copper(II) complexes [59], in which the central copper ion exhibits a d9

electronic configuration. The degenerate eg orbitals can be stabilized by elongating along

one axis and compressing along the other, leading to a characteristic tetragonal distortion.

This effect can be observed in many copper(II) complexes, such as [Cu(H2O)6]
2+ in aqueous

solutions [60]. The Jahn-Teller distortion in these complexes leads to two longer and four

shorter Cu-O bond lengths.

Contrastingly, the pseudo Jahn-Teller (pJT) effect strays from traditional Jahn-Teller
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dynamics. Instead of inducing geometric alterations, it achieves stability by reallocating

electrons among non-degenerate molecular orbitals. An example for illustration is benzene

cation C6H
+
6 , where the D6h symmetric cation undergoes distortion to a D6 geometry due

to electronic redistributions[61]. Molecule CaOCH3 is also observed to have pJT coupling

in between the vibrational ground and bending modes of the Ã2Π state, which are both

doubly-degenerate[62].

The Renner-Teller effect embodies the complex interaction between electronic states and

vibrational motions in linear molecules. The doubly-degenerate electronic levels in the linear

molecule such as Π and ∆ states are split into to two sub-levels by the Renner-Teller effect,

and the ro-vibrational levels are therefore affected by some Coriolis terms. This intertwined

relationship results in merged vibrational and electronic wavefunctions, causing notable shifts

in vibrational energy levels and consequent alterations in spectroscopic characteristics. CO2

in its excited states, for example, demonstrate the Renner-Teller effect[63]. The Ã2Π state

of CaOH is another example where the Renner-Teller effect causes a mixing of vibrational

and electronic states, affecting its spectroscopic properties[64, 65].

2.9 Dipole transition

To understand the molecular structure introduced in the previous few sections, it is critical

to figure out the initial and final states of the transitions from the spectra. Following the

convention in atomic spectroscopy, these transitions are generally described by specifying

the quantum numbers of the upper and lower states, though the complexity in molecular

structure such as broken symmetry in the asymmetric top molecules can make these quanti-

zation properties be merely nominal. Besides, in molecular spectroscopy study, not only the

quantum properties of the initial and final states but also a number of other factors can af-

fect the line intensity. These factors include transition moment, radiative lifetime, transition

probabilities, degeneracy and population of the initial states, and so on. Though multiple

factors has to be involved, for a straight-forward understanding of the molecule, this section

will only focus on the vibrational and rotational transitions between ground and excited
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molecular states. We will leave the discussion of other factors affecting the line intensity

measured in experiment according to the needs of the projects in the following few chapters.

2.9.1 Vibrational transition, Franck-Condon Factor and vibrational branching

ratio

The amplitude of the vibrational transition between ground and excited electronic states of

a molecule can be described by

Ae,ν′;g,ν′′ = ⟨e, ν ′|E · µ|g, ν ′′⟩, (2.38)

where dipole transition moment is denoted as µ. The transition probability is proportional

to |Ae,ν′;g,ν′′ |2. For the lowest order of approximation, if we assume that the dipole moment

does not changed as the vibrational states, the transition probability is then proportional

to the square of the overlapping of the vibrational function, i.e., the Franck-Condon Factor

(FCF):

qe,ν′;g,ν′′ = |⟨e, ν ′|g, ν ′′⟩|2. (2.39)

The FCFs determine the relative intensities of vibrational lines within one electronic transi-

tion and can be computed explicitly in the harmonic approximation. On the other hand, in

experiment, the concept of vibrational branching ratios(VBRs), defined as

be,ν′;g,ν′′ =
qe,ν′;g,ν′′ω

3
e,ν′;g,ν′′∑

ν′′ qe,ν′;g,ν′′ω
3
e,ν′;g,ν′′

=
Ie,ν′;g,ν′′∑
ν′′ Ie,ν′;g,ν′′

, (2.40)

is more frequently used (the ω3 is due to the frequency dependence of the transition dipole)

because the VBR of line |e, ν ′⟩ → |g, ν ′′⟩ can be directly measured by calculating the intensity

ratio of the line versus the sum of all observed lines.
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2.9.2 Dipole transition with rotation

Unlike atomic cases, molecule has rotational degree freedom and thus the dipole transition

in molecule can happen with initial and final rotational states being different. The dipole

transition amplitude, with dipole transition moment denoted as µ, between the initial and

final electronic states of a rotor can be described by AiJiΩiMi,fJfΩfMf
= ⟨f, Jf ,ΩfMf |E ·

µ|i, Ji,Ωi,Mi⟩, where E = E0ϵ̂z is the electric field in z axis of space-fixed coordinate, Js is

the angular momentum, Ωs and Ms are the projection quantum numbers in molecule- and

space-fixed coordinates, respectively. To unravel the rotational transition from the electronic

transition amplitude, it is convenient to express the transition in terms of spherical tensors,

i.e., E · µ = −E0T
1
p=0(µ). Then we have

AiJiΩiMi,fJfΩfMf
= −E0⟨f, Jf ,ΩfMf |T 1

p=0(µ)|i, Ji,Ωi,Mi⟩. (2.41)

As the permanent electric dipole moment lies along the axes in the molecule-fixed coordi-

nates, we have to rotate the space-fixed component T 1
p=0(µ) to the molecular axis system

(denoted with subscript q), i.e.,

T 1
p=0(µ) =

∑
q

D(1)
pq (ω)∗T 1

q (µ) =
∑
q

D
(1)
0q (ω)∗T 1

q (µ). (2.42)

Here D
(1)
pq (ω)∗ is the pq component of the rank-1 rotation matrix D(1) with ω denoting the

angles of the rotation. With the coordinate conversion, the matrix elements in Eq.(2.41) can

be written as

⟨f, Jf ,ΩfMf |T 1
p=0(µ)|i, Ji,Ωi,Mi⟩

=
1∑

q=−1

⟨f, Jf ,ΩfMf |D(1)
0q (ω)∗T 1

q (µ)|i, Ji,Ωi,Mi⟩

=
1∑

q=−1

⟨f |T 1
q (µ)|i⟩⟨Jf ,Ωf ,Mf |D(1)

0q (ω)∗|Ji,Ωi,Mi⟩.

(2.43)
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Here, we can see that the transition matrix element contain two parts: ⟨f |T 1
q (µ)|i⟩ is cor-

responding to the electric dipole transition amplitude and independent from the rotational

transition, while the second part ⟨Jf ,Ωf ,Mf |D(1)
0q (ω)∗|Ji,Ωi,Mi⟩ is the pure rotational tran-

sition. The rotational transition matrix element can be calculated as follows:

⟨Jf ,Ωf ,Mf |D(1)
0q (ω)∗|Ji,Ωi,Mi⟩

=(−1)Jf−Mf+Ji−Mi

√
(2Jf + 1)(2Ji + 1)

 Jf 1 Ji

−Mf 0 Mi

 Jf 1 Ji

−Ωf q Ωi

 .
(2.44)

This expression gives the selection rules immediately: the 3-j symbols are non-zero if Jf =

Ji, Ji ± 1 and ∆Ω = Ωf − Ωi = q. This also indicates that the change of the rotational

projection quantum number during the transition is subjected to the orientation of the

electric transition dipole moment of the molecule.

2.10 Optical cycling

In this section, we will focus on the optical cycling in molecules, including the closures

in electronic, vibrational and rotational transitions. There are a few ways for effective

optical cycling in molecules, such as reducing off-diagonal branching ratios or adding more

repumping lasers. The off-diagonal branching ratios can be suppressed by substituting with

different functional groups on the molecule[33], and additional repumpers can drive any

molecules that have decayed into non-resonant states back into the cycling transition, thereby

maintaining the cycling process.

Applications of optical cycling in molecules are vast. For example, by exploiting the

momentum transfer during photon absorption and emission, optical cycling can be utilized

to cool molecules to ultra-cold temperatures[14, 66, 67]. It also allows for the enhancement

of molecular fluorescence signals, enabling precision spectroscopic measurements such as

searching for CP violation in molecule[68] and electron electric dipole moment (eEDM)

measurement[69, 70].
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In general, it is not realistic to have a perfect cycling closure in molecule, and the pop-

ulation on dark states (the loss of population) grows as the molecules are being pumped to

the excited state over and over again. Therefore, cycling in molecules is usually considered

as “quasi-cycling”. Here we will discuss these closures and the strategies of how to minimize

the loss in the cycling.

2.10.1 Electronic closure

Molecules have multiple electronic levels on which optical cycling transitions can be ad-

dressed. However, the selection rules for electronic transitions may be devoid if the molecule

has low or no symmetry, which can be an issue for laser cooling.

Here we may start with the discussion of how the selection rules of electronic transitions

vary due to the symmetry. For simplicity, the nuclear spin I is ignored and only dipole

transitions are considered here. Due to the spherical symmetry of the atoms, their electronic

wavefunctions also follow the spherical symmetry, and the electric spin S, orbital angular

momentum L and total angular momentum J = L + S are good quantum numbers. The

selection rules for atoms are then given by:

• ∆J = 0 or ± 1; ∆J = 0 is forbidden when J = 0;

• ∆MJ = 0 or ± 1; ∆MJ = 0 is forbidden when ∆J = 0.

For molecules, as the electronic wavefunctions follow the molecular symmetry, the transition

rules are subject to the symmetry of initial and final states. C2v and Cs molecules, for

example, do not have specific electronic transition rule regarding to the symmetry of the

electronic states, and only have some general rotational transition rules such as ∆J = 0 or

±1.

Without the selection rules, the number of potential decay paths from a given excited

state increases similarly as the number of the levels below it. As a result, if molecular struc-

ture has lower symmetry, the cycling with higher excitation levels can lead to some further

issues. For example, these levels can decay to the ground state via multiple transitions, while
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the undesired rotational transition accompanied with the additional electronic decays can

affect the rotational cycling efficiency. Consequently, here we mainly consider the lowest few

excited levels for optical cycling to avoid the undesired decays.

2.10.2 Vibrational closure

Given that the number of the vibrational modes grows as the number of the nuclei in molecule

increases, it is not realistic to repump all the population in the vibrational dark states of

the electronic ground state in large molecule. Therefore, to cool the molecules as efficient

as possible, it is reasonable to address the repumping transitions on the ones with the most

off-diagonal vibrational branching ratios.

Here we denote p as the sum of the branching ratios of the vibrational levels being

addressed. The probability of decaying to dark states is 1 − p, and the average number of

photons scattered by molecules in the absorption-emission cycles is n̄ = 1+p+p2+· · · = 1
1−p

.

In general, the laser cooling requires n̄ ≈ 102−105, hence 1−p ≈ 10−2−10−5. This indicates

that the efficiency of vibrational repumping is depending on the vibrational branch ratios as

well as the number of the repumpers is used.

2.10.3 Rotational closure

To cool molecule without loss in rotational cycling, each vibrational repumping transition is

resonant to the corresponding rotational cooling transition |g, v′′, N ′′ = 1⟩ → |e, v′ = 0, N ′ =

0⟩. For different molecules and transitions, the choice of the substates for the rotational

cycling varies.

Diatomic molecules, for example, have P, Q, and R branches in the rotational spectra,

which are corresponding to the transition of ∆N = N ′ − N ′′ = −1, 0 and 1, respectively.

The rotational cycling transition of diatomic molecule is denoted as P1 transition, where the

subscript indicate the N ′′ value. However, for some special cases such as Σ← Σ transition,

the Q branch is missing due to the selection rule about parity.
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Contrastingly, in asymmetric top molecules, rotational levels of N ̸= 0 states are generally

not degenerate. The rotational states in asymmetric top molecule are denoted with NKaKc ,

where Ka and Kc are the projection quantum number of the rotational angular momentum

N onto the principle axis in prolate and oblate rotor approximation, respectively.

The rotational transition of asymmetric top molecule is relative to the symmetry of the

initial and final electronic states. The corresponding selection rules in the dipole approxi-

mation are listed in the following table[13]:

∆Ka ∆Kc Additional rules
a-type 0 ±1 ∆N ̸= 0 if K ′

a = K ′′
a = 0

b-type ±1 ±1
c-type ±1 0 ∆N ̸= 0 if K ′

c = K ′′
c = 0

Table 2.2: Selection rules of rotational transitions of the asymmetric top molecule

Here the type of the transition is subject to the orientation of the transition dipole

moment. An example for illustration is SrOPh, which is an asymmetric top molecule with

ground state X̃2A1 and the lowest excited state Ã2B2. Because the transition dipole moment

is lying along the axis in the molecular plane and perpendicular to the Sr-O bonding (denoted

as axis b in the Chap.5), only b-type transitions are allowed. As a result, the rotational

cooling transition is |X̃2A1, 111⟩ ↔ |Ã2B2, 000⟩. Some further discussion on the rotation

cycling transition can be found in Chap. 5.
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CHAPTER 3

Laser spectroscopy of diatomic molecular ion 28Si16O+

and 29Si16O+

Laser cooling and trapping of atoms have been successfully and widely applied in many fields

such as quantum information science [71], atomic clocks[5, 72], and probes of fundamental

physics. Molecules, possessing richer internal structures than the atoms, have great potential

to be laser cooled as well [73, 74] and thus can provide new capabilities in a wide range of

fields, including new platforms for quantum simulation and computation [26, 75], tests of

fundamental physics [24, 76], and ultracold chemistry and collisions [77, 78].

In 2004, Di Rosa [79] proposed that for direct laser cooling of a molecule, it is essential

for the molecule to possess diagonal Franck-Condon factors (FCFs). Molecules with these

properties suppress spontaneous decays involving vibrational transitions. This characteristic

facilitates closed optical cycling, allowing for the repeated and spontaneous scattering of

many photons post-optical excitation. Adhering to these criteria, several molecules, including

SrF[14], CaF[80, 81], YbF[22], YO[82], SrOH[17], CaOH[83], YbOH[24], and CaOCH3[18],

have been demonstrated to be amenable to laser cooling.

Several molecular ions, including SiO+ [84, 85], BH+ [86, 87], AlH+ [88], and AlCl+

[89], have also gained interest for their potential in laser cooling. In addition to these,

computational studies have identified BO+, PN+, and YF+ as potential candidates due to

their highly diagonal FCFs [90]. Currently, 28Si16O+ is found to be a particularly promising

candidate, with research spearheaded by the Odom group [86]. The diagonal branching ratios

of the B2Σ+ → X2Σ+ transition were determined via dispersed laser-induced fluorescence

(LIF) of a supersonic 28Si16O+ beam, resulting in a value of 0.970+0.007
−0.025[91]. Additionally,
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rotational cooling of 28Si16O+ has been achieved through techniques such as driving the

P-branch rotational transitions with a broadband laser[92] and optically pumping trapped

28Si16O+ to a super-rotor state.

The electronic structure and spectroscopic attributes of SiO+ have been thoroughly stud-

ied over the years. Pankhurst initially observed a SiO+ band around 3840 Å in 1940 using

a heavy-current hydrogen discharge tube with a quartz constriction [93]. However, it was

mistakenly attributed to SiO2. It wasn’t until 1943 that Woods correctly identified this band

as the B2Σ+ − X2Σ+ transition of SiO+ [94]. Ghosh et al. provided further confirmation

in 1979 when they examined the isotope shift measurements of 28Si16O+ and 28Si18O+ [95],

determining molecular constants for both isotopes. Colbourn and his team later estimated

the spectroscopic constants of three ionic states of 28Si16O+ (X2Σ+, A2Π, and B2Σ+) using

vacuum UV photoelectron spectroscopy of SiO (X1Σ+) [96]. Subsequent studies by Rosner

and colleagues examined high-resolution bands of A2Π −X2Σ+ and B2Σ+ −X2Σ+ transi-

tions of 28Si16O+ through LIF investigations of mass-selected fast ion beams [97–100]. Their

analysis, which involved fitting the accumulated data with a Hamiltonian model, yielded

highly precise rotational and fine-structure constants for all three states. Alongside these

experimental undertakings, several theoretical calculations have delved into the potential

energy curves and spectroscopic constants of SiO+ low-lying electronic states[101–109].

As we consider the prospective applications of SiO+, an immediate question arises: how

can this molecular ion be utilized in quantum information? Typically, the proposal is to

embed quantum information within the rotational degrees of freedom of polar molecules.

However, when molecular ions are maintained in an ion trap, their thermal motions can result

in rotational decoherence. This is primarily due to the Stark shift influenced by the trap’s

electric fields and other ion monopoles [110]. One could consider housing a qubit within the

ground-state Zeeman structure to mitigate Stark-induced decoherence, yet this approach

becomes complex given the necessity for magnetic field control [110, 111]. A promising

alternative is to employ an isotopologue of 28Si16O+ possessing a non-zero hyperfine structure

to craft a hyperfine qubit. Conveniently, the naturally occurring isotope 29Si exhibits a
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nuclear spin of I = 1/2. This gives rise to a ground state marked by total angular momenta

of F = 0 and F = 1. This particular structure introduces a zero-field clock-state qubit in

its dual M = 0 Zeeman sublevels. In the realm of atomic ion quantum computing, this

has demonstrated appealing resistance to decoherence [112, 113]. Furthermore, it offers a

frequency-resolved qubit state (|F = 0⟩), which can be prepared and detected via frequency-

selective optical pumping.

While 29Si16O+ will share the diagonal FCFs of 28Si16O+, to the best of our knowledge

there has not yet been a spectroscopic study of gas-phase 29Si16O+. In this chapter, we

focus on the measurement of the spectra of 28Si16O+ and 29Si16O+ and the quantum logic

on 29Si16O+. In Sec. 3.1, we introduce the Hamiltonian of the molecular ions, including

vibrational, rotational and hyperfine terms. The experiment part, including the production

of ions, experimental setup and procedure of measurement, is introduced in Sec. 3.2 and

3.3. The dispersed spectra and high-resolution scan data are shown in Sec. 3.4 and 3.5,

respectively, with some discussion about the spectroscopic patterns. Sec. 3.6 introduces the

lifetime measurement of the B2Σ+ state of 28Si16O+ and 29Si16O+. Sec. 3.7 estimates the

uncertainties of the measurement and curve fitting, and the discussion about the potential

of 29Si16O+ in quantum computation can be found in Sec. 3.8.

3.1 Molecular Hamiltonian

Here we start with the level structure of the SiO+ ion. The potential curves of the ground

state X2Σ+ and the two lowest excited levels A2Π and B2Σ+ are plotted in Figure. 3.1,

which is produced by the fitting the Morse potential with the calculated De and ωe values

in Ref. [85]. The crossing in the X2Σ+ and A2Π curves has some mixing effects in the ro-

vibrational states and therefore leads to significant shifts in highly rotational states (N > 40)

[100]. In this work, however, as the molecular ions are studied at T ≈ 100K instead of

room temperature in previous works[95, 100], the population in highly rotational states is

suppressed and therefore the vibrational, rotational and hyperfine Hamiltonians introduced

in Chap. 2 can fit the data well. We will introduce these Hamiltonians in the rest of this
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section.

Figure 3.1: Schematic illustration of SiO+ diabatic potential curves of the X2Σ+, A2Π and
B2Σ+ states.

3.1.1 Vibrational Hamiltonian

The energy of electronic state is conventionally denoted as Te, and the vibrational Hamilto-

nian is

Hvib/h = ωe

(
v +

1

2

)
− ωexe

(
v +

1

2

)2

, (3.1)

where ωe and ωexe are vibrational constants, and v is the vibrational quantum number. The

vibronic part of the Hamiltonian can then be rearranged as:

Hel/h+Hvib/h = T0 + [ωe − ωexe (v + 1)]v, (3.2)

where the electronic energy Te and the vibrational ground state energy are absorbed into T0.
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3.1.2 Rotational and hyperfine Hamiltonian

The rotational Hamiltonian reads

Hrot/h = BvN
2 −DvN

4 + γT 1(N ) · T 1(S), (3.3)

where N is the rotational angular momentum of the molecule about its center of mass, S is

the electron spin, Bv and Dv are molecular rotational constants of vibrational state |v⟩, and γ

is the spin-rotation coupling constant. Here all rotational constants include the contribution

from rotation-vibration coupling. The third term in Eq. (5.10) is the electron spin-rotation

interaction, represented as the scalar product of two spherical tensors, defined via T k(A) ·

T k(B) ≡
∑

p(−1)pT k
p (A)T k

−p(B). The hyperfine Hamiltonian, nonzero for 29Si16O+, is

Hhfs/h =bFT
1(I) · T 1(S) +

√
6gSµBgNµN(µ0/4π)T 2(S, I) · T 2(C), (3.4)

where T 2 indicates a spherical tensor of rank-2, T 2(C) represents a normalized spherical

harmonic, T 2(S, I) describes the dipolar coupling between spins, and the rest of symbols

have their standard meanings [31]. For simplicity, here we only summarize the expressions

of the matrix elements for 29Si16O+ in the following table. The details about the derivation

of these matrix elements can be found in Appendix.A.

G′ = 1, G′ = 1, G′ = 0, G′ = 1,
F ′ = N + 1 F ′ = N F ′ = N F ′ = N − 1

G = 1,
F = N + 1

γN
2

+ bF
4
− Nt

4N+6
0 0 0

G = 1,
F = N

0 γN
2

+ bF
4

+ t
2

γ
2

√
N(N + 1) 0

G = 0,
F = N

0 γ
2

√
N(N + 1) −3bF

4
0

G = 1,
F = N − 1

0 0 0 −γ(N+1)
2

+ bF
4
− (N+1)t

4N−2
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Figure 3.2: Schematic of the cryogenic cell showing the production of SiO+ and LIF mea-
surement setup.

3.2 Production of SiO+

In this experiment, SiO+ ions were produced by direct reaction of Si+ and O2 in a cryogenic

cell at a temperature ≈ 90 K, as schematically shown in Figure 1. Si+ ions were generated

by ablating a Si target using a pulsed Nd:YAG laser at 1064 nm, focused onto the target

with a spot size of ≈ 1 mm and a pulse energy of ≈ 5 mJ. A silicon wafer (Sigma Aldrich,

natural isotopic abundance) was used to produce 28Si+ and pressed target of 29Si metalloid

powder (Buyisotope, isotopic enrichment >99.2%) was used for 29Si+. The produced Si+

ions then reacted with ultrahigh purity O2 gas (Praxair, 99.993%), which was introduced

into the cell at a flow rate ≈ 7 standard cubic centimeter per minute (sccm) resulting in a

gas density ≈ 1015 − 1016 cm−3, to form SiO+ ions.

3.3 Measurement procedure

The 28Si16O+ ions were first probed at 368 nm and 384 nm, generated by frequency doubling

a pulsed dye laser with LDS 751 laser dye (LiopStar-E dye laser, linewidth 0.04 cm−1 at
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620 nm), to cover the (0,0) and (1,0) bands of the B2Σ+ ← X2Σ+ transition, respectively.

To avoid scattered light from the ablation plume, the dye laser illuminated the ions roughly

120 µs after the ablation pulse. A Coherent WaveMaster was used to calibrate the absolute

wavelength of the dye laser. The resulting fluorescence photons were imaged onto a photo-

multiplier tube (PMT) via a lens system and counted (Stanford Research Systems, SR430).

Both bands were scanned with a step size of 2 GHz near resonance and 4 GHz away from

resonance. Each data is the sum of 500 laser pulses at a 10 Hz repetition rate and repeated

between two and four times.

Following the dye laser survey spectroscopy, higher resolution spectroscopy was performed

on the (0,0) bands of 28Si16O+ and 29Si16O+ using a doubled, continuous wave Ti:sapphire

laser (M Squared Lasers). This laser has an effective linewidth on the order of 10 MHz and

was scanned with a step size between 50 MHz and 200 MHz. The laser frequencies were

measured and recorded using a High Finesse WS-U wavemeter. The resulting LIF photons

were counted over a 5 µs window that was delayed by 120 µs from the ablation pulse and

averaged for 300 ablation pulses. Each measurement was repeated between two and four

times.

3.4 Dispersed laser-induced spectra

While the main purpose of the pulsed dye laser experiment was to inform the subsequent

higher-resolution measurement, analysis of the recorded data provided several useful results.

Figure. 3.3 shows the LIF spectra of 28Si16O+ along with a least-squares fitting of a Voigt

profile to each rotational line, in which the Gaussian and Lorentzian contributions are es-

timated to be within the ranges of 0.5 − 0.8 GHz (mostly corresponding to the Doppler

broadening) and 3.0 − 6.0 GHz (mainly corresponding to the laser linewidth), respectively.

First, the measurements of the (0,0) and (1,0) bands in 28Si16O+ provide a straightforward

measurement of the separation of the first two vibrational states of the B2Σ+ vibrational as

ωB
e − 2ωex

B
e = 33657.29(13) GHz.
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Figure 3.3: The experimental LIF data (blue dots) obtained with a pulsed dye laser and the
Voigt fittings (red curves) of 28Si16O+ (a) (0,0) band and (b) (1,0) band of the B2Σ+ ← X2Σ+

transition.

3.5 High resolution spectra

The higher resolution scans required significantly more time, roughly half of a day per

rotational line, and resulted in two changes to the experiment. First, the cryogenic cell

temperature was raised to approximately 100 K to prevent O2 ice from forming over the

course of longer runs. And second, long-term drifts in the ion signal, presumably due to

changes in the ablation conditions, led to variations of the LIF amplitude from one rotational

line to the next, preventing extraction of the molecular rotational temperature. As a result,

in our fitting, we fix the relative strengths of the spin-rotational and hyperfine transitions

within a single rotational transition according to their respective transition moments, and

allow a single fitted amplitude for each rotational transition. In this manner, custom software

was created that diagonalizes the relevant Hamiltonians, calculates the individual transition
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Figure 3.4: High-resolution LIF spectra of B2Σ+ ← X2Σ+ (0,0) band of 28Si16O+. (a)
The overall spectrum of seventeen observed rotational lines, including nine P -branch and
eight R-branch rotational lines (b) Seventeen spectra of single rotational lines and the cor-
responding fittings. The observed rotational lines are plotted by blue dots with error bars.
The backgrounds are subtracted and the signal strengths are normalized to unity, which cor-
responds to the maximum signal strength detected in the experiment. The red curves are the
overall fittings and the green lines indicate the positions of the rotational transitions, which
are calculated by substituting the fitted molecular constants into the theoretical model. The
relative strengths of the peaks in each rotational line are calculated from the square of the
transition dipole moment between the ground and excited states.
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Figure 3.5: High-resolution LIF spectra of B2Σ+ ← X2Σ+ (0,0) band of 29Si16O+. (a)
The overall spectrum of twenty-six observed rotational lines, including fourteen P -branch
and twelve R-branch lines. (b) Twenty-six spectra of single rotational transitions and the
respective fits.
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strengths between states, convolves those transition lines with a Gaussian lineshape of full

width at half maximum (FWHM) of 840 MHz, which is consistent with the expected Doppler

broadening of ≈ 800 MHz,and fits to the data by minimizing χ2 with a gradient descent

algorithm. Once the best fit values were found, 68% confidence intervals were found for each

fitted parameter using the profiling method [114].

Parameters
28Si16O+ 29Si16O+

PDL CW Ref. CW Ref.
TB
0 779962.32(5) 779957.19(8) 779948.27(6)a 779959.78(11)

779957.30(12)b

ωB
e − 2ωex

B
e 33657.29(13) 33659.32(10)a

BX
0 21.513(4)c 21.5137(9) 21.51341(30)a 21.2435(12) 21.2447(9)f

21.555(4)d 21.5137(21)b

BB
0 21.279(4) 21.2897(9) 21.28796(30)a 21.0217(12) 21.0236(9)f

21.2901(21)b

αB
e 0.123(5) 0.174139(14)a

DX
0 3.3(7)× 10−5 3.223(9)× 10−5 a 3.2(7)× 10−5 3.2(7)× 10−5 f

3.27(6)× 10−5 b

DB
0 3.5(7)× 10−5 3.292(6)× 10−5 a 3.2(8)× 10−5 3.4(7)× 10−5 f

3.32(6)× 10−5 b

γX 0.009(18) 0.006(25)e 0.012(25) 0.009(18)f

0.12(12)b

γB 0.286(18) 0.287(24)e 0.288(25) 0.279(18)f

0.420(12)b

bXF −0.60(22) −0.797(1)g

bBF −2.49(25)
tX −0.04(30) −0.064(1)g

tB 0.04(33)
a Ref. [98, 99], from a deperturbation analysis.
b Ref. [95].
c Our fitted results from B2Σ+ ← X2Σ+(0, 0) band.
d Our fitted result from B2Σ+ ← X2Σ+(1, 0) band.
e Extracted from (0,0) band data of Ref. [98, 99].
f Predictions by scaling isotope constants of 28Si16O+ measured in the CW experiment.
g Ref. [115].

Table 3.1: 28Si16O+ and 29Si16O+ molecular constants (Unit: GHz). PDL denotes constants
extracted from the low-resolution pulsed-dye laser measurement, while CW denotes constants
extracted from the higher resolution continuous wave laser measurement. The constants in
the CW column denote our recommended values.

The resulting fits for 28Si16O+ are shown in Figure 3.4. The fits yield χ2 per degree

of freedom (DOF) of χ2/DOF = 0.96 when assuming the data is Poissonian distributed,

indicating a stable, well-behaved experiment and reasonable fit. The fits also appear to

satisfactorily reproduce the observed spectra.
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Figure 3.5 shows a high-resolution spectra of 29Si16O+. The data are fitted in the same

way as the 28Si16O+ with the addition of the relevant hyperfine Hamiltonians for each state.

If the data are assumed to be Poissionian distributed, the best fit value yields a χ2/DOF =

1.34, which for the current number of degrees of freedom (1366) must be rejected. As the

resulting fit reproduces the data reasonably well, we conclude that the data are likely super-

Poissonian, presumably due to extra fluctuations introduced by ablation of the pressed 29Si

target, and increase the standard deviation in our fits such that the χ2/DOF = 1. While

this procedure does not change the best fit values, it does increase the confidence intervals

on the reported parameters. This result means that the experimental data should have a

greater standard deviation than our estimation, in which we have assumed the measurement

follows the Poisson distribution, i.e., the standard deviation for a measured value n is
√
n.

The extracted molecular constants are shown and compared to previous results in Ta-

ble 3.1. Comparing to the molecular constants of 28Si16O+, the 29Si16O+ transition energy

TB
0 has an isotope shift of 2.59(14) GHz, which is due to the shifts in Te and the zero-point

energy. Further, the rotational constants are a few percent smaller due to the greater reduced

mass. The spin-rotation constants are indistinguishable from those of 28Si16O+ at the current

experimental resolution. In order to fit the hyperfine constants bF and t for 29Si16O+, we

first used the experiment values in Ref.[115], in which the hyperfine constants of the X2Σ+

state were measured in Neon-matrix method, as the initial values of the hyperfine constants

of X states in the fitting program, then we repeated the hyperfine constants fitting process

multiple times with different initial values assigned to the other molecular constants. This is

to ensure that the fitting can reach the global minimum of the total error, and check whether

the output is consistent and independent from the input. By using the relative transition

strength in the fitting procedure we are able to resolve the Fermi contact parameters for

both the X and B states to be −0.60(22) GHz and −2.49(25) GHz, respectively. The larger

Fermi contact interaction in the B state is consistent with the molecular orbital description

provided in Refs. [91, 105], where the B2Σ+ ← X2Σ+ transition involves electron promotion

to an orbital with a larger Si contribution. The dipolar hyperfine parameters for both states
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are merely constrained by our fit.

While there has been no previous measurement of the hyperfine structure of the 29Si16O+

B2Σ+ state to our knowledge, Knight et al. [115] reported measurements of the X2Σ+ state

hyperfine parameters in a neon matrix. These values are in agreement with our measured

values. A review of the literature to compare hyperfine parameters determined in a neon

matrix to those measured in gas phase suggests that the values are typically within a few

percent of one another [116]. Therefore, the more accurate values of Knight et al. [115]

likely provide the best estimate of the 29Si16O+ ground state hyperfine structure. If we fix

bXF and tX to the Knight et al. values [115], our estimates of the B state hyperfine parameters

become bBF = −2.72(21) GHz and tB = −0.03(32) GHz.

3.6 Lifetime of the B2Σ+ state

The recorded LIF data with pulsed dye laser excitation can also be fitted by an exponential

decay function to determine the spontaneous emission lifetime of the excited B2Σ+ state, as

shown in Figure 3.6. From this data, we observe the lifetime of B2Σ+(v = 0) of 28Si16O+ to

be 67.4(0.8) ns, which is consistent with the previously reported value of 66(2) ns [91], but in

tension with the value of 69.5(0.6) ns reported by Ref. [117]. For the first-excited vibrational

level v = 1 we observe a longer lifetime of 74.5(2.3) ns, which is in good agreement with the

previous value of 72.4 (0.5) ns [117]. The longer lifetime of the excited vibrational level is

due to a decrease in the transition dipole moment with the increased internuclear distance, as

shown in the theoretical calculations [85, 104, 106]. The same lifetime trend is also observed

in CO+, where it is due to the mixing of a low-lying electronic configuration (...4σ21π35σ12π1)

with the B2Σ+ state configuration of ...4σ11π45σ2 with increasing internuclear distance [117,

118]. Finally, the lifetime of B2Σ+(v = 0) of 29Si16O+ is determined to be 67.5(4.1) ns.
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Figure 3.6: Fluorescence decays (blue circles) and exponential fits (red traces) from (a)
28Si16O+ B2Σ+(v = 0), (b) 28Si16O+ B2Σ+(v = 1) and (c) 29Si16O+ B2Σ+(v = 0). The
lifetimes are determined to be 67.4 (0.8) ns, 74.5 (2.3) ns and 67.5 (4.1) ns, respectively.
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3.7 Error analysis

The transition energy TB
0 , vibrational term ωB

e − 2ωex
B
e and the rotational constants are

in agreement with the previous results, however, the extracted spin-rotational constants γX

and γB show some deviation from previously reported results. For γX , our result agrees with

that reported by Ghosh et al. [95]. Cameron et al. [98, 99] and the later work of the same

group [100], also reported γX = 0.34416(30) GHz and 0.41629(129) GHz, respectively. But

their values came from a deperturbation analysis that considered the perturbations in the

X2Σ+ state from the nearby A2Π state. Thus, their γX cannot be directly compared to the

one reported here. Therefore, we refitted the low-lying rotational transitions (N < 40) of

the (0,0) band reported by Cameron et al. [98] with our phenomenological model and found

γX = 0.006(25) GHz, which agrees with our reported value.

Cameron et al. [98, 99] also reported data for γB = 0.2986(27) GHz. When we refitted

their reported low-lying rotational transitions, in the same manner as we did for the X state,

we find γB = 0.287(24) GHz, which is compatible with our result. The small change with

refitting is presumably due to the lack of perturbation of the B state in their analysis. The

value reported by Ghosh et al. [95] is incompatible with our result, but those workers did not

appear to use the relative line strengths as employed here and were therefore sensitive only

to |γB − γX |. This leads to significant covariance in the two spin-rotation parameters and

they therefore stated that “the individual [spin-rotation parameters] can not be obtained

with any certainty”.

The error bars reported here are statistical standard errors. Systematic shifts, which could

include, e.g., Zeeman and Stark shifts, non-uniform Doppler shifts, and laser wavelength

calibration, are possible. An order of magnitude estimate of the systematic error can be

made by the following considerations. Given typical laboratory stray fields, Zeeman and

Stark shifts on the order of a few MHz are possible. The ablation process could lead to a

non-uniform gas flow and therefore a Doppler shift of the observed lines. Analysis of the

residual of a typical lineshape suggests that such a shift is likely < 5 MHz. Finally, the

wavemeter reported inaccuracies are ≈ 2 MHz and the laser frequency fluctuation is within
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∼ 10 MHz. From the covariance matrix resulting from the aforementioned fit, we estimate

that fluctuations of this order would likely lead to corrections to B0, D0, γ, and bF of roughly

< 50 kHz, < 0.25 kHz, < 0.5 MHz, and < 20 MHz, respectively.

3.8 Rotational cycling and quantum logic with 29SiO+

With the presented spectroscopic data, the relevant structure for using 29Si16O+ in quantum

logic operations is determined and shown in Figure 3.7. Each rotational state in the X and

B electronic states is split into two hyperfine states G = 0 and 1, and the G = 1 state is

split into three states with different total angular momentum, F , when N > 0.

The presence of F = 0 states provides convenient means for qubit state-preparation and

measurement. Namely, state preparation can be accomplished by first rotationally cooling

the molecule to the N = 0 state [92], followed by optical pumping on the weakly-allowed

|B,N = 1, G = 0, F = 1⟩ ← |X,N = 0, G = 1, F = 1⟩ transition, while applying rotational

and vibrational repumping. Because ∆G ̸= 0 transitions are weak, the |B,N = 1, G = 0, F = 1⟩

state decays to the the |↓⟩ ≡ |X,N = 0, G = 0, F = 0⟩ with 99.994% probability. In this

manner, the molecular qubit can be initialized in the |↓⟩ state with high fidelity after a single

scattering event. Defining the other state of the qubit as |↑⟩ ≡ |X,N = 0, F = 1,mF = 0⟩,

preparation of an arbitrary qubit state can be realized by driving a microwave M1 or optically

stimulated Raman transition resonant on the ≈ 800 MHz hyperfine transition frequency.

Measurement of the qubit state can be accomplished by applying a laser on resonance

with the |B,N = 1, G = 1, F = 0⟩ ← |X,N = 0, G = 1, F = 1⟩ transition, while applying

the appropriate vibrational and rotational repumping. Because spontaneous emission be-

tween two F = 0 levels is strictly forbidden by angular momentum conservation, this will

lead to scattering of photons only if the qubit is found in |↑⟩. Detecting any resulting flu-

orescence, thus allows the determination of the qubit state. Alternatively, state detection

could also be performed by using laserless electric field gradient gates and monitoring a

co-trapped atomic ion [119], or pumping the |↑⟩ state to the |B,N = 0, G = 1, F = 1⟩ state
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Figure 3.7: Low-lying structures of the B2Σ+ and X2Σ+ states of 29Si16O+. Blue arrows
show the strong ∆G = 0 electric dipole transitions. ∆G = 1 transitions are allowed,
but are significantly weaker due to the small spin-rotation interaction (relative to the hy-
perfine interaction). The qubit states are defined as |↓⟩ ≡ |X,N = 0, G = 0, F = 0⟩ and
|↑⟩ ≡ |X,N = 0, F = 1,mF = 0⟩.
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via a microwave transition |X,N = 1⟩ ↔ |X,N = 0⟩ and detecting fluorescence on the P1

transition |B,N = 0⟩ ↔ |X,N = 1⟩.

Single qubit gates can be accomplished with microwave radiation at the ≈ 800 MHz qubit

frequency or via a laser-driven Raman transition.

Two-qubit gates can be realized in a number of ways. The laser-based Raman gates

employed in atomic ion quantum computing, e.g., the Mølmer-Sørensen gate [120, 121], can

be applied to molecules without modification. While these gates are well understood, they

require near motional ground state cooling and stablization of the relative phase between two

laser frequency. A potentially less technologically demanding alternative is to use the recently

proposed electric field gradient gates (EGGs) [119], which requires only the application of

microwave gradient electric field that is near resonance with the |X,N = 1⟩ ← |X,N = 0⟩

rotational transition at ≈ 42.5 GHz.

The EGGs interaction proceeds by applying an oscillating quadrupole electric field via the

ion trap itself, which results in a position-dependent electric field that couples the internal

state of the qubit to the ion motion. This can be used to entangle two trapped 29Si16O+ ions

as follows. For two trapped 29Si16O+ ions, microwave radiation is used to transfer population

from |↑↑⟩ → |ee⟩, where |e⟩ is some excited state that also couples to |↓⟩. This excited state

is necessary since the |↑⟩ ↔ |↓⟩ transition is electric dipole forbidden. For 29Si16O+, we

choose |e⟩ to be |X,N = 1, G = 0⟩ due to its strong coupling to the |↓⟩ state. A Mølmer-

Sørensen gate can then be applied via the EGGs interaction on the |e⟩ ↔ |↓⟩ transition,

producing |ψ⟩ = 1√
2

(|ee⟩+ i|↓↓⟩). The weak coupling between the |e⟩ and |↑⟩ states can be

remedied by simply increasing the voltage applied to the rods since the Mølmer-Sørensen gate

is highly sensitive to detuning errors. Finally, microwave radiation can be used to produce

|ψ⟩ = 1√
2

(|↑↑⟩+ i|↓↓⟩). Simulations show that this sequence can reasonably yield Bell-state

fidelities ≥ 0.99 with gate times on the order of a few milliseconds. Decoherence of {↓, ↑}

qubits can be anticipated from a variety of sources, including blackbody radiation, collisions

with background gas, and Zeeman and Stark shifts. Ref. [92] observes that 28Si16O+ prepared

in the N = 0 state is lost with a time constant of tens of seconds and suggests this may be
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Figure 3.8: Calculated DC Stark shift of the X2Σ+ state of 29Si16O+ based on the spectro-
scopically determined structure parameters. The qubit is first-order insensitive to electric
and magnetic field noise, allowing long coherence times, even in an ion trap environment.

due to a combination of blackbody radiation and background gas collisions. As the qubit

states are zero-field clock states, magnetically-limited coherence times in excess of a second

are expected [112]. Finally, with the structure of 29Si16O+ determined, the Stark shift may

be calculated as shown in Figure 3.8. As expected for a Hund’s (b)βS molecule [110], the

chosen qubit states exhibit a small differential Stark shift of ≈ 6.8 × 10−7E2 [Hz/(V/m)2].

Thus, in total qubit coherence time in excess of seconds should be expected.

3.9 Summary

We have performed laser-induced fluorescence spectroscopy of the B2Σ+ ← X2Σ+ transition

in both 28Si16O+ and 29Si16O+. The ions were produced by reaction of Si+ with O2 in

a cryogenic cell at roughly 100 K. Low-resolution spectra of the (0,0) and (1,0) bands of

28Si16O+ and the (0,0) band of 29Si16O+ were obtained with a pulsed dye laser (≈ 1.2 GHz

linewidth), yielding molecular constants of both states, the lifetimes of B2Σ+(v = 0, 1)
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states of 28Si16O+, and the lifetime of the B2Σ+(v = 0) of 29Si16O+. Using a narrowband

cw Ti:sapphire laser (≈ 10 MHz linewidth), we have observed seventeen and twenty-six

high-resolution rotational lines of the (0,0) band of 28Si16O+ and 29Si16O+, respectively.

These data are used to extract more precise molecular constants for both ions, including

the determination of the Fermi contact interaction constant for both the B2Σ+ and X2Σ+

states in the gas phase. The observed spin-rotation constants show some disagreement with

two previous conflicting reports. We show this disagreement is due to a lack of experimental

resolution in one case and a differing model in the other. Finally, we outline how the

determined and fortuitous structure of 29Si16O+ can be used to perform state preparation

and measurement of a qubit and one/two-qubit gates, as well as discuss several potential

sources of decoherence.
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CHAPTER 4

Vibrational branching ratios measurement of molecules

with optical cycling centers

Optical cycling transitions in atoms allow laser cooling of the center-of-mass motion, laser

state preparation, and laser-induced fluorescence (LIF) state detection. Laser-cooled atoms

enable channel operations at the heart of many promising applications of quantum technol-

ogy, including quantum computation[122, 123], atomic clocks[5, 124], and quantum simulation[6,

125]. Optical cycling and cooling schemes have also been demonstrated in diatomic [32, 126]

and even some small polyatomic molecules [127, 128], including SrF [14], YO[15], CaF

[16, 81], YbF [22], BaF [129, 130], MgF [131], AlF [132], SrOH [17], CaOH [83], YbOH [24],

and CaOCH3 [18]. Because they possess rich internal structures and complex interactions,

molecules provide new opportunities in studies of dark matter detection [133, 134], measure-

ment of electron’s electric-dipole moment [23, 70, 135], parity violation tests [136, 137], and

changes to fundamental constants [138, 139].

The atom-like transitions supporting optical cycling and cooling in these small molecules

have inspired searches for similar transitions in complex polyatomic molecules with an M-O-

R structure [128], where M is an alkaline-earth metal atom ionically bonded to oxygen (O)

forming an optical cycling center (OCC) and R is a molecular ligand [13, 140, 141]. In these

molecules, the remaining metal-centered radical electron forms the highest-occupied molec-

ular orbital (HOMO) and the lowest-unoccupied molecular orbital (LUMO). For molecules

with R having strong electron withdrawing capability, the HOMO and LUMO are localized

on M, which typically indicates that the OCC is highly decoupled from the vibrational de-

grees of freedom. As a result, the diagonal vibrational branching ratio (VBR, which is to
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say the probability that spontaneous decay occurs on the 0-0 transition) is high, indicating

that the spontaneous emission happens without a vibrational state change. This allows such

molecules to repeatedly scatter photons before being pumped to the vibrational dark states,

enabling mechanical control and state detection of single molecules via laser illumination.

Since optical cycling in this motif is predicted to be enhanced by the electron-withdrawing

strength of the ligand, the diagonal VBR of M-O-R molecules could be tuned by functional-

izing the ligand to promote this effect [33]. In this chapter, we will introduce the experiments

about the measurement of VBRs of calcium phenoxides (CaOPh-X) and strontium phenox-

ides (SrOPh-X), where X is the substituent tuning the electron-withdrawing strength of the

ligand.

4.1 Measurement procedure

Prior to the measurements in the cryogenic buffer beam cells [37, 38], the optical transitions

of CaOPh-X and SrOPh-X molecules were identified under room temperature in a vacuum

chamber in our lab. Later, the dispersed laser induced fluorescence (DLIF) spectroscopy

measurements for CaOPh-X and SrOPh-X were taken in cryogenic environment for better

signal-to-noise ratios, with the CaOPh-X measurement completed in Doyle lab at Harvard

University [37] and the SrOPh-X measurement done in our lab [38], respectively. Therefore,

the experimental setups described in the two papers are different. On the other hand, due

to the similarities in the molecular structures being studied and the VBRs analysis methods,

the two separate experiments are put together in this chapter for better comparison and

comprehension.

Theoretical results, such as the Franck-Condon factors and the frequencies of the vibra-

tional modes, were obtained by Dr. Claire E. Dickerson from Prof. Anastasia Alexandrova’s

group. The measured results and the calculation which are not involved in this chapter can

be found in the Appendix. B.

Molecule production. The studied molecules of CaOPh-X and SrOPh-X were pro-
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Figure 4.1: Molecular structures of calcium and strontium phenoxide and derivatives involved
in this chapter.

duced by the reaction of Ca or Sr atoms with ligand precursors in a cryogenic buffer-gas cell.

Because the buffer gas species used for CaOPh-X and SrOPh-X are helium and neon, respec-

tively, the cell operating temperature is ≈ 9 K [142] for CaOPh-X and ≈ 23 K for SrOPh-X.

Five precursor molecules – phenol, m-cresol, 3-fluorophenol, 3-(trifluoromethyl)phenol and

3,4,5-trifluorophenol – were purchased commercially and used without further purification.

Gas-phase metal atoms were introduced into the buffer gas by laser ablation of a metallic

Ca or Sr target. The position of the ablation laser was continuously swept over the target

with a moving mirror to avoid ablation-induced yield drifts. A reservoir containing the lig-

and precursors was heated to a temperature between 300 K and 350 K to maintain a vapor

pressure of 3-5 Torr (melting points of precursors given in Table B.3). The resulting vapor

was flowed into the cryogenic cell via a thermally isolated, heated fill line. The reaction

products were cooled via collisions with the buffer gas, which was continuously flowed into

the cell at a rate of 10-20 standard cubic centimeters per minute (sccm), leading to a gas

density of density ≈ 1015−16 cm−3.

CaOPh-X DLIF measurement in the cryogenic cell. The resulting CaOPh-X

molecules were studied using two-dimensional (2D) spectroscopy via excitation and dispersed

fluorescence [143–146], DLIF spectroscopy, and radiative decay. A tunable, pulsed optical

parametric oscillator (OPO)(with approximate parameters 5 cm−1 linewidth, 10 ns pulse
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duration, and 1 mJ pulse energy) illuminated the molecules at a delay of ≈ 1 ms after the

ablation pulse. The OPO wavelength was continuously tunable from 500 nm to 700 nm,

and the absolute wavelength was determined by a spectrum analyzer with a measurement

accuracy of 0.5 nm. Molecular fluorescence was collected into a 0.67 m focal length Czerny-

Turner style monochromator (McPherson Model 207, numerical aperture ≈ 0.1) equipped

with a 300 lines/mm grating (500 nm blaze). The dispersed fluorescence was imaged onto a

gated, intensified charge-coupled device (Andor iStar 320T ICCD) camera cooled to −30 ◦C.

Given the system passband, a roughly 80 nm wide spectral region of the DLIF could be

recorded in a single image.

SrOPh-X DLIF measurement in the cryogenic cell. The resulting SrOPh-X

molecules have two low-lying electronic states proposed for laser cooling. To look for those

states, a tunable, pulsed dye laser (10 Hz, LiopStar-E dye laser, linewidth 0.04 cm−1 at

620 nm) were used to excite molecules in the cryogenic cell and the laser wavelength was

scanned. When the laser wavelength hit electronic resonance, the molecule was excited and

followed by the emission of molecular fluorescence. The fluorescence was then collected via

an imaging system into a model 2035 McPherson monochromator equipped with a 1200

lines/mm grating and detected by a PMT. The dispersed measurement were done by park-

ing the laser wavelength at the electronic resonance and continuously scanning the grating

of the spectrometer at an increment of 0.10 nm while monitoring the fluorescence photons.

The entrance and exit slit widths were both set at 0.20 mm, resulting in a spectrometer

resolution of ≈ 20 cm−1.

4.2 Linear relationship between pKa and excitation energy of

Phenoxide molecule

The excitation energies of the molecules are measured via For phenoxide-type molecule, we

observed that there is a linear relationship between the pKa of the molecule and the excitation

energy. The acid dissociation constant, pKa is a convenient parameter that indicates the
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Figure 4.2: Molecular orbital and schematic energy levels of SrOPh. All other molecules
have similar orbitals and energy levels.

Figure 4.3: 2D DLIF spectrum following the reaction of Ca with 3,4,5-trifluorophenol. The
orange dashed lines indicate the resonance bands of CaF while green dotted lines indicate
the bands of CaOPh-3,4,5-F and CaO-3,4-F.
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Figure 4.4: (a) Ã← X̃ and B̃ ← X̃ transition energies versus pKa for all CaOPh-X molecules
studied here. The linear fits to the experimental data yield EA = 17400− 118×pKa (cm−1)

and EB = 17561 − 121.49×pKa (cm−1).(b) Excitation energy versus pKa for Ã − X̃ and

B̃ − X̃ transition for SrOPh-X in an increasing order of ligand pKa. The linear fits of the
experimental values yield EÃ−X̃ = (16, 372−142 pKa) cm−1 and EB̃−X̃ = (16, 769−151 pKa)
cm−1.

strength of an acid R−OH, and therefore quantifies the electron-withdrawing capability of the

R−O− ligand. Lower pKa implies higher electron-withdrawing capability of the R-O− ligand,

which pulls the single electron away from the Sr atom, making it more ionic and increasing

the HOMO-LUMO gap [33]. The measured transition energies of CaOPh-X as a function of

the precursor pKa in solution in Figure 4.4(a). Similarly, as can be seen in Figure 4.4(b),

the excitation energies of SrOPh-X follow a monotonic and apparently linear trend with

pKa. Also shown are excitation energies calculated by time-dependent density functional

theory which give a similar trend but systematically undershoot the excitation energies

likely due to self-interaction error and approximate treatment of electronic correlation [147].

The calculated energy gap of Ã − B̃ (36 − 68 cm−1) is much smaller than the measured

gap (300 − 324 cm−1), similar to what was observed in CaOPh-X species but with a wider

difference between the theory and measurement [37]. The theory-experiment discrepancies

of the Ã− B̃ energy gap are likely due to the lack of spin-orbit coupling in calculations [35]

and the wider difference in SrOPh-X is due to the stronger SOC effects in Sr.
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4.3 DLIF spectroscopy measurement

Typically, the laser cooling of molecule requires the repumping of the population in the

vibrational excited state to the ν = 0 state of the low-lying electronic excited states. The

effectiveness of repumping is governed by the vibrational branching ratios (VBRs) from these

excited states. To measure the VBRs from the electronic states, we conducted Dispersed

Laser-Induced Fluorescence (DLIF) spectroscopy, as detailed in Figure 4.1. Here, a sample

of molecules is optically pumped to an excited electronic state, which then relaxes by spon-

taneously emitting photons that correspond in wavelength to the energy gap between the

excited state and various vibrational levels of the ground state. The likelihood of each emis-

sion wavelength—governed by the VBRs—reflects the probability of the molecule decaying

into each possible vibrational ground state. In the CaOPh-X DLIF experiment, the fluores-

cence is collected, wavelength-sorted through a diffraction grating, and then recorded by an

Electron-Multiplying CCD (EMCCD) camera, while in the SrOPh DLIF measurements, a

Photon-multiplier tube (PMT) is employed to capture the emissions. This process yields an

image with discrete peaks, each representing a different emission wavelength. The relative

intensity of these peaks provides a direct measure of the VBRs, which, after appropriate

calibration, can be quantitatively determined.

4.3.1 CaOPh-X DLIF measurement

CaOPh-X DLIF measurements were recorded by tuning the OPO to a selected resonance

and accumulating a large number of ICCD exposures (typically between 4000-8000 excitation

pulses). Background light due to the excitation laser was determined separately by recording

spectra with the ablation laser off and subtracted from the recorded DLIF. Representative

DLIF spectra for CaOPh-3,4,5-F are shown in Figs. 4.5(a-b), while those of all other studied

molecules are presented in Figure 4.6. All spectra are plotted in terms of the energy difference

(in cm−1) relative to the excitation energy and are normalized to the peak at the origin. Given

the low vibrational temperature, this peak mainly consists of the “diagonal” ν ′ = 0→ ν ′′ = 0
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Figure 4.5: DLIF spectra of CaOPh-3,4,5-F3 when exciting the (a) Ã← X̃ at 608.82 nm and

(b) B̃ ← X̃ at 603.70 nm. Experimental data (black) is overlaid with a Pearson distribution
fit (red). The blue vertical lines in the DLIF spectra indicate the calculated frequencies of the
vibrational modes and the height of the lines reflect their calculated relative strengths. The
green traces indicate the background due to scattered OPO laser photons. The assignments
of the resolved vibrational peaks are also given.

transition. Figure 4.5(a) shows the DLIF spectrum of CaOPh-3,4,5-F when exciting the

Ã ← X̃ transition at 608.82 nm. The peak, labeled as A00
0, represents the decay from the

excited Ã(ν ′ = 0) state to the ground X̃(ν ′′ = 0) state. The strongest vibration-changing

decay, observed at −267 cm−1 and labeled A60
1, is assigned to the Ca-O stretching mode.

This is the sixth smallest-frequency vibrational mode in the X̃ state and has a theoretically

predicted harmonic frequency of 272 cm−1(Figure 4.9(a)) Comparing to the theoretically

calculated frequencies and VBRs, two peaks at −307 cm−1and −670 cm−1can be assigned to

80
1 and 160

1, respectively, which are both symmetric stretching modes involving the benzene

ring (Figure B.2(a)). A weak decay at −1184 cm−1is attributed to the high-frequency

stretching mode 240
1 (Figure 4.9(a)) The small shoulder next to the diagonal peak is due

to decays to the lowest-frequency fundamental bending mode, 10
1. The vertical blue lines

are the theoretically calculated VBRs (see SI) normalized by the predicted value for the 0-0

decay. Interestingly, as noted by the absence of a predicted VBR for the 10
1 peak, theoretical

calculations predict this decay pathway to be negligible. The observed strength of this decay

is likely due to vibronic couplings among and anharmonicities within the low-frequency
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modes [33, 148, 149], which have not been considered in the present calculations (see SI).

The DLIF spectrum of CaOPh-345F from the B̃ state is shown in Figure 4.5(b). In

addition to the non-vibration-changing decay B00
0 and the dominant vibration-changing decay

B60
1, a relatively strong peak is observed with a shift of −139 cm−1. This redshift is not

compatible with the calculated frequencies of any vibrational modes of the molecule, though

the peak occurs at the same emission wavelength as the Ã(ν ′ = 0)→ X̃(ν ′′ = 0) transition.

The assignment of this peak as emission from Ã(ν ′ = 0) is further confirmed with the

observation of a feature, attributable to A60
1, at −407 cm−1and with the expected relative

intensity. The presence of peaks originating from the Ã state when exciting to the B̃ state has

been observed in the spectra of all other molecules measured in this work (Figure 4.6) and we

attribute it to collision-induced de-excitation from the B to A state [62, 150]. Interestingly,

we also see the opposite process of collision-induced excitation when exciting to the A state;

as seen in Figure 4.5(a), a small peak at a positive shift of 140 cm−1 can be assigned to the

B00
0 decay. This excitation process is presumably due to collisions occurring before the hot

ablation plume is fully thermalized. Lastly, a weak peak at −1172 cm−1 is attributed to the

stretching mode 240
1, while the strong peak at −584 cm−1 is assigned to CaF A2Π1/2(ν

′ =

0)→ X2Σ+(ν ′′ = 1) decay.

4.3.2 SrOPh-X DLIF measurement

For SrOPh-X, the electronic excitation is provided by a pulsed dye laser (PDL) tuned to

the 0-0 line and the spectrometer grating was scanned in time (over repeated excitation)

to select the wavelength of LIF photons sent to a photomultiplier tube (PMT). Figure 4.7

shows the representative DLIF spectra of SrOPh while those of other species are presented

in Figure 4.8. Figure 4.7a shows the spectrum of Ã 2B2 → X̃ 2A1 of SrOPh (Figure 4.4a)

at an excitation of 668.90 nm. The strongest peak at the origin, labeled as A00
0, is due to

the diagonal decay from Ã(ν ′ = 0) to X̃(ν ′′ = 0). The strong peak at −440 cm−1 is from

excited atomic Sr created during laser ablation [151]. The peak at −238 cm−1 is assigned to

the strongest off-diagonal stretching mode ν3 (theo. 241 cm−1) and the weak peak at −54
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Figure 4.6: 2D spectra and dispersed LIF spectra of all CaOPh-X species. In the 2D spectra,
the orange dashed lines mark features due to CaOH or CaF, while the green dotted lines
indicate features from CaOPh-X species. In the corresponding dispersed LIF spectra, the
experimental curves (black) are fitted with Pearson functions (red). The blue sticks illustrate
the vibrational branching ratios of different vibrational modes. The assignments of resolved
vibrational peaks are also given. The symbols * and + indicate features due to CaOH and
Ca, respectively.
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Figure 4.7: (a) and (b) Dispersed spectra of Ã → X̃ and B̃ → X̃, respectively, of SrOPh
excited by pulsed dye laser and measured by a spectrometer coupled with PMT. The experi-
mental curves (black) are fitted with the Gaussian functions (red). The positions of the blue,
vertical lines illustrate the theoretical frequencies while the intensities show the vibrational
branching ratios of different vibrational modes of SrOPh. The Sr impurity peak in (a) is
from the Sr emission of 5s5p 3Po

1 → 5s2 1S0 at 689 nm. The assignments of all resolved
vibrational peaks are indicated.

cm−1 is assigned to the low-frequency bending mode ν1 (theo. 54 cm−1). The other two

weak peaks at −100 cm−1 and −297 cm−1, which do not match the calculated frequencies of

any fundamental vibrational modes, are assigned to the overtone of the bending mode A20
2

and a combinational mode of A20
13

0
1, respectively.

Figure 4.7b shows the spectrum of B̃ 2B1 → X̃ 2A1 of SrOPh (Figure 4.4a) at 655.52

nm. Aside from the strongest diagonal peak B00
0, four peaks are observed. The strong peak

with a shift of −300 cm−1 is due to a diagonal decay A00
0 from the Ã state. The origin

of the appearance of A00
0 when exciting the B̃ ← X̃ is unknown, but could be due to the

collisional relaxation from B̃ to Ã followed by fluorescence decay to the ground state X̃

[37, 62, 152]. The identification of this feature as originating from the Ã state is further

confirmed by the observation of the decay to the stretching mode ν3 at −534 cm−1 from Ã.

The other two weak peaks, −238 cm−1 and −55 cm−1, are due to the vibrational decay to

the stretching mode ν3 and bending mode ν1, respectively. The full width at half maximum

of all peaks is ≈ 22 cm−1 mainly due to the spectrometer resolution of approximately 20

cm−1. Another measurement using a narrow-band continuous-wave (cw) laser to excite the

B̃ ← X̃ of SrOPh and an electron-multiplying charge-coupled device (EMCCD) camera to
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Figure 4.8: Dispersed fluorescence spectra of all SrOPh-X species. The experimental curves
(black) are fitted with the Gaussian functions (red). The blue sticks illustrate the vibrational
branching ratios of different vibrational modes. The assignments of resolved vibrational
peaks are also given.

capture the fluorescence photons dispersed by the spectrometer. This technique obtained a

better spectral resolution (≈ 5 cm−1), allowing the resolution the combinational vibrational

mode of B20
13

0
1 (Figure B.1), which is overlapped with the diagonal decay A00

0 from the Ã

state and not observed in Figure 4.7b.

4.4 VBRs data analysis

The promising potential for optical cycling of both Ã → X̃ and B̃ → X̃ transitions is

evidenced by the comparative heights of the A00
0 and B00

0 peaks in Figs. 4.5, 4.6, 4.7, and
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4.8. To accurately determine the VBRs for these molecules, we employ a maximum likelihood

method to fit the peak profiles, subsequently extracting the area under each decay curve. For

the CaOPh-X spectra, a Pearson distribution fitting is utilized to account for the observed

slight skewness in the line shapes, the specifics of which are detailed in Appendix B. In

contrast, the peaks in the SrOPh-X spectra are characterized using Gaussian fits with the

parameters of peak location, height and width.

To compare with the theory, the calculated FCFs were converted to the VBRs using the

formula [13, 37]:

biν′,fν′′ =
Aiν′,fν′′∑
fν′′ Aiν′,fν′′

=
|µiν′,fν′′|2 × (νiν′,fν′′)

3∑
fν′′ |µiν′,fν′′ |2 × (νiν′,fν′′)3

≈
FCFiν′,fν′′ × ν3iν′,fν′′∑
fν′′ FCFiν′,fν′′ × ν3iν′,fν′′

(4.1)

The VBRs for Ã → X̃ and B̃ → X̃ transitions of the CaOPh-X are shown in Figure

4.9, and the relation of diagonal VBR and the pKa of the ligand molecule is plotted in

Figure 4.10. Remarkably, across all six ligands and a considerable range of pKa, the VBRs

are relatively unchanged and always ≳ 90 %, indicating that the OCC function can indeed

be made orthogonal to the ligand molecule. The theoretical calculations in Figure 4.10

show an increase in VBR for stronger acids, as was previously predicted [33]. This trend is

consistent with the experimental data, and is understood as the localization of the electronic

wavefunction on the Ca atom with a more ionic Ca−O bond, leading to further isolation of

the electronic and vibrational degrees of freedom [33]. This suggests that while an OCC can

be successfully attached to a wide range of molecules, performance may still be optimized

by choosing ligands with strong electron withdrawing character.

Figure 4.11 displays the VBRs of the SrOPh-X molecules. For the ith peak in each

spectrum, the peak area (Mi) is extracted and the error of the area (δMi) is estimated from

the covariance matrix of the fitting parameters. The intensity ratios of each peak, as shown
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Figure 4.9: (a) Schematic illustrations of the resolved fundamental normal vibrational modes
of CaOPh-3,4,5-F. The arrows indicate the direction of vibrational displacements. The
corresponding theoretical frequencies are also given. Intensity ratio of observed decays,
relative to total observed decays, for (b) Ã→ X̃ and (c) B̃ → X̃ transitions for all molecules
and modes studied in this work arranged in order of increasing pKa. . Experimental values
are denoted with circles while calculated values are depicted as bars for clarity. Error bars
are statistical standard errors. The vibrational mode denoted as νI indicates the decay to
the final vibrational state of I01 . ν0 implies the decay to the ground vibrational level of X̃.

The Ã → X̃ decay of CaOPh-mCH3 and B̃ → X̃ decay of CaOPh-34F are omitted due to
coincidences with CaOH and CaF decays, respectively.
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Figure 4.10: Scaled VBR for diagonal decay as a function of pKa. Error bars on experimental
points include the combined uncertainties from statistical and unobserved peaks. The large
error bar for B̃ → X̃ decay of CaOPh-mCF3 is due to a partial spectral overlap with CaF.

VBRs measurement error source Percentage
Contributions from unobserved peaks 1.1%− 3.2%

Signal fluctuation 1.0%
Instrument wavelength response 1.0%

Diagonal excitation 0.5%
Total error 1.9%− 3.5%

Table 4.1: Systematic error budget for the vibrational branching ratio measurements.

in Figure 4.11a, is obtained from the ratio of Mi and the total area of all the observed peaks,∑p
i=0Mi. The statistical error of each intensity ratio is then calculated from the relative

uncertainties δMi/Mi. Besides the statistical fitting errors, several sources of systematic

error in the DLIF measurement are evaluated in Appendix B and listed in Table 4.1.
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Figure 4.11: (a) Intensity ratio of observed decays for Ã → X̃ and B̃ → X̃ transitions.
Error bars are statistical errors from Gaussian fits. The vibrational label νi indicates the
final vibrational modes of the X̃ state. ν0 implies the decay that doesn’t change the vibra-
tional state. (b) Scaled 00

0 VBRs as a function of pKaof all species. The scaling adds the
contributions of those unobserved vibrational decays predicted by the theory to the observed
intensity ratios of 00

0 in (a). Error bars include the statistical errors from Gaussian fits and
the systematic errors from the unobserved peaks.

4.5 Lifetime of excited states

The radiative lifetimes of the CaOPh-X molecules were measured by driving the 0-0 transition

and recording the DLIF spectrum at variable time delay after the excitation. In Figure 4.12,

the decay trace of each transition has been measured 2-4 times. The experimental data

points show the averaged values of all normalized measurements at the same gate delay and

the error bar of each point represents the standard deviations. The experimental points are

fitted with an exponential function to extract the lifetime and the corresponding error bars

are obtained by bootstrapping the data.

For SrOPh-X molecules, the lifetime were measured by analyzing the PMT signal counts

at different time after the excitation is driven. The temporal resolution of the PMT used in

experiment is ≈ 5ns. The experimental data points (red circles) in Figure 4.13 are obtained

from the sum of PMT signal for the 0−0 decay in the DLIF measurements and the respective

error bar represents the standard errors. For each trace, the data points are normalized to

the maximum signal counts. The radiative lifetimes τ and errors for all species are estimated
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Figure 4.12: Fluorescence decay traces used to determine radiative lifetimes for all CaOPh-X
molecules observed in this work.

from exponential fits (green curves) by bootstrapping the data.

4.6 Conclusion

We have produced calcium and strontium (I) phenoxide and derivatives featuring electron-

withdrawing groups in a cryogenic cell, and measured the VBRs of the excited states of these

molecules. Two proposed laser cooling transitions (Ã− X̃ and B̃− X̃) of each molecule have

been identified and the transition energies show linear trends as the ligand pKa, which can

be used to look for transitions of new molecules containing the alkaline-earth metal atom.

The overall vibrational branching ratios are estimated to be 82.2% − 99.0%. Among them,
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Figure 4.13: Fluorescence decay traces of all the SrOPh-X transitions studied in this work.
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CaOPh-3,4,5-F3 molecules show diagonal VBRs of ≈ 99%, potentially enabling laser cooling

with fewer than five vibrational repumping lasers.

Generally, as shown in this work, the vibrational branching ratios were largely unaffected

by the choice of ligand and at a level sufficient for laser cooling and trapping as well as

quantum state preparation and measurement. This demonstration of the orthogonality of

the OCC function to the ligand function lays the ground work for functionalizing molecules

with quantum functional groups and establishes principles of chemical design that can be

used to build molecules of increasing size, complexity, and function for quantum science and

technology.

To achieve laser cooling of the molecule referred, rotational cycling transitions is the key

and therefore it is necessary to obtain rotationally-resolved spectra and identify the these

transitions. We will introduce the theory and measurement of the rotationally-resolved

spectrum of SrOPh in the next chapter.
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CHAPTER 5

High-resolution laser spectroscopy of asymmetric top

molecule, SrOPh

The technique of laser cooling molecules necessitates rotational closure to ensure the effi-

ciency of the cooling process. This requirement arises because effective cooling depends on

the scattering of photons by molecules without dissipating into rotational states that are

outside the cooling cycle [13]. Fortunately, the principles governing rotational transitions

are well-defined by the selection rules. As a result, it is usually sufficient to employ just a

single repumping laser to address the N ′′ = 1→ N ′ = 0 transition. This strategy facilitates

the efficient recycling of molecular states back into the cooling cycle, thereby enhancing the

overall cooling efficiency.

To accurately identify the appropriate rotational closure transitions within a molecule,

a typical method is to obtain its high-resolution rotational spectroscopy, where different ro-

tational lines or even the rotational band structures can be well resolved. By fitting the

observed spectral lines to the rotational model described in Chapter 2, one can identify

the necessary transitions for effective laser cooling. In our research, we conduct high-

resolution excitation spectroscopy on the SrOPh molecule, specifically investigating the

B̃(v′ = 0) − X̃(v′′ = 0) transition. The collected spectra were analyzed with multiple

data-fitting techniques and algorithms to identify the necessary rotational transitions for

cooling and to understand the molecular structure of SrOPh.
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5.1 Experimental setup

The SrOPh molecules formed in the cryogenic cell were extracted out via a 9 mm cell aperture

and entrained into a neon buffer gas beam. The excitation zone is ≈ 23 cm downstream

the cell aperture. A cw laser from an ECDL was scanned with an increment of 25 − 50

MHz near the B̃(v′ = 0)− X̃(v′′ = 0) transition of SrOPh determined by the low-resolution

PDL measurement. The fluorescence were collected by a PMT placed in the perpendicular

direction. Due to the cooling effect in the expansion, SrOPh molecules in the beam are

colder than those thermalized in the cell, at a temperature ≈ 23 K.

5.2 Rotational spectrum

The high resolution rotational spectrum is recorded in the Figure 5.1. Rotational states are

labeled as NKaKc , where N is the rotational angular momentum, a and c label the inertial

axes lying along the Sr-O bond and perpendicular to the molecular plane, respectively, Ka

and Kc are the projection of N onto the two axes in the prolate and oblate limits, respectively.

Figure 5.1a shows the expansion of the two congested bands at 15238.5 cm−1, while Figures

5.1b,c show two well-resolved rotational bands. A full rotational analysis is difficult due

to the high density of rotational lines in the middle of the spectrum (Figure 5.1a) , but

the individually resolved lines (Figures 5.1b,c) make it possible to fit the spectrum and

extract some spectroscopic constants. Using a custom program to fit the spectral contour

and pgopher[153] to refine and iterate the line assignments, we have assigned nearly 400

rotational transitions and obtained the final fitted spectrum given as the black traces in

Figure 5.1. The fitting is in agreement with the experimental measurement for the middle

broad bands and the K ′
a = 3 ← K ′′

a = 2 and K ′
a = 4 ← K ′′

a = 3 bands, as expanded

in Figures 5.1a-c. The following few sections will focus on the calculation and simulation

process of this work.
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Figure 5.1: High-resolution rotationally-resolved excitation spectrum of the B̃ ← X̃ transi-
tion of SrOPh. The upper trace (blue) shows the experimental spectrum and the lower trace
(black) is the simulated spectrum with a Gaussian linewidth of 70 MHz and a rotational
temperature Tsim = 2.5 K. Insets (a), (b) and (c) are expansions of some local features. (a)
displays detailed spectrum near 0-0 transition, while (b) and (c) show the K ′

a = 3← K ′′
a = 2

and K ′
a = 4← K ′′

a = 3 rotational bandheads, respectively. (d) shows the inferred position of
the candidate rotational cycling transition between the spin-rotation manifold of the N ′′ = 1
state and N ′ = 0 state.

5.3 Molecular Hamiltonian

Consider the transition between X̃2A1 and Ã2B2. The transition amplitude is proportional

to the following term:

⟨Ã2B2|(−e)rc|X̃2A1⟩, (5.1)

where rc is the coordinate of the electron on the axis c (the axis in the molecular plane and

vertical to the Sr - O bond), and (−e)rc is the dipole moment along the axis c. As we take

axis a (on which the Sr - O bond is lying) as our principle axis of the spherical coordinate,

we may represent the dipole moment in the form of spherical tensor:

rc = rsinθsinϕ = i

√
2π

3
r
[
Y −1
1 (θ, ϕ) + Y 1

1 (θ, ϕ)
]
. (5.2)
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We expect that the ground state X̃2A1 is similar to the |Λ = 0⟩ state of a diatomic molecule,

like the CaF X state, so we have:

|X̃2A1⟩ = |ηX⟩|Λ = 0⟩|S,Σ⟩, (5.3)

here ηX represents the radial electronic wavefunction, and other symbols follow their standard

meanings. Notice that, the Y −1
1 (θ, ϕ) and Y 1

1 (θ, ϕ) terms change the Λ value from 0 to -1

and 1, respectively, thus excited state Ã2B2 could be described by the superposition state of

Λ = 1 and Λ = −1:

|Ã2B2⟩ =
1√
2
|ηA⟩ [|Λ = 1⟩+ |Λ = −1⟩] |S,Σ⟩, (5.4)

similarly, for transition between X and B, the transition amplitude ⟨B̃2B1|(−e)rb|X̃2A1⟩ is

proportional to ⟨B̃2B1|[Y 1
1 (θ, ϕ)− Y −1

1 (θ, ϕ)]|X̃2A1⟩, thus

|B̃2B1⟩ =
1√
2
|ηB⟩ [|Λ = 1⟩ − |Λ = −1⟩] |S,Σ⟩. (5.5)

For simplicity, we define following notations:

|Λx⟩ =
1√
2

[|Λ = 1⟩+ |Λ = −1⟩], (5.6)

|Λy⟩ =
1√
2

[|Λ = 1⟩ − |Λ = −1⟩]. (5.7)

5.3.1 Rotational Hamiltonian

Here we follow the notation used in Ref. [13], with N,L to be the rotational and orbital

angular momentum, respectively, and the subscripts denote the projection of these angular
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momenta:

HRot =Ba(Na − La)
2 +Bb(Nb − Lb)

2 +Bc(Nc − Lc)
2

=BaR
2
a +BbN

2
b +BcN

2
c − 2(BbNbLb +BcNcLc)

=BaK
2 +BbN

2
b +BcN

2
c +H ′.

(5.8)

For SrOPh, Ba ≈ 0.192cm−1, Bc ≈ 0.0157cm−1, and Bb ≈ 0.0145cm−1. The perturbation

terms H ′ = −2(BbNbLb + BcNcLc) do not have first order contribution to the effective

Hamiltonian: by replacing Nb, Nc, Lb and Lc with the creation and annihilation operators

N± = Nb ± iNc and L± = Lb ± iLc, we have

H ′ = −1

2
(Bb +Bc)(N+L+ +N−L−)− 1

2
(Bb −Bc)(N+L− +N−L+), (5.9)

we can see that |Λ = 0⟩, |Λx⟩ and |Λy⟩ are not the eigen states of H ′, and H ′ mixes different

electronic states. Due to the huge energy difference between X and A (or B) states, we can

ignore the mixing between these X and A (or B) states, which is corresponding to the last

two terms in Eq.(5.9).Therefore, we can rewrite the rotational Hamiltonian as follows:

HRot =

[
1

2
(Bb +Bc)(N

2 −N2
a ) +BaK

2

]
+

1

4
(Bb −Bc)(N

2
+ +N2

−)

=

[
1

2
(Bb +Bc)(N

2 −K2 − Λ2) +BaK
2

]
− (Bb +Bc)KΛ +

1

4
(Bb −Bc)(N

2
+ +N2

−),

(5.10)

The rotational-orbital coupling term −(Bb + Bc)KΛ may need further discussion, and we

just skip it here. The diagonal elements of the rest of the rotational Hamiltonian are (set

ℏ = 1):

⟨N,Λ, R,K|HRot|N,Λ, R,K⟩ =
1

2
(Bb +Bc)[N(N + 1)−K2 − Λ2] +BaK

2, (5.11)
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and the off diagonal elements are:

⟨N,K|HRot|N,K± 2⟩ =
Bb −Bc

4

√
(N ∓K)(N ±K + 1)(N ∓K − 1)(N ±K + 2), (5.12)

where the anomalous commutation rules of different components of N in molecule-fixed

coordinate system are applied (see Ref.[34], p.74):

[Ni, Nj] = −i
∑
k

ϵijkNk. (5.13)

For SrOPh, since |Bb − Bc| is much smaller than rotational constants Bb, Bc and Ba, we

can apply the perturbation theory to obtain the rotational eigenstates. For example, for

N − 2 > |K| > 1, the rotational eigenstate with the perturbation terms is

|φRot(N,K)⟩ ≈|N,K⟩+
∑
K′

⟨N,K ′|HRot|N,K⟩
E

(N)
K − E(N)

K′

|N,K ′⟩

=|N,K⟩+
λ

−K − 1

√
(N −K)(N +K + 1)(N −K − 1)(N +K + 2)|N,K + 2⟩

+
λ

K − 1

√
(N +K)(N −K + 1)(N +K − 1)(N −K + 2)|N,K − 2⟩,

(5.14)

where the dimensionless factor λ = (Bb−Bc)
4[4Ba−2(Bb+Bc)]

≈ −4.0× 10−4. In low N approximation,

the rotational eigenfunction |φRot(N,K)⟩ ≈ |N,K⟩.

For basis choice |R,K = Ra, L,Λ, S,Σ⟩, the rotational Hamiltonian is

HRot =BaR
2
a +BbR

2
b +BcR

2
c

=

[
1

2
(Bb +Bc)(R

2 −K2) +BaK
2

]
+

1

4
(Bb −Bc)(R

2
+ +R2

−).
(5.15)

5.3.1.1 Rotational Hamiltonian expressed in Hund’s case (a) basis

An alternative choice is using Hund’s case (a) and take N = J−S, which could be reasonable

for SrOPh since it is close to a prolate type symmetric top and the the spin-orbital coupling
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is significant. In this basis, the state representation is |J,Ω,Λ, K = Ω − Λ − Σ, S,Σ⟩, and

the rotational Hamiltonian reads

HRot =
∑

i=a,b,c

Bi(Ji − Li − Si)
2 =

∑
i=a,b,c

Bi(Ni − Li)
2

=

[
1

2
(Bb +Bc)(R

2 −R2
a) +BaR

2
a

]
+

1

4
(Bb −Bc)(R

2
+ +R2

−)

=

[
1

2
(Bb +Bc)[(J− L− S)2 − (Ja − La − Sa)

2] +Ba(Ja − La − Sa)
2

]
+

1

4
(Bb −Bc)[(J+ − L+ − S+)2 + (J− − L− − S−)2]

=
1

2
(Bb +Bc)[J(J + 1) + L2 +

3

4
− 2J · L− 2J · S + 2L · S−K2)] +BaK

2

+
1

4
(Bb −Bc)[(J+ − L+ − S+)2 + (J− − L− − S−)2],

(5.16)

here we can omit the terms with J · L, S±
2, L2, L2

±, J±L± and L±S± since they have almost

no effect within the electronic state that we are considering, and the L · S term can be

absorbed into the spin-orbital coupling Hamiltonian, so the rotational Hamiltonian could be

written as:

Hrot =
1

2
(Bb +Bc)[J(J + 1)− 2J · S−K2)] +BaK

2

+
1

4
(Bb −Bc)[J

2
+ − 2J+S+ + J2

− − 2J−S−],

=
1

2
(Bb +Bc)[J(J + 1)− 2JaΣ−K2)] +BaK

2

− 1

2
(Bb +Bc)(J+S− + J−S+) +

1

4
(Bb −Bc)[J

2
+ − 2J+S+ + J2

− − 2J−S−].

(5.17)

In this Hamiltonian, the diagonal terms are shown in the first line of the second equation

on the right-hand side, in which the JaΣ term indicates the energy splitting of N = J ± 1
2

states. The off-diagonal terms are in the last line: −1
2
(Bb + Bc)(J+S− + J−S+) mixes the

states |J,Ω ± 1,Λ, K, S,Σ ± 1⟩ and |J,Ω,Λ, K, S,Σ⟩, J2
± terms mix |J,Ω,Λ, K, S,Σ⟩ and

|J,Ω∓ 2,Ω,Λ, K ∓ 2, S,Σ⟩ states, and J±S± mixes ∆Ω = ∓1,∆Σ = ±1 states:

⟨J,Ω± 1,Λ, K, S,Σ′|J∓S±|J,Ω,Λ, K, S,Σ⟩ = δΣ′,Σ±1

√
J(J + 1)− Ω(Ω± 1), (5.18)
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⟨J,Ω,Λ, K ∓ 2, S,Σ|J2
±|J,Ω,Λ, K, S,Σ⟩ =

√
(J ∓ Ω)(J ± Ω + 1)(J ∓ Ω− 1)(J ± Ω + 2),

(5.19)

⟨J,Ω′,Λ′, K ′, S,Σ′|J±S±|J,Ω,Λ, K, S,Σ⟩ = δΛ′,ΛδΩ′,Ω∓1δΣ′,Σ±1

√
J(J + 1)− Ω(Ω∓ 1).

(5.20)

According to Ref.[27] and Ref.[154], the rotational Hamiltonian should have a few correction

terms regarding to the mixing of different Λ states:

Hrot =BaN
2
a +BbN

2
b +BcN

2
c + h1(L

2
−N

2
+ + L2

+N
2
−)

+ h2[L
2
−(NaN− +N−Na) + L2

+(NaN+ +N+Na)].
(5.21)

We can rewrite the correction by taking N = J− S:

h1(L
2
−N

2
+ + L2

+N
2
−) = h1L

2
−(J2

+ − 2J+S+) + h1L
2
+(J2

− − 2J−S−), (5.22)

and

h2[L
2
−(NaN− +N−Na) + L2

+(NaN+ +N+Na)]

=h2L
2
−(JaJ− + J−Ja − JaS− − J−Sa − SaJ− − S−Ja + SaS− + S−Sa)

+ h2L
2
+(JaJ+ + J+Ja − JaS+ − J+Sa − SaJ+ − S+Ja + SaS+ + S+Sa)

=h2L
2
−[(2Ja − 1− 2Sa)J− − 2JaS−] + h2L

2
+[(2Ja + 1− 2Sa)J+ − 2JaS+].

(5.23)

5.3.1.2 Hrot expression in Hund’s case (b) basis

According to the fitting result based on the case (a) basis, we found that the spin-orbital

coupling effect is negligible (ASO ≈ 0.1 cm−1, about three orders of magnitude smaller than

the energy gap betweeen A and B states), thus the Hund’s case (b) basis is better for state

description. The basis expression is |N,Na,Λ, S, J⟩, in which Na denotes the projection

quantum number of N with respect to the rotational principle axis a. The relation between
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case (a) and (b) basis is (adopted from Eq.(6.149) in Ref.[31])

|N,Na,Λ, S, J⟩ =
S∑

Σ=−S

(−1)J−S+Na
√

2N + 1

J S N

Ω −Σ −Na

 |J,Ω,Λ, S,Σ⟩. (5.24)

here we omit the quantum number K for simplicity, but we should keep in mind that K =

Ω−Λ−Σ = Na−Λ. Also, the sum should be taken over all possible value of Ω, though this

is not indicated in the equation. The case (b) expression allows us to denote the molecular

state with N(Ka, Kc)J , and we will update the notation in future analysis.

With the case (b) basis, the rotational Hamiltonian could be expressed as

HRot =

[
1

2
(Bb +Bc)(N

2 −N2
a ) +Ba(Na − Λ)2

]
+

1

4
(Bb −Bc)(N

2
+ +N2

−). (5.25)

5.3.2 Centrifugal distortion correction

According to the fitting result, we should consider some correction terms to fit better. Here

we considered the centrifugal distortion terms first:

HCD = −DNN
4−DNKN

2N2
a −DKN

4
a +HNN

6 +HNKN
4N2

a +HKNN
2N4

a +HKN
6
a (5.26)

In case (b) basis, the correction terms could be directly applied to the diagonal matrix

elements. In Hund’s case (a) basis, N2 could be expressed as

N2 = (J− S)2 = J2 − 2J · S +
3

4
= J2 − 2JaSa +

3

4
− J+S− − J−S+. (5.27)

For the off-diagonal matrix elements induced by the N4 operator, we may only keep the

dominating terms (J4 and J3 terms):

N4 =

[
J2 − 2JaSa +

3

4
− J+S− − J−S+

]2
≈
[
J2 − 2JaSa +

3

4

]2
− 2J2 (J+S− + J−S+) ,

(5.28)
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N6 ≈
[
J2 − 2JaSa +

3

4

]3
− 3J4 (J+S− + J−S+) (5.29)

HCD ≈−DN

[
J2 − 2JaSa +

3

4

]2
−DNKN

2
a

[
J2 − 2JaSa +

3

4

]
−DKN

4
a

+
(
2DNJ

2 +DNKN
2
a

)
(J+S− + J−S+)

+HN

[
J2 − 2JaSa +

3

4

]3
− 3HNJ

4 (J+S− + J−S+)

+HNK

[
J2 − 2JaSa +

3

4

]2
N2

a − 2HNKJ
2N2

a (J+S− + J−S+)

+HKN

[
J2 − 2JaSa +

3

4

]
N4

a −HKN (J+S− + J−S+)N4
a +HKN

6
a .

(5.30)

When orbital angular momentum exists, the rotational distortion correction is [27]

HCD =−DNN
4 −DNKN

2N2
a −DKN

4
a+

+ (h1N/2)[N2, L2
−N

2
+ + L2

+N
2
−]+ + (h1K/2)[N2

a, L
2
−N

2
+ + L2

+N
2
−]+

+ h2N/2[N2, L2
−(NaN− +N−Na) + L2

+(NaN+ +N+Na)]+

+ h2K/2[N2
a, L

2
−(NaN− +N−Na) + L2

+(NaN+ +N+Na)]+

(5.31)
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where [A,B]+ = AB +BA. Now we will investigate the matrix elements of these terms:

(h1N/2)[N2, L2
−N

2
+]+

=(h1N/2)L2
−[J2 − 2JaSa +

3

4
− J−S+ − J+S−, J

2
+ − 2J+S+]+

=(h1N/2)L2
−

[
2

(
J2 +

3

4

)
(J2

+ − 2J+S+)− 2[JaSa, J
2
+ − 2J+S+]+

−[J−S+ + J+S−, J
2
+ − 2J+S+]+

]
=(h1N/2)L2

−

[
2

(
J2 +

3

4

)
(J2

+ − 2J+S+)− 4(Ja + 1)SaJ
2
+ − 4SaJ+S+

−2(J2J+ − J2
aJ+ + J+Ja)S+ − 2J3

+S− + 2J2
+

]
=h1NL

2
−

[(
J2 +

3

4

)
(J2

+ − 2J+S+)− 2(Ja + 1)SaJ
2
+ − 2SaJ+S+

−(J2J+S+ − J2
aJ+S+ − JaJ+S+ − J+S+)− J3

+S− + J2
+

]
=h1NL

2
−

[(
J2 +

7

4
− 2JaSa − 2Sa

)
J2
+ −

(
3J2 − J2

a − Ja +
3

2

)
J+S+ − J3

+S−

]

(5.32)

similarly,

(h1N/2)[N2, L2
+N

2
−]+

=(h1N/2)L2
+[J2 − 2JaSa +

3

4
− J−S+ − J+S−, J

2
− − 2J−S−]+

=(h1N/2)L2
+

[
2

(
J2 +

3

4

)
(J2

− − 2J−S−)− 2[JaSa, J
2
− − 2J−S−]+

− [J−S+ + J+S−, J
2
− − 2J−S−]+

]
=(h1N/2)L2

+

[
2

(
J2 +

3

4

)
(J2

− − 2J−S−)− 4(Ja − 1)SaJ
2
− + 4SaJ−S−

− 2(J2 − J2
a + Ja − 1)J−S− − 2J3

−S+ + 2J2
−

]
=h1NL

2
+

[(
J2 +

3

4

)
(J2

− − 2J−S−)− 2(Ja − 1)SaJ
2
− + 2SaJ−S−

− (J2 − J2
a + Ja − 1)J−S− − J3

−S+ + J2
−

]
=h1NL

2
+

[(
J2 +

7

4
− 2JaSa + 2Sa

)
J2
− −

(
3J2 − J2

a + Ja +
3

2

)
J−S− − J3

−S+

]

(5.33)
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h1K term:

(h1K/2)[N2
a , L

2
−N

2
+ + L2

+N
2
−]+

=(h1K/2)[(Ja − Sa)
2, L2

−(J2
+ − 2J+S+) + L2

+(J2
− − 2J−S−)]+

=(h1K/2)L2
−[(Ja − Sa)

2, (J2
+ − 2J+S+)]+ + (h1K/2)L2

+[(Ja − Sa)
2, (J2

− − 2J−S−)]+

=h1KL
2
−

{[
J2
a + 2Ja +

9

4
− 2(Ja + 1)Sa

]
J2
+ −

(
2J2

a + 2Ja +
5

2

)
J+S+

}
+ h1KL

2
+

{[
J2
a − 2Ja +

9

4
− 2(Ja − 1)Sa

]
J2
− −

(
2J2

a − 2Ja +
5

2

)
J−S−

}
.

(5.34)

h2N terms:

(h2N/2)[N2, L2
−(NaN− +N−Na)]+

=(h2N/2)L2
−

[
J2 − 2JaSa +

3

4
− J−S+ − J+S−, (JaJ− + J−Ja − 2J−Sa − 2JaS−)

]
+

=(h2N/2)L2
−

{[
J2 − 2JaSa +

3

4
, (2Ja − 1− 2Sa)J−

]
+

+

[
J2 − 2JaSa +

3

4
,−2JaS−

]
+

− [J−S+ + J+S−, (2Ja − 1− 2Sa)J− − 2JaS−]+

}
=h2NL

2
−

[(
2J2 − 4JaSa +

5

2
+ 2Sa

)
(Ja − 1/2− Sa)J−

+

(
−4J2 − 3

2
+ 2J2

a

)
JaS− − 2(Ja − 1)J2

−S+

]
,

(5.35)
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and

(h2N/2)[N2, L2
+(NaN+ +N+Na)]+

=(h2N/2)L2
+

[
J2 − 2JaSa +

3

4
− J−S+ − J+S−, (JaJ+ + J+Ja − 2J+Sa − 2JaS+)

]
+

=(h2NL
2
+)

[
(Ja + 1/2− Sa)

(
2J2 +

3

2
− 4JaSa − 2Sa

)
J+ − 2

(
J2 +

3

4

)
JaS+

− 2(Ja + 1)J2
+S− − 2JaJ+J−S+ − Ja(2Ja − 1 + 2Sa)S+ + J+S−S+ + JaJ+

]
=h2NL

2
+(Ja + 1/2− Sa)

(
2J2 +

5

2
− 4JaSa − 2Sa

)
J+

+ h2NL
2
+

(
−4J2 − 3

2
+ 2J2

a

)
JaS+ − 2h2NL

2
+(Ja + 1)J2

+S−.

(5.36)

h2K terms:

(h2K/2)[N2
a , L

2
−(NaN− +N−Na)]+

=(h2K/2)L2
−[J2

a − 2JaSa + 1/4, (JaJ− + J−Ja − 2J−Sa − 2JaS−)]+

=h2KL
2
−
[
(2Ja − 1− 2Sa)(J

2
a − Ja − 2JaSa + Sa + 3/4)J− − (2J2

a + 1/2)JaS−
]
,

(5.37)

and

(h2K/2)[N2
a , L

2
+(NaN+ +N+Na)]+

=(h2K/2)L2
+[J2

a − 2JaSa + 1/4, (JaJ+ + J+Ja − 2J+Sa − 2JaS+)]+

=h2KL
2
+

[
(2Ja + 1− 2Sa)(J

2
a + Ja − 2JaSa − Sa + 3/4)J+ − (2J2

a + 1/2)JaS+

]
.

(5.38)

5.3.3 Spin-orbital coupling

Noticed that the SrOPh molecule is very close to a prolate symmetric top molecule (Ray’s

asymmetry parameter for SrOPh is κ = 2Bb−Ba−Bc

Ba−Bc
≈ −0.988, and κ = −1 for prolate

symmetric top), and the rotational constants are about 3 to 4 orders of magnitude smaller

than the spin-orbital coupling coefficients of SrOH (≈ 263 cm−1), it is possible that |AaΛ| ≫

|BaN | in SrOPh and thus Hund’s case (a) basis is more suitable for the description of the

lowest few rotational states, which are of our interest.To handle this situation, we separate
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the L and R from the total rotational angular moment N , and N = |J ± 1
2
| denotes the

splitting of J level, as indicated in the previous subsection. In such basis, the L-S coupling

Hamiltonian reads

HLS = AaLaSa. (5.39)

Here Aa is the spin-orbital coupling factor. The other two terms AbLbSb and AcLcSc are

omitted since they are mixing X and A (or B) states and have no effect on rotational level.

With the expression, we have:

⟨B̃2B1, S,Σ
′|HLS|Ã2B2, S,Σ

′′⟩ = δΣ′′Σ′Σ′′⟨Λy|AaLa|Λx⟩ = AaδΣ′′Σ′Σ′′. (5.40)

Thus, we could write down the molecular Hamiltonian with LS coupling term, in basis of

the molecular electronic states {|Ã2B2, S,Σ⟩, |B̃2B1, S,Σ⟩}:

Hel +HSO =

 EA AaΣ

AaΣ EB

 , (5.41)

from the Hamiltonian, we can obtain the energies

E± =
EA + EB

2
± 1

2

√
(EB − EA)2 + 4A2

aΣ
2 (5.42)

as well as the new eigenstate vectors

ϕ− = [cosβ|Ã2B2⟩+ sinβ|B̃2B1⟩]|S,Σ⟩, (5.43)

ϕ+ = [−sinβ|Ã2B2⟩+ cosβ|B̃2B1⟩]|S,Σ⟩, (5.44)

where the parameter β satisfies following equations

sin2β = − 2AaΣ√
(EB − EA)2 + 4A2

aΣ
2

and cos2β =
EB − EA√

(EB − EA)2 + 4A2
aΣ

2
, (5.45)
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and β ∈
[
−π

4
, π
4

]
, and the sign of β is opposite to Σ. In Eq.(5.42), if we take Aa ≈ 263cm−1

(based on SrOH measurement) and the energy splitting between Ã and B̃ states E+ −

E− =
√

(EB − EA)2 + A2
a ≈ 390cm−1 (based on the experiment), we can find EA − EB ≈

288cm−1 (this energy difference is in the approximation of ignoring the spin-orbital coupling

effect), which is close to the spin-orbital coupling strength in magnitude. This shows that

the molecular symmetry and the spin-orbital coupling effect together decide the electronic

eigenstate vectors and energies in SrOPh. Therefore, we may re-define the two electronic

states |Ã⟩ and |B̃⟩ as Eq.(5.43) and Eq.(5.44), respectively:

|Ã⟩ =|η⟩
[
cos
(π

4
− β

)
|Λ = 1⟩+ sin

(π
4
− β

)
|Λ = −1⟩

]
|S,Σ⟩

=
∑

Λ=−1,1

cos
(π

4
− Λβ

)
|η⟩|Λ⟩|S,Σ⟩

(5.46)

|B̃⟩ =|η⟩
[
cos
(π

4
+ β

)
|Λ = 1⟩ − sin

(π
4

+ β
)
|Λ = −1⟩

]
|S,Σ⟩

=
∑

Λ=−1,1

Λcos
(π

4
+ Λβ

)
|η⟩|Λ⟩|S,Σ⟩.

(5.47)

Actually, these two electronic states are both double degenerate. For example, in A states,

ϕA,1 = |η⟩
[
cos
(π

4
− β

)
|Λ = 1⟩+ sin

(π
4
− β

)
|Λ = −1⟩

]
|S,Σ⟩ (5.48)

has the same energy as the state

ϕA,2 = |η⟩
[
cos
(π

4
+ β

)
|Λ = 1⟩+ sin

(π
4

+ β
)
|Λ = −1⟩

]
|S,−Σ⟩. (5.49)

We can introduce an operator P̂ which reflects the wavefunction across the molecular plane

σv:

P̂ |Ã,±⟩ = ±|Ã,±⟩, (5.50)
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where ± denotes the parity of the basis functions. For concreteness, we can define the

eigenstates as follows:

|Ã,±⟩ =
1√
2

cos
(π

4
− β

)
[|η,Λ = 1, S,Σ = 1/2⟩ ± |η,Λ = −1, S,Σ = −1/2⟩]

+
1√
2

sin
(π

4
− β

)
[±|η,Λ = 1, S,Σ = −1/2⟩+ |η,Λ = −1, S,Σ = 1/2⟩] ,

(5.51)

and similarly, for B state, the definition is

|B̃,±⟩ =
1√
2

cos
(π

4
+ β

)
[|η,Λ = 1, S,Σ = 1/2⟩ ± |η,Λ = −1, S,Σ = −1/2⟩]

− 1√
2

sin
(π

4
+ β

)
[±|η,Λ = 1, S,Σ = −1/2⟩+ |η,Λ = −1, S,Σ = 1/2⟩] ,

(5.52)

and X state:

|X̃,Λ = 0,±⟩ =
1√
2

[ηX ,Λ = 0, S,Σ = 1/2⟩ ± |ηX ,Λ = 0, S,Σ = −1/2⟩] . (5.53)

Note: in the simulation later then March 1, we will take β = 0 since the SO coupling is

weak, unless the value is indicated.
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5.3.3.1 Spin-orbital coupling Hamiltonian in Hund’s case (b) basis

Combine the basis transform Eq.(5.24) and the Hamiltonian Eq.(5.39), we can obtain the

matrix elements:

⟨N ′, N ′
a,Λ

′, S, J ′|HLS|N,Na,Λ, S, J⟩

=
S∑

Σ=−S

S∑
Σ′=−S

(−1)J+J ′+Na+N ′
a−1
√

(2N + 1)(2N ′ + 1)

×

 J ′ S N ′

Σ′ +N ′
a −Σ′ −N ′

a

 J S N

Σ +Na −Σ −Na


× δJJ ′δNaN ′

a
δΣΣ′δΛΛ′ASOΛΣ

=
S∑

Σ=−S

δJJ ′δNaN ′
a
δΛΛ′ASOΛΣ

√
(2N + 1)(2N ′ + 1)

×

 J S N ′

Σ +Na −Σ −Na

 J S N

Σ +Na −Σ −Na

 ,

(5.54)

and we can see that the spin-orbital coupling terms mix the N = J ± 1
2

states.

5.3.4 Spin-rotational coupling

The spin-rotational coupling Hamiltonian in C2v molecule is

HSR =ϵaaNaSa + ϵbbNbSb + ϵccNcSc

=ϵaa(Ja − Sa)Sa + ϵbb(Jb − Sb)Sb + ϵcc(Jc − Sc)Sc,
(5.55)

In case (a) basis, we can omit the S2
a,b,c terms because they do not split rotational levels and

only shift the electronic states, and then rewrite it in form of raising and lowering operators:

HSR = ϵaaJaSa +
ϵbb + ϵcc

4
(J+S− + J−S+) +

ϵbb − ϵcc
4

(J+S+ + J−S−). (5.56)
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In case (b) basis, the expression is

HSR = ϵaaNaSa +
ϵbb + ϵcc

4
(N+S− +N−S+) +

ϵbb − ϵcc
4

(N+S+ +N−S−). (5.57)

The spin-rotation Hamiltonian mntrix elements are given in Ref.[155]:

⟨N ′, N ′
a,Λ, S, J |HSR|N,Na,Λ, S, J⟩

=
2∑

k=0

√
3

2
(2k + 1)(2N + 1)(2N ′ + 1)(−1)J+S−N ′

a

N S J

S N ′ 1

∑
q

T k
q (ϵ)

 N ′ k N

−N ′
a q Na


× 1

2

(−1)k
√
N(N + 1)(2N + 1)

 1 1 k

N ′ N N

+
√
N ′(N ′ + 1)(2N ′ + 1)

 1 1 k

N N ′ N ′


 ,

(5.58)

where T k
q (ϵ) is

T k
q (ϵ) =



− 1√
3
(ϵaa + ϵbb + ϵcc), k = 0, q = 0

1
2
(ϵbb − ϵcc), k = 2, q = ±2

1√
6
(2ϵaa − ϵbb − ϵcc), k = 2, q = 0

0, other cases

(5.59)
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The diagonal matrix element is

⟨N,Na,Λ, S, J |HSR|N,Na,Λ, S, J⟩

=
∑
k=0,2

√
3

2
(2k + 1)(2N + 1)(−1)N−N ′

a+1
3
4

+N(N + 1)− J(J + 1)√
6N(N + 1)(2N + 1)

∑
q

T k
0 (ϵ)

 N k N

−Na 0 Na


× 1

2

√N(N + 1)(2N + 1)

 1 1 k

N N N

+
√
N(N + 1)(2N + 1)

 1 1 k

N N N




=
∑
k=0,2

√
2k + 1

4
(2N + 1)(−1)N−N ′

a+1
∑
q

T k
0 (ϵ)

 N k N

−Na 0 Na


×

 1 1 k

N N N


[

3

4
+N(N + 1)− J(J + 1)

]

=
∑
k=0,2

√
2k + 1

4
(2N + 1)(−1)N−N ′

a+1T k
0 (ϵ)

 N k N

−Na 0 Na


×

 1 1 k

N N N


[

3

4
+N(N + 1)− J(J + 1)

]
(5.60)

By using the following formulas

 1 1 0

N N N

 = − 1√
3(2N + 1)

(5.61)

 N 0 N

−Na 0 Na

 = (−1)N−Na
1√

2N + 1
(5.62)

 1 1 2

N N N

 =
−3 + 4N(N + 1)√

30(2N − 1)N(N + 1)(2N + 1)(2N + 3)
, (5.63)
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we have

⟨N,Na,Λ, S, J |HSR|N,Na,Λ, S, J⟩

=

−T 0
0 (ϵ)

2
√

3
+ T 2

0 (ϵ)(−1)N−N ′
a+1

√
2N + 1[4N(N + 1)− 3]

2
√

6(2N − 1)N(N + 1)(2N + 3)

 N 2 N

−Na 0 Na


×
[

3

4
+N(N + 1)− J(J + 1)

]
.

(5.64)

The off diagonal matrix elements are related to T 2
±2(ϵ), which connect states with ∆Na = ±2.

Since the energy gap between different Na states is much greater than T 2
±2(ϵ), For simplicity,

we may just ignore them (This means that the difference between ϵbb and ϵcc is not going to

be measured or fitted).

5.3.5 Centrifugal distortion correction for spin-rotation

The correction for centrifugal distortion to the spin-rotation in Hund’s case (b) is [156]:

H ′
SR =∆s

NN
4(N · S) + ∆s

KN(N · S)N2N2
a + ∆s

NK(N2NaSa +NaSaN
2)

+ ∆s
KN

3
aSa + δsKNaSa(N

2
+ +N2

−)
(5.65)

In Hund’s case (a) basis, the correction is [27]

H ′
SR =ϵ1(L

2
−N+S+ + L2

+N−S−) + ϵ2a[L
2
−(NaS− + S−Na) + L2

+(NaS+ + S+Na)]

+ ϵ2b[L
2
−(N−Sa + SaN−) + L2

+(N+Sa + SaN+)]
(5.66)
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The correction terms are only applied to the excited states since the L2
± operator connect

the Λ = ±1 states. Noticed that N± = J± − S±:

H ′
SR =ϵ1(L

2
−J+S+ + L2

+J−S−)

+ ϵ2a[L
2
−(JaS− + S−Ja − SaS− − S−Sa) + L2

+(JaS+ + S+Ja − SaS+ − S+Sa)]

+ ϵ2b[L
2
−(J−Sa + SaJ− − SaS− − S−Sa) + L2

+(J+Sa + SaJ+ − SaS+ − S+Sa)]

=ϵ1(L
2
−J+S+ + L2

+J−S−) + ϵ2a[L
2
−(JaS− + S−Ja) + L2

+(JaS+ + S+Ja)]

+ ϵ2b[L
2
−(J−Sa + SaJ−) + L2

+(J+Sa + SaJ+)]

=ϵ1(L
2
−J+S+ + L2

+J−S−) + ϵ2a[L
2
−(JaS− + S−Ja) + L2

+(JaS+ + S+Ja)]

+ ϵ2b[L
2
−(J−Sa + SaJ−) + L2

+(J+Sa + SaJ+)].

(5.67)

5.3.6 Coriolis term

The spin-orbital coupling does not affect the relative positions of the rotational lines, since

it does not split any rotational levels or change their degeneracy. However, the Coriolis term

HCor = −2ACorNaLa = −2ACor(Ja − Sa)La (5.68)

can have non-zero contribution to the rotational Hamiltonian:

⟨J,Ω,Λ, S,Σ|HCor|J,Ω,Λ, S,Σ⟩ = −2ACorΩΛ. (5.69)

In case (b) basis, the contribution is

⟨N,Na,Λ, S, J |HCor|N,Na,Λ, S, J⟩ = −2ACorNaΛ. (5.70)

90



5.4 Molecular state representation and transition

Combining the Hamiltonian we have discussed above, the molecular Hamiltonian is

H = Hel +HSO +HRot +HSR +HCor, (5.71)

where the five terms on the right hand side are corresponding to electronic, spin-orbital

coupling, rotational, spin-rotational and rotation-orbital coupling Hamiltonian. In case (a)

basis, the three lowest eigenstates of Hel + HSO, |X̃⟩, |Ã⟩ and |B̃⟩ could be described by

Eq.(5.53), Eq.(5.51) and Eq.(5.52), respectively. After combining the rotational states and

the electronic state representation and fixing the parity definition for the rotational state

|J,Ω⟩, we can obtain a set of basis for the X state which satisfies the C2v symmetry:

|ηX , J,Ω,±⟩ =
1√
2

[
|ηX , J,Ω, S,Σ = 1/2⟩ ± (−1)J−Ω+S−Σ|ηX , J,−Ω, S,Σ = −1/2⟩

]
, (5.72)

(Note: comparing to the last version, here we remove the S,Σ label on the left because we

should keep the dimensions of the vector space on the both sides to be the same (d = 4J + 2

for each J).) For A and B states, the molecular eigenbasis is a little bit complicated since

Ω is not a good quantum number for the asymmetric top molecule. However, we may still

define a set of parity eigenstates, in which Ω is a good quantum number, as follows:

|η, J,Ω, S,Σ,±⟩ =
1√
2

[
|η, J,Ω,Λ = 1, S,Σ⟩ ± (−1)J−Ω+S−Σ|η, J,−Ω,Λ = −1, S,−Σ⟩

]
(5.73)

In Hund’s case (b) basis |N,Na,Λ, S, J⟩, the electronic Hamiltonian actually has off-diagonal

terms:

Hel =
EA

2
(|Λ = +1⟩+ |Λ = −1⟩)(⟨Λ = +1|+ ⟨Λ = −1|)

+
EB

2
(|Λ = +1⟩ − |Λ = −1⟩)(⟨Λ = +1| − ⟨Λ = −1|)

=
EA + EB

2
− EB − EA

2
(|Λ = 1⟩⟨Λ = −1|+ |Λ = −1⟩⟨Λ = 1|).

(5.74)
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It is easy to check that HSR and HCor are still diagonal in this basis. The A and B eigenstates

could be described as the combination of these state vectors with the same parity, with the

coefficients determined by diagonalization of the Hamiltonian matrices. We will have some

further analysis in the following few subsections.

5.4.1 Molecular state

In this section, we will express the asymmetric top molecular state |η, J,Ka, Kc, S,Σ,±⟩ as

the superposition of several symmetric top molecular states. Ka and Kc are the projection

rotation quantum number of J in the limits of prolate and oblate symmetric tops, and

here they are only used for labeling the energy levels obtained from matrix diagonalization.

Combining the expressions of electronic and rotational states, we have:

X state:

|X̃, J,Ka, Kc, S,Σ⟩ =
∑

Σ′=±1/2

J∑
Ω=1/2

g
(X,JKaKc)
ΩΣ′ |ηX , J,Ω, S,Σ′,±⟩, (5.75)

A state:

|Ã, J,Ka, Kc, S,Σ⟩ =
∑

Σ′=±1/2

J∑
Ω=1/2

g
(A,JKaKc)
ΩΣ′ |ηA, J,Ω, S,Σ′,±⟩, (5.76)

and B state:

|B̃, J,Ka, Kc, S,Σ⟩ =
∑

Σ′=±1/2

J∑
Ω=1/2

g
(B,JKaKc)
ΩΣ′ |ηB, J,Ω, S,Σ′,±⟩. (5.77)

The meaning of these equations is to express the asymmetric top molecular state as the

superposition of several symmetric top molecular states, which allows us to handle the spec-

trum of asymmetric top molecule with the knowledge of symmetric top molecule. Generally,

we may use a unitary matrix UG to represent such basis transformation, and the matrix

elements could be determined by diagonalizing the Hamiltonian in the basis of Eq.(5.72)

and Eq.(5.73). Given that the symmetry of the rotational wavefunction could be discussed

in terms of Ka and Kc, we may assume the parity is + for even value of Ka −Kc and − for
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odd Ka −Kc.

5.4.2 Basis representation

In the first section, the Hamiltonian matrix elements are calculated in basis of |J,Ω,Λ, S,Σ⟩.

To calculate the eigenstate vectors in the basis Eq.(5.72) and Eq.(5.73), we can construct a

unitary transform U(±):

|η, J,Ω, S,Σ,±⟩ = U(±)|J,Ω,Λ, S,Σ⟩ (5.78)

with the matrix elements defined as follows:

⟨η, J ′,Ω′, S,Σ′,±|U(±)|J,Ω,Λ, S,Σ⟩ =
δJ ′J√

2
[δΩ′ΩδΣ′Σ ± (−1)J−Ω+S−Σδ−Ω′Ωδ−Σ′Σ], (5.79)

and thus U(±)HU
†
(±) represents the Hamiltonian in the new basis.

For each J in X state, Σ and Ω can be eigher positive or negative, and thus there are

two (4J + 2)× (4J + 2) matrices (one for each parity) to be diagonalized. If we neglect the

population of the rotational states with high Ω, we can reduce the dimension of the matrix

and thus reduce the unnecessary calculation of the weak lines, which is an issue in the

simulation program of current version. For example, in SrOPh, if we exclude the rotational

states with energy over 1000K, the limit for Ω value is around
√

1000kB/Ba ≈ 60. Therefore,

for each J over 60, we only need to diagonalize two 60 × 60 matrices. This idea could be

used for limiting the sizes of the states matrices involved in the fitting and accelerate the

simulation.

For A and B states, the eigenstate vectors of parity and electronic states could be deter-

mined by comparing the coefficients of Eq.(5.51), Eq.(5.52) with Eq.(5.73):

|Ã, J,Ω, S,Σ,±⟩ =cos
(π

4
− β

)
|ηA, J,Ω, S,Σ,±⟩+ sin

(π
4
− β

)
|ηA, J,Ω− 2Σ, S,−Σ,±⟩,

(5.80)
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|B̃, J,Ω, S,Σ,±⟩ = cos
(π

4
− β

)
|ηB, J,Ω, S,−Σ,±⟩ − sin

(π
4
− β

)
|ηB, J,Ω + 2Σ, S,Σ,±⟩.

(5.81)

The two equations indicate that, when spin-orbital coupling is weak (or zero), β ≈ 0 and the

electronic wavefunction follows the C2v symmetry, the rotational eigenstates are the mixing

states of different Ω, and the molecule behaves like an asymmetric top rotor; however, when

spin-orbital coupling is strong and dominates the electronic levels (β ≈ π/4), the molecule

is close to a symmetric top and the second terms on the right-hand side of both equa-

tions vanish, therefore the rotational eigenstates are just the symmetric top wavefunctions

|J,Ω, S,Σ,±⟩. These two equations describe how the C2v symmetry and the spin-orbital

coupling affect the rotational eigenstates, and β could be defined as a parameter in the

fitting which reflects the spin-orbital coupling strength in SrOPh.
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5.4.3 Transition

Now we consider the transition between two symmetric top rotational states |i, J ′,Ω′,MJ ′⟩

and |f, J ′′,Ω′′,MJ ′′⟩[31]:

Afi
J ′′Ω′′MJ′′−J ′Ω′MJ′ =

1∑
p=−1

(−1)p⟨f, J ′′,Ω′′,MJ ′′ |T 1
p (µe)T

1
−p(E)|i, J ′,Ω′,MJ ′⟩

=
1∑

p=−1

1∑
q=−1

(−1)pT 1
−p(E)⟨f, J ′′,Ω′′,MJ ′′ |D(1)

pq (ω)∗T 1
q (µe)|i, J ′,Ω′,MJ ′⟩

=
1∑

p=−1

1∑
q=−1

(−1)pT 1
−p(E)⟨f |T 1

q (µe)|i⟩⟨J ′′,Ω′′,MJ ′′ |D(1)
pq (ω)∗|J ′,Ω′,MJ ′⟩

=
1∑

p=−1

1∑
q=−1

(−1)pT 1
−p(E)⟨f |T 1

q (µe)|i⟩

× (−1)J
′′−MJ′′ ⟨J ′′,Ω′′||D(1)

·q (ω)∗||J ′,Ω′⟩

 J ′′ 1 J ′

−MJ ′′ p MJ ′

 ,

=
1∑

p=−1

1∑
q=−1

(−1)pT 1
−p(E)⟨f |T 1

q (µe)|i⟩

× (−1)MJ′′−Ω′′√
(2J ′′ + 1)(2J ′ + 1)

 J ′′ 1 J ′

−Ω′′ q Ω′

 J ′′ 1 J ′

−MJ ′′ p MJ ′


(5.82)

where MJ ′ and MJ ′′ are the projection quantum number of J ′ and J ′′ in the space-fixed

coordinates, respectively, D
(1)
pq (ω)∗ is the complex conjugate of the pq element of the 1st

rank rotation matrix D(1)(ω) (see Eq.(5.143) in Brown & Carrington). Here q labels the

molecule-fixed components of the tensors. The dipole transition operator is expressed in

form of spherical tensor in molecule-fixed coordinates, T 1
q (µe), with polarization of the field

denoted by p = 0,±1. Since we are using linear polarized beam in experiment, we can

take p = 0, and therefore the total transition probability (as well as the line intensity) is
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proportional to [153]

Sfi =
∑

MJ′′ ,MJ′

|⟨f, J ′′,Ω′′,MJ ′′|T 1
p=0(µe)|i, J ′,Ω′,MJ ′⟩|2

=

∣∣∣∣∣
1∑

q=−1

⟨f |T 1
q (µe)|i⟩⟨J ′′,Ω′′||D(1)

·q (ω)∗||J ′,Ω′⟩

∣∣∣∣∣
2 ∑
MJ′′ ,MJ′

 J ′′ 1 J ′

−MJ ′′ 0 MJ ′

2

=
1

3
(2J ′′ + 1)(2J + 1)

∣∣∣∣∣∣
1∑

q=−1

⟨f |T 1
q (µe)|i⟩

 J ′′ 1 J ′

−Ω′′ q Ω′

∣∣∣∣∣∣
2

=
1

3
(2J ′′ + 1)(2J + 1)

1∑
q=−1

|⟨f |T 1
q (µe)|i⟩|2

 J ′′ 1 J ′

−Ω′′ q Ω′

2

(5.83)

here we sum over MJ ′′ and MJ ′ to obtain the total transition probability, omit the electric

field T 1
0 (E), and use a standard property of Wigner 3-j symbols[153]

∑
MJ′′ ,MJ′

 J ′′ k J ′

−MJ ′′ p MJ ′

2

=
1

2k + 1
. (5.84)

5.4.3.1 Transition strength in Hund’s case (a) basis

For the transition between |ηX , J ′, K ′
a, K

′
c, S,Σ⟩ and |ηA, J ′′, K ′′

a , K
′′
c , S,Σ⟩, it is straightfor-

ward to substitute the equations above into the amplitude formula:

AA−X
(J ′′K′′

aK
′′
c )−(J ′K′

aK
′
c)

=⟨ηA, J ′′, K ′′
a , K

′′
c , S,Σ|T 1

p=0(µe)|ηX , J ′, K ′
a, K

′
c, S,Σ⟩

=
∑
Σ′,Σ′′

J ′∑
Ω′=1/2

J ′′∑
Ω′′=1/2

g
(A,J ′′K′′

aK
′′
c )

Ω′′Σ′′ g
(X,J ′K′

aK
′
c)

Ω′Σ′

× ⟨ηA, J ′′,Ω′′, S,Σ′′,∓|T 1
p=0(µe)|ηX , J ′,Ω′, S,Σ′,±⟩,

(5.85)
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The matrix element can be evaluated as follows:

⟨ηA, J ′′,Ω′′,MJ ′′ , S,Σ′′,∓|T 1
p=0(µe)|ηX , J ′,Ω′,MJ ′ , S,Σ′,±⟩

=
1

2

[
⟨ηA, J ′′,Ω′′,MJ ′′ ,Λ = 1, S,Σ′′|T 1

p=0(µe)|ηX , J ′,Ω′,MJ ′ , S,Σ′⟩

± (−1)J
′−Ω′+S−Σ′⟨ηA, J ′′,Ω′′,MJ ′′ ,Λ = 1, S,Σ′′|T 1

p=0(µe)|ηX , J ′,−Ω′,MJ ′ , S,−Σ′⟩

∓ (−1)J
′′−Ω′′+S−Σ′′⟨ηA, J ′′,−Ω′′,MJ ′′ ,Λ = −1, S,−Σ′′|T 1

p=0(µe)|ηX , J ′,Ω′,MJ ′ , S,Σ′⟩

+ (−1)J
′+J ′′−Ω′′−Ω′−Σ′′−Σ′⟨ηA, J ′′,−Ω′′,MJ ′′ ,Λ = −1, S,−Σ′′|T 1

p=0(µe)|ηX , J ′,−Ω′,MJ ′ , S,−Σ′⟩
]

=
1

2

1∑
q=−1

(−1)J
′′−MJ′′ ⟨ηA|T 1

q (µe)|ηX⟩

 J ′′ 1 J ′

−MJ ′′ 0 MJ ′


×
[
δΣ′′Σ′⟨J ′′,Ω′′||D(1)

·q (ω)∗||J ′,Ω′⟩ ± (−1)J
′−Ω′+S−Σ′

δΣ′′,−Σ′⟨J ′′,Ω′′||D(1)
·q (ω)∗||J ′,−Ω′⟩

∓ (−1)J
′′−Ω′′+S−Σ′′

δ−Σ′′,Σ′⟨J ′′,−Ω′′||D(1)
·q (ω)∗||J ′,Ω′⟩

+ (−1)J
′+J ′′−Ω′′−Ω′

δΣ′′Σ′⟨J ′′,−Ω′′||D(1)
·q (ω)∗||J ′,−Ω′⟩

]
(5.86)

here the reduced matrix element is

⟨J ′′,Ω′′||D(1)
·q (ω)∗||J ′,Ω′⟩ = (−1)J

′′−Ω′′√
(2J ′′ + 1)(2J ′ + 1)

 J ′′ 1 J ′

−Ω′′ q Ω′

 . (5.87)

For the SrOPh A-X transition, ⟨ηA|T 1
q=0(µe)|ηX⟩ = 0 because the transition dipole moment

is perpendicular to axis a. Therefore, the rotational transition of the symmetric top has the

selection rule ∆Ω = ±1, which is a result of the change of parity. With this condition as

well as the symmetry of the 3-j symbol, we can further simplify Eq.(5.86):

⟨ηA, J ′′,Ω′′,MJ ′′ , S,Σ′′,∓|T 1
p=0(µe)|ηX , J ′,Ω′,MJ ′ , S,Σ′,±⟩

=
∑
q=±1

(−1)Ω
′′−MJ′′δΣ′,Σ′′

√
(2J ′′ + 1)(2J ′ + 1)⟨ηA|T 1

q (µe)|ηX⟩

×

 J ′′ 1 J ′

−MJ ′′ 0 MJ ′

 J ′′ 1 J ′

−Ω′′ q Ω′

 ,

(5.88)
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where the terms indicating transition between states with opposite electronic spin are can-

celled out. Thus, the transition amplitude is

AA−X
(J ′′K′′

aK
′′
c )−(J ′K′

aK
′
c)

=
∑
q=±1

∑
Σ′,Σ′′

J ′∑
Ω′=1/2

J ′′∑
Ω′′=1/2

(−1)Ω
′′−MJ′′g

(A,J ′′K′′
aK

′′
c )

Ω′′Σ′′ g
(X,J ′K′

aK
′
c)

Ω′Σ′

× δΣ′,Σ′′

√
(2J ′′ + 1)(2J ′ + 1)⟨ηA|T 1

q (µe)|ηX⟩

 J ′′ 1 J ′

−MJ ′′ 0 MJ ′

 J ′′ 1 J ′

−Ω′′ q Ω′

 ,

(5.89)

The corresponding transition probability is proportional to the transition amplitude squared

(here we have summed over the probability for all the MJ ′ and MJ ′′ states):

SA−X
(J ′′R′′K′′

a )−(J ′R′K′
a)

=|⟨ηA, J ′′, K ′′
a , K

′′
c , S,Σ|T 1

p=0(µe)|ηX , J ′, K ′
a, K

′
c, S,Σ⟩|2

=
1

3

[ ∑
q=±1

J ′∑
Ω′=1/2

J ′′∑
Ω′′=1/2

g
(A,J ′′K′′

aK
′′
c )

Ω′′Σ′′ g
(X,J ′K′

aK
′
c)

Ω′Σ′ ⟨ηA|T 1
q (µe)|ηX⟩

× (−1)J
′′−Ω′′√

(2J ′′ + 1)(2J + 1)

 J ′′ 1 J ′

−Ω′′ q Ω′

]2.
(5.90)

Similarily, the transition probability in B-X branch is proportional to

SB−X
(J ′′R′′K′′

a )−(J ′R′K′
a)

=|⟨ηB, J ′′, K ′′
a , K

′′
c , S,Σ|T 1

p=0(µe)|ηX , J ′, K ′
a, K

′
c, S,Σ⟩|2

=
1

3

[ ∑
q=±1

J ′∑
Ω′=1/2

J ′′∑
Ω′′=1/2

g
(B,J ′′K′′

aK
′′
c )

Ω′′Σ′′ g
(X,J ′K′

aK
′
c)

Ω′Σ′ ⟨ηB|T 1
q (µe)|ηX⟩

× (−1)J
′′−Ω′′√

(2J ′′ + 1)(2J + 1)

 J ′′ 1 J ′

−Ω′′ q Ω′

]2.
(5.91)
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5.4.3.2 Transition strength in Hund’s case (b) basis

Similarly, for the transition expressed in case (b) basis, we can start with the transition

amplitude:

Afi
J ′′N ′′N ′′

aMJ′′−J ′N ′N ′
aMJ′

=
∑

MJ′′ ,MJ′

⟨η′′, N ′′, N ′′
a ,Λ

′′, S, J ′′,MJ ′′|
∑
p

(−1)pT 1
p (µ)T 1

−p(E)|η′, N ′, N ′
a,Λ

′, S, J ′,MJ ′⟩

=
∑

p,MJ′′ ,MJ‘

(−1)pT 1
−p(E)(−1)J

′′−MJ′′

 J ′′ 1 J ′

−MJ ′′ p MJ ′


× ⟨η′′, N ′′, N ′′

a ,Λ
′′, S, J ′′||T 1(µ)||η′, N ′, N ′

a,Λ
′, S, J ′⟩

=
∑

p,MJ′ ,MJ‘′

(−1)pT 1
−p(E)(−1)J

′′−MJ′′+N ′′+S+J ′+1

 J ′′ 1 J ′

−MJ ′′ p MJ ′


×
√

(2J ′′ + 1)(2J ′ + 1)

N ′′ J ′′ S

J ′ N ′ 1

 ⟨η′′, N ′′, N ′′
a ,Λ

′′||T 1(µ)||η′, N ′, N ′
a,Λ

′⟩,

(5.92)

The reduced matrix element could be computed as follows (adopted from Eq.(8.31) and

Eq.(8.213) in Ref.[31]):

⟨η′′, N ′′, N ′′
a ,Λ

′′||T 1(µ)||η′, N ′, N ′
a,Λ

′⟩

=
∑
q

⟨N ′′, N ′′
a ||D(1)

·q (ω)∗||N ′, N ′
a⟩⟨η′′,Λ′′|T 1

q (µ)|η′,Λ′⟩

=
∑
q

(−1)N
′′−N ′′

a

√
(2N ′′ + 1)(2N ′ + 1)

 N ′′ 1 N ′

−N ′′
a q N ′

a

 ⟨η′′,Λ′′|T 1
q (µ)|η′,Λ′⟩

= (−1)N
′′−N ′′

a

√
(2N ′′ + 1)(2N ′ + 1)

 N ′′ 1 N ′

−N ′′
a Λ′′ N ′

a

 ⟨η′′,Λ′′|T 1
Λ′′(µ)|η′,Λ′ = 0⟩.

(5.93)
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The transition probability is proportional to the square of amplitude (here we assume our

laser is linear polarized and thus only p = 0 component is considered):

Sfi
J ′′N ′′N ′′

aΛ
′′−J ′N ′N ′

aΛ
′ = |

∑
MJ′′ ,MJ′

Afi
J ′′N ′′N ′′

aMJ′′−J ′N ′N ′
aMJ′ |

2

∝1

3
(2J ′′ + 1)(2J ′ + 1)

∣∣∣∣∣∣
N ′′ J ′′ S

J ′ N ′ 1


∣∣∣∣∣∣
2

(2N ′′ + 1)(2N ′ + 1)

 N ′′ 1 N ′

−N ′′
a Λ′′ N ′

a

2

.

(5.94)

To avoid calculating 6j-symbol during the fitting (our current python high performance

compiler, Numba, does not support the sympy package, which can calculate the 6j symbol),

we can use the following formula

N ′′ J ′′ S

J ′ N ′ 1

 =



−1
2

√
2

N ′(2N ′+1)
, J ′′ −N ′′ = J ′ −N ′ = 1/2 and N ′′ = N ′ − 1,

1
2

√
2

N ′(2N ′−1)
, J ′′ −N ′′ = J ′ −N ′ = −1/2 and N ′′ = N ′ − 1,

−1
2

√
2

(N ′+1)(2N ′+3)
, J ′′ −N ′′ = J ′ −N ′ = 1/2 and N ′′ = N ′ + 1,

1
2

√
2

(N ′+1)(2N ′+1)
, J ′′ −N ′′ = J ′ −N ′ = −1/2 and N ′′ = N ′ + 1,

1
2N ′

√
2

(2N ′+1)(2N ′−1)
, J ′′ = J ′, N ′′ = N ′ − 1,

1
2(N ′+1)

√
2

(2N ′+3)(2N ′+1)
, J ′′ = J ′, N ′′ = N ′ + 1

0. other cases

(5.95)

5.4.4 Line intensity

After calculating the transition probability with Eq.(5.90) or Eq.(5.91), we are getting closer

to obtain the line intensity in the spectrum. In this section, we will consider the degeneracy

due to the nuclear spin statistics and the thermal distribution of the molecular population,

and then apply all these factors to obtain the formula of the line intensity.
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5.4.4.1 Nuclear spin statistical weight gns

Generally, the transition between two given molecular states is subjected to the total sym-

metry of the molecular wavefunction, which is the product of the ro-vibronic state and the

nuclear spin wavefunction. In the previous discussion, we only considered the role of the

rotational wavefunction but haven’t investigated how the nuclear spins would affect the line

intensity. According to the theory [55, 56, 157], the nuclear spin statistical weight could be

analyzed in the following procedure:

1. Determine the nuclear spin characters: in SrOPh, there are two pairs of H atoms

locating on the σv plane, and one H atom on the C2 axis. This gives the following results:

χS(E) = (2IH + 1)5 = 32, χS(C2) = (2IH + 1)3 = 8,

χS(σv) = (2IH + 1)3 = 8, χS(σd) = (2IH + 1)3 = 8.

2. Compute the weights according to the symmetry of rotational wavefunction: for C2v

molecule with two pairs of identical atoms, the formula is

gns =


χS(E) + χS(C2), K = 2n,

χS(E)− χS(C2), K = 2n+ 1,

[χS(E) + χS(C2)]/2, K = 0.

(5.96)

In SrOPh, the results is

gns =


40, K = 2n,

24, K = 2n+ 1,

20, K = 0.

(5.97)

We can just take gns = 5 for states with even K and gns = 3 for the odd K states.

101



5.5 Calculation of matrices of molecular Hamiltonian and rota-

tional line intensity in Python

In order to produce consistent results as PGopher in Python, the molecular Hamiltonian

used in the fitting program is in the Hund’s case (b) basis. The Hamiltonian matrix for a

given quantum number of J , Hrot(J), is constructed with the basis |N,Na⟩ with the order as

follows: The matrix elements are calculated with the eq.xx,xx. The rotational eigen-states∣∣∣∣N = J + 1/2,
Na = J + 1/2

〉
,

∣∣∣∣J + 1/2,
J − 1/2

〉
, . . .

∣∣∣∣J + 1/2
J − 1/2

〉
,

∣∣∣∣J − 1/2,
J − 1/2

〉
, . . .

∣∣∣∣ J − 1/2,
−J + 1/2

〉
.

and levels of a given J are then obtained by the diagonalization the Hamiltonian matrix

Hrot(J).

Next, to involve the rotational levels and eigen-states of different J values, the procedure

above is repeatedly run for all the J values of interested. Typically, rotational states and

levels with J smaller than a upper bound Jmax are calculated in this step, where Jmax can be

varied in range of 30−80 according to the needs, such as the running time or the calculation

accuracy.

After the levels and states are obtained for the ground and excited electronic states, the

transition amplitudes and line intensities between the initial and final rotational states are

calculated in the following procedure:

1. For the two rotational manifolds in ground and excited states (the angular momentum

quantum number of the initial and final states are denoted as Ji and Jf , respectively),

calculate the transition amplitudes with eq.xx and recorded these value in a matrix

TJf ,Ji in size of (2Jf + 1)× (2Ji + 1).

2. Diagonalize the Hamiltonian matrices of the initial and final states to obtain the eigen-

state vectors. Here we record the initial and final states as the column vectors in

two square matrices Vi and Vf , respectively, and the energies of the initial and final

rotational states are recorded as the diagonal elements of two square matrices Ei and
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Ef , respectively.

3. Calculate the nucleus statistical weight for each eigen-state of the initial state and

record these weights in a column vector gns with length 2Ji + 1, and then multiply Vi

with
√
gns in the elementwise manner (denoted as

√
gTns ∗Vi) to involve the degeneracy

in the rotational states. Here the square root of gns is applied in order to avoid the

calculation of the elementwise multiplication of two different matrices when calculating

the line intensity, which increase the complexity in the codes.

4. The transition amplitudes and energies are calculated via the following equations:

Af,i = V †
f TJf ,Ji(

√
gTns ∗ Vi),∆Ef,i = Ef − Ei. (5.98)

5. The line intensity can be calculated by the elementwise square of the transition ampli-

tudes times the Boltzamann coefficient e−Ei/kT :

If,i = e−Ei/kT |Af,i| ∗ |Af,i|, (5.99)

and then these matrices are reshaped into a one-dimension array to form the list

of rotational lines. Transition energies are also listed in another array of the same

size. Then, only pick out the lines with strength greater than some threshold (in this

program, a typical threshold is 10−6 of the strongest line). Typically, the size of the

list is about 105 − 106.

6. To plot the simulated spectrum, one can calculate the convolution of the lines with the

Gaussian, Lorentzian or Voigt line shape with line width ≈ 30− 80 MHz.

Optimization for Wigner nj-symbols calculation. Although there is not much

difficulty in the calculations of nj-symbols for small quantum numbers, the various difficulties

arise for large quantum numbers as it can exceed the 64-bit integer size limit in the computer.

In order to compute the nj-symbols efficiently, we compute the nj-symbols from the binary

coefficients [158], which can be stored and read from memory easily.
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The binary coefficient, denoted as Fm(n), can be calculated as follows:

Fm(n) =

 n!
m!(n−m)!

for 0 ≤ m ≤ n,

0 for m < 0 and m > n.
(5.100)

For 3j symbols, the formula is

 l1 l2 l3

m1 m2 m3

 =δ−m3,m1+m2(−1)l1−l2−m3∆(l1l2l3)

×
[
Fl1−l2+l3(2l1)Fl1+l2−l3(2l2)F−l1+l2+l3(2l3)

Fl1+m1(2l1)Fl2+m2(2l2)Fl3+m3(2l3)

] 1
2

×
∑
k

(−1)kFk(l1 + l2 − l3)Fl1−m1−k(l1 − l2 + l3)

× Fl2+m2−k(−l1 + l2 + l3),

(5.101)

the 6j symbol formula is

a b c

d e f

 =
∆(abc)∆(cde)∆(bdf)

∆(aef)

a b c

d e f

 , (5.102)

here the quantities ∆(abc) and

a b c

d e f

 are defined as follows:

∆(abc) = [Fa+b+c(a+ b+ c+ 1)F2c(2c+ 1)Fb+c−a(2c)]
− 1

2 , (5.103)

and a b c

d e f

 =
∑
n

(−1)nFn−a−e−f (n+ 1)Fn−b−d−f (a+ e− f)

× Fn−c−d−e(a− e+ f)Fn−a−b−c(−a+ e+ f),

(5.104)

where max(a+e+f, b+d+f, c+d+e, a+b+c) ≤ n ≤min(a+b+d+e, a+c+d+f, b+c+e+f).
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As the model we use only involve three angular momentum, N,S and J , we do not need

to calculate the 9j symbol which is for the coupling of four angular momentum vectors.

Further details for the corresponding formula can be found in Ref. [158].

In python, the platform we used for the data fitting, the calculation of these formula

can be boosted with the njit command of the Numba package, a compiler for Python array

and numerical functions. Therefore the algorithm above has a better performance than the

Wigner function provided by the Sympy package, which is unsupported for acceleration.

5.6 Data fitting

5.6.1 Gradient descent algorithm

The gradient descent algorithm was applied as the first attempt to search for the optimal

values of the molecular constants. It is a first-order optimization algorithm commonly used

to find the minimum of a function. The idea is to move iteratively towards the minimum of

the function by taking steps proportional to the negative of the gradient (or approximate gra-

dient) of the function at the current point. Here is the procedure of how the algorithm runs:
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Gradient Descent Algorithm used in this work

1. Choose initial parameters: start with initial guesses for the parameters such as

rotational constants, spin-rotation coupling constants, etc. Here we represent these

parameters as a vector θ. We set the initial guess for rotational constants as the

theoretical values, while the rest of the parameters are randomly set;

2. Select learning rate: choose a learning rate (αθ), which controls how big each step

is during the optimization. Typically, the learning rates are set to be 10−4 of the

parameters;

3. Calculate gradient: compute the gradient of the loss function with respect to the

parameters, ∇θF (θ), where F (θ) is some loss function to minimize. The loss

function we use have multiple forms, which will be introduce later;

4. Update parameters: adjust the parameters in the direction that reduces the loss

function: θ := θ −αθ · ∇θF (θ);

5. Check convergence: determine whether the algorithm has converged. This could

be based on the change in the loss function being below a threshold, or after a

predetermined number of iterations;

6. Repeat Steps 3-5: if convergence criteria are not met, repeat the process starting

from step 3.

The loss function. To compare with the measured rotational spectrum, we applied

several kinds of the loss functions in the fitting. The first one, which takes the experimental

and calculated spectra as two vectors and computes the loss as the difference between unity

and the similarity in the contour, is defined as follows:

Lfg(θ) = 1− (f , g(θ))

||f || ||g(θ)||
= 1−

∑N
i=1 figi∑N

i=1 f
2
i

∑N
i=1 g

2
i

, (5.105)

here f = (f1, f2, . . . , fN)T and g(θ) = (g1, g2, . . . , gN)T represent the experimental and

calculated spectra, respectively, index i indicates the ith data point in the spectra, (f , g) is

the inner product of the vectors, and the norm of f is defined as ||f || =
√

(f ,f). We omit

the notation of θ in all the data point gi in the calculated spectra, for simplicity, but we
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should keep in mind that they are the functions of the molecular parameters.

Given the complexity of the spectra, with approximately a thousand peaks and each dis-

playing a narrow linewidth—a ratio of measured range to linewidth on the order of 10,000—it

becomes exceedingly difficult to pinpoint the global minimum of the loss function due to the

prevalence of numerous local minima. This challenge is analogous to attempting to align a

long comb with a spectrum profile: a slight shift by even one tooth’s spacing could seem-

ingly offer another satisfactory fit to the local pattern. Such shifts make it arduous to ensure

that the fitting obtained is truly the optimal global fit, rather than just a locally convenient

alignment.

To avoid being trapped by the local minima, in the second loss function we tried, another

definition for the inner product is used:

(f , g) = fTWg, (5.106)

here the matrix W , defined for describing the sensitivity to the shift of the two spectra

relative to one another, is a function of the indices:

Wij =

1− |i− j|/c, |i− j| ≤ c,

0, |i− j| > c.
(5.107)

and the corresponding definition for the second loss function is

Lfg(θ) = 1−
∑N

i,j fiWijgj∑N
i,j fiWijfj

∑N
i,j giWijgj

. (5.108)

The third loss function we use is the norm of the difference of the normalized f and g:

Lfg(θ) =

∣∣∣∣∣∣∣∣ f

||f ||
− g

||g||

∣∣∣∣∣∣∣∣ . (5.109)

The loss functions listed above are used alternatively. The first one have a good performance

when the loss is close to the global minimum while the other two can search for the global

107



minimum in a larger range of the parameter space. Other forms of loss functions may also

be useful.

5.6.2 Mini-batch stochastic gradient descent algorithm

Except for the multiple loss functions, the Mini-batch stochastic gradient descent (MSGD)

algorithm is also applied in the updated versions of the program to enhance its performance

of jumping out of the local minima. MSGD is a variation of the stochastic gradient descent

algorithm, which is used for optimizing a differentiable objective function. It’s a compromise

between computing the gradient based on the full dataset (as in batch gradient descent) and

computing the gradient based on a single sample (as in true stochastic gradient descent).

Instead of using the entire dataset or a single example to perform a parameter update,

MSGD uses a subset of the dataset g(θ). This subset, or mini-batch, typically contains a

small, randomly selected subset of the data. The size of the mini-batch is a hyperparameter

and can range from a few samples to several hundred. Sizes like 32, 64, and 128 are common.

A typical MSGD cycle, in our program, repeats the following procedure over all the mini-

batches: for each mini-batch, the gradients are computed and the parameters of the model

are updated based on these gradients. This update is typically performed using an update

rule like the aforementioned gradient descent method, but with only the mini-batch’s data

influencing the gradient calculation. The cycle is executed over and over again until some

convergence criterion is met (like a certain accuracy or a small change in loss function).

MSGD maintains a level of stochasticity that can help escape local minima in the loss

landscape, unlike gradient descent which can get stuck easily in this spectra fitting problem.

In addition, it is more memory-friendly because it doesn’t require loading the entire dataset

into memory, and therefore the running time can be reduced. In practice, with appropri-

ate learning rate schedules, MSGD often converges faster than gradient descent because it

updates the weights more frequently.
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5.6.3 Genetic algorithm

As the parameter space in our problem is large (≈ 26 − 32 parameters to fit), the gradient

descent algorithm doesn’t work well if we set a large searching range for these parameters,

as the gradients can be 0 or infinite and then the fitting program goes wrong. Then, we

realized that it is necessary to use additional algorithm specifically for searching in a large

parameter space. We found that, the genetic algorithm (GA), a search heuristic that mimics

the process of natural selection, is a reasonable choice for our study.

The GA in this work run with the following steps:

Genetic Algorithm used in this work

1. Generate a certain number of vectors of all “genes” (molecular parameter set) and

form the first generation. This population, typically of size 300-500, is usually

randomly generated;

2. Evaluate with fitness function for all the parameter sets. For each parameter set,

a fitness score is assigned based on how good a fit to the measured spectrum it is;

3. Select a pair of genes to reproduce next individual via crossover and mutation, and

the gene with better fitness has higher probability to be chosen;

4. Obtain the next generation by repeating the previous two steps;

5. After enough times of iteration, the individual with the best fitness score represents

the best fit to the spectrum.

The power of genetic algorithms comes from the fact that they can effectively search

large, non-linear, and complex spaces where other methods might fail to find a good solution.

They are particularly useful when the form of the global optimum is unknown or when the

problem is highly complex with many local optima. However, GA do not guarantee an

optimal solution, and they can be computationally expensive. They are often used when

approximate solutions are sufficient or as part of a larger problem-solving strategy that

includes other optimization techniques.
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5.6.4 Data fitting procedure and results

Although a few rotational bands recognized in the SrOPh excitation spectrum can deter-

mine a few rotational constants in good accuracy, the high density of rotational line near

0-0 transition (∼ 102/GHz in the computing limit of Jmax = 30) is the main challenge for

fitting the rest of the parameters. Therefore, we used a homemade program first to search for

parameters that can roughly fit the spectrum in contour and limit the searching range of the

parameters for pgopher’s subsequent fitting[153]. To avoid the program being trapped by

local minima, two algorithms were used in turns: the mini-batch gradient descent (MBGD)

[159] and the genetic algorithm (GA)[160]. MBGD works similarly as the well-known gra-

dient descent method, while its gradient is computed from a batch of randomly chosen

data instead of the whole data set during each iteration to jump out of local minima with

semi-stochastic steps. MBGD is the main algorithm that searches for a potential solution

iteratively, and GA checks whether the MBGD result is optimal within a larger parameter

space. The target functions of the two algorithms are different, with the purpose of making

their local minima to be also different.

A contour fitting result is accepted as the initial input of pgopherif it is agreed by

both MBGD and GA. In pgopher, the fitting of molecular constants is done in following

procedure: first, the clearly observed bandheads are matched to the simulated rotational

bands, such as the lines labeled in Figure 5.1b and 5.1c. With such assignment pgophercan

calculate parameters T0, A, B̄, ϵaa, DK and HK in a better accuracy than the contour fit-

ting. Next, the rest of the parameters are obtained by some details of the spectrum near

the 0-0 transition, such as the spacing of lines in different rotational bands, shape of peaks,

and the order of line strength. For concreteness, some strong peaks in the middle of the

spectrum (Figure 5.2a) are assigned to the transitions with K ′′
a = 0, 1, 2 and different P, Q

and R branches (P, Q, and R labels refer transitions with ∆J = −1, 0 and 1, respectively):

the strongest few peaks in Q branch are assigned to some observed peaks, see Figure 5.2b;

and for the P and R branch transitions, the line assignment could be made according to

some local features, see Figure 5.2c. Fine adjustment of fitting is achieved by adjusting the
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Figure 5.2: A typical line assignment near 0-0 transition of SrOPh. The experimental (a)
and simulated data (b,c) are normalized to the maximum signal strength in experiment
and simulation, respectively. The observed peaks labeled with green, purple and red ticks
in the (a) measured spectrum are assigned to the simulation peaks of (b) Q, (c) R and
P branch transitions, respectively. The Gaussian linewidth for the simulation is set as 70
MHz to roughly fit the contour, with the rotational temperature set as Tsim = 2.5 K. Each
simulation peak in this range usually contains multiple rotational lines, to avoid overfitting,
only the strongest 2 - 4 lines in each peak are assigned to the corresponding observed peak.
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parameters, re-assigning some lines or bands tentatively, and running the fit based on the up-

dated assignment. This procedure should be repeated multiple times before the parameters

become converged.

The rotational temperature in pgophersimulation is set based on the normalized strength

of the rotational bandhead of K ′
a = 6← K ′′

a = 5, the farthest band we can recognize in ex-

periment. It is found to be close to the experimental results when Tsim is around 2 − 3 K.

In the contour fitting procedure, the rotational temperature is estimated to be 4 − 7 K,

depending on the fitting condition such as linewidth and the upper limit of the rotational

quantum number Jmax.

The estimated molecular constants reported in Table 5.1 are from the best fit result

whose simulated spectrum pattern matches most of observed peaks near the 0-0 transition,

with the assignment error bars calculated from the standard errors of the estimated values

given by multiple fitting attempts. These attempts follow the same rotational bandhead

assignment in the first step and have a similar P, Q, R line distributions depicted in Figure

5.2, while the numbers and the positions of assigned lines near the 0-0 transition are varied

to reflect the parameter fluctuations caused by different assignments. During the procedure

of varying the line assignment, we noticed that the fitted values of the centrifugal distortion

constants DN , DNK are very sensitive to the line assignment near the 0-0 transition, while

their values could be determined if a set of rotational line assignment is given. In our best

fit, pgopherreports that DNK = −2.8(5)× 10−6 and DN = −1.4(5)× 10−7 for the X state,

and DNK = −5(2)× 10−7 and DN = −1.4(5)× 10−7 for the B state, respectively.

We also examined how much the quality of fitting would be changed if we fixed these

centrifugal distortion constants to 0. Since the fitting in pgopher is based on the assigned

rotational line positions, one straightforward way of comparing the fitting results is to com-

pare the average error of these assigned lines, which is the average difference between the

assigned and calculated rotational line frequencies. For our best fit, such average error is

about 69 MHz; if DN , DNK in both X and B states are fixed to 0, the average error of the

best fitting under such configuration is 73MHz; if HK is removed for both X and B states
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while keeping all the DN and DNK terms, the average error is 166MHz. The parameter DK

in the X and B states are critical, and no reasonable fitting result could be obtained without

them. Given that the linewidth in our fitting is set as 70MHz and the step size of the scan

is about 25-50MHz, the average error of the assigned lines in our best fit is acceptable.

The best fit molecular constants, including the transition energy, rotational constants,

spin-rotational constants and centrifugal distortion corrections, are reported in Table 5.1.

The measured rotational constants are in good agreement with the calculated values. The

spin-rotation constant ϵaa in the ground state is too small to be determined from the spec-

trum, and ϵaa in the B̃ state is large because of the coupling to the Ã state. The larger

value of spin-rotational constant than the rotational constants in B̃ implys a strong SOC

effect apart from the direct coupling between the spin and molecular rotation. Based on the

second order perturbation theory [161, 162] and the measured constants, the SOC constant

in SrOPh is estimated to be ≈ 272 cm−1, which is close to that of SrOH (A2Π, ≈ 265

cm−1).[163] The large SOC also dominates the energy separation of Ã− B̃, elucidating the

discrepancy between the calculation and the measurement in Figure 4.4b.[35]

While involving more parameters has been able to enhance the accuracy of fitting, many

parameters in such scenarios tended to fit to values consistent with zero, and we therefore

omit those in our analysis. The large error bars of some of the centrifugal distortion constants

are due to the uncertainty of the line assignment near the 0-0 transition. The rotational

temperature from the fit is 2.5 K. The colder temperature is due to the free expansion of

neon buffer gas from the cryogenic cell (≈ 23 K) to form a beam with SrOPh entrained.[142]

As the SrOPh B̃ ← X̃ transition dipole moment lies along the principle axis c (Figure

4.4b), the rotationally closed photon cycling transition is the c-type transition N ′
K′

aKc
=

000 − N ′′
K′′

aK
′′
c

= 110[13], which is estimated to be at 456.8391(7) THz based on the fitting

results and shown in Figure 5.1d.
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Constant
B̃ 2B2 X̃ 2A1

Exp. Cal. Exp. Cal.
T0 15238.7155(23)
A 0.1923(6) 0.1915 0.1934(11) 0.1916

1
2
(B + C) 0.01520(36) 0.01522 0.01508(36) 0.01513

(B − C)× 103 1.28(20) 1.21 1.13(12) 1.19
ϵaa −0.6894(6) -

ϵbb × 103 34(10) 1.3(1.7)
ϵcc × 103 16(7) −1.3(1.8)
DN × 108 −14(8) −14(8)
DNK × 107 −5(11) −28(23)
DK × 104 1.3(5) 5.2(1.1)
HK × 106 3.0(1.4) 21(4)

Table 5.1: Molecular constants of SrOPh obtained by fitting the rotationally-resolved ex-
citation spectrum in Figure 5.1 with pgopher. T0: electronic transition energy; A,B, C:
molecular rotational constants; ϵaa, ϵbb, ϵcc: spin-rotation coupling constants; DN , DNK , DK :
centrifugal distortion constants; HK : sextic centrifugal distortion correction. All quantities
are presented in cm−1.
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CHAPTER 6

Extending the Large Molecule Limit: The Role of

Fermi Resonance in Developing a Quantum Functional

Group

Functionalizing large molecules with optical cycling centers (OCCs) is being explored as

a means to extend the exquisite control available in quantum information science to the

chemical domain [13, 33, 37, 127, 128, 140, 141, 164–171]. Success requires that these OCCs

absorb and emit many photons without changing vibrational states. To accomplish this task,

molecular design rules are being developed, aided and validated by experiments, to guide

the creation of the ideal quantum functional groups[37, 38, 152, 172]. For example, prior

work has demonstrated that alkaline earth alkoxides provide a general and versatile chemical

moiety for optical cycling applications, as the alkaline earth radical electron can be excited

without perturbing the vibrational structure of the molecule [37, 38, 152, 167, 168]. Similarly,

traditional physical organic principles, such as electron-withdrawing, have been shown to

improve OCCs performance [33, 37]. Further, experimental and theoretical extensions to

more complex acenes, [152, 166] diamondoids [169] and even surfaces [173] suggest an exciting

path forward for creating increasingly complex and functional quantum systems.

However, an open question for this work is: what role intramolecular vibrational energy

redistribution (IVR) will play as the molecule size is further increased [30, 174, 175]? In the

typical description of IVR, the normal modes of molecular vibrations are treated within the

harmonic approximation, while any anharmonic couplings between these modes are treated

as a perturbation. Laser excitation to an excited (harmonic) vibrational state is then followed

by the redistribution of the vibrational energy driven by the anharmonic couplings. This
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outflow of energy from one vibrational mode to other modes arises from the selection of basis

states that are not eigenstates of the molecular Hamiltonian, and thus not stationary.

An alternate, and equivalent, description of IVR takes the vibrational eigenstates of

the molecular Hamiltonian as the basis. These basis states are mixtures of the harmonic

vibrational modes, with amplitudes set by the anharmonic couplings. As these states are

eigenstates of the molecular Hamiltonian, they are, of course, not time-evolving (except for

their coupling to the electromagnetic vacuum) and therefore there is no energy redistribution

between them unless perturbed by an external field or collision. Instead, the effect of IVR

in this picture is simply that there is more than one vibronic state within the spectrum of

the exciting laser leading to non-exponential fluorescence as decay from these nearby states

interfere.

This latter picture is convenient for understanding the role that IVR will play in func-

tionalizing large molecules with OCCs. If harmonic vibrational states are close together and

possess the correct symmetry, then anharmonic couplings will mix them. In this case, a

harmonic vibrational state that is initially not optically active becomes optically active by

mixing with an optically active harmonic mode. While this does not change the fraction of

diagonal decays (∆ν = 0, where ν is the number of quanta in a vibrational mode), it does

change the number of accessible final vibrational states and requires more repumping lasers

to achieve optical cycling [73, 176, 177].

Therefore, to push optical cycling to larger and larger molecules it is desirable to de-

velop molecular design principles for avoiding these vibrational couplings by energy sep-

aration and/or symmetry. Here, we explore these phenomena in both the calcium and

strontium phenoxides, which have recently been shown as promising candidates for optical

cycling [37, 38, 178]. We show that in certain derivatives of these molecules it is possible

to find combination modes (within the harmonic approximation), which are not themselves

optically active, close to optically-active stretching modes. Anharmonic coupling between

these modes, e.g. Fermi resonance [179, 180], which is the simplest instance of IVR, leads

to intensity borrowing and the activation of the combination mode so that a new decay
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Figure 6.1: (a) Molecular structures of all studied calcium and strontium phenoxide and
derivatives. (b) and (c) Schematic diagrams illustrating the DLIF measurement and excita-
tion spectroscopy performed for all molecules in this study, respectively. DLIF measurements
were done by fixing the laser wavelength at the transitions of Ã/B̃(ν ′ = 0) ← X̃(ν ′′ = 0)
and detecting the dispersed fluorescence. Excitation spectroscopy was carried out with of-
f-diagonal excitation scan, Ã/B̃(ν ′n) ← X̃(ν ′′ = 0), and diagonal fluorescence detection

Ã/B̃(ν ′n)→ X̃(ν ′′n). The molecular orbital and symmetries of the electronic states are based
on the CaOPh molecule with a C2v symmetry.

pathway is opened. Such molecules will require extra repumping lasers for optical cycling.

By comparing phenoxides with and without this effect, we present further design rules for

functionalizing ever larger molecules with optical cycling centers.

6.1 Experiment

A series of calcium and strontium phenoxides (CaOPh, CaOPh-3-F, CaOPh-4-F, CaOPh-

3,4,5-F3, SrOPh, and SrOPh-3,4,5-F3, Ph = phenyl group, see Figure 6.1a) were produced

via laser ablation of the alkaline earth metal into a mixture of the precursor ligand and Ne

buffer gas inside a cryogenic cell operated at a temperature of ∼20 K [38]. The experiments

were conducted within a cryogenic buffer-gas cell operated at a temperature range of 20-25

K. Calcium (or strontium) phenoxide and its derivatives were generated by reacting metal

atoms with various organic precursors, including phenol, 3-fluorophenol, 4-fluorophenol, and
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3,4,5-trifluorophenol, purchased from Sigma Aldrich. Briefly, an Nd:YAG laser (Minilite) op-

erating at 1064 nm with a pulse energy of approximately 6 mJ and a repetition rate of 10 Hz

was employed to ablate calcium or strontium metal pellets, generating excited metal atoms.

To prevent production yield drifts, the focused spot of the ablation laser was continuously

swept over the target using a moving mirror. These excited metal atoms then reacted with

organic ligands introduced into the cryogenic cell through a heated gas line originating from

a heated reservoir. Each organic ligand was associated with a separate reservoir. The reac-

tion products were subsequently cooled to their vibrational ground states through collisions

with neon buffer gas, with a density of approximately ≈ 1015−16 cm−1. Upon reaching the

excitation zone, a tunable pulsed dye laser (LiopStar-E dye laser, operating at 10 Hz) with

a linewidth of 0.04 cm−1 at 620 nm was utilized to excite molecules to their excited states.

Molecules in the excited states underwent spontaneous emission, resulting in fluorescence.

This emitted fluorescence was collected by a lens system and directed into a monochromator

(McPherson model 2035) equipped with a 1200 lines/mm grating. Finally, the fluorescence

was detected by a photomultiplier tube (PMT).

6.2 DLIF and excitation spectra

To investigate the vibrational peak splitting caused by Fermi resonance, we conducted two

spectroscopic measurements: dispersed laser-induced fluorescence (DLIF) spectroscopy and

excitation spectroscopy. In the DLIF measurement, the laser wavelengths were fixed at

the transitions to the vibrational ground level of the electronically excited states, and the

fluorescence was dispersed by scanning the grating of the monochromator with an increment

of 0.05-0.10 nm. At each grating position, an accumulation of 200-500 shots was taken to

ensure reliable signal acquisition. To improve the resolution from the previous measurement

[37, 38], where the spectrometer had a resolution of approximately 0.50 nm, narrower slit

widths were used. The entrance slit was set at 0.05 mm, while the exit slit was adjusted

to 0.03 mm, achieving a better resolution of 0.20 nm (equivalent to 5.5 cm−1). To probe

the vibrational decays with low branching ratios, we employed a high laser intensity (≈ 0.2
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mJ/pulse) in the DLIF measurement. However, this elevated intensity could potentially

saturate the 0-0 emission. To accurately calibrate the vibrational branching ratios, a lower-

intensity laser (≈ 0.02 mJ/pulse) was used to measure the relative ratio of the 0-0 peak and

the most off-diagonal stretching mode peak in the ground state X̃. This ratio was used to

scale down the 0-0 peak in the DLIF measurement under high laser intensity.

The excitation spectroscopy aimed to detect the vibrational splitting in the excited states

Ã and B̃. During this process, the pulsed dye laser wavelengths were scanned at an increment

of 0.02-0.10 nm for the Ã(ν ′n)/B̃(ν ′n)← X̃(ν ′′ = 0), while the grating position remained fixed

at the corresponding 0-0 transition. This allowed us to explore the off-diagonal excitation

while simultaneously monitoring the diagonal emission.

As sketched in Figs. 6.1b-c, the vibrational structure of these molecules was probed

with two types of measurements: dispersed laser-induced fluorescence (DLIF) spectroscopy,

which probes the vibrational structure in the electronic ground state (X̃), and excitation

spectroscopy, which examines the vibrational structure in the excited states (Ã and B̃). In

DLIF spectroscopy (Figure 6.1b), vibrationally cold molecules are excited to the ground vi-

brational level of the electronically excited Ã and B̃ states, Ã/B̃(ν ′ = 0)← X̃(ν ′′ = 0), and

the resulting fluorescence is recorded as a function of wavelength. In excitation spectroscopy

(Figure 6.1c), the exciting laser is tuned to drive excitation to excited vibrational levels of

the excited Ã and B̃ states, Ã/B̃(ν ′n) ← X̃(ν ′′ = 0), while simultaneously monitoring the

resulting fluorescence from diagonal decays. In both cases, excitation is provided via a tun-

able pulsed dye laser and the resulting fluorescence is coupled into a grating monochromator

and detected using a photomultiplier tube. Compared to previous measurements [37, 38],

improvements, such as better source handling techniques to reduce the production of alkaline

earth oxide contaminants, provided an increase in signal-to-noise ratio (SNR) of ∼3×. This

improved SNR enabled spectrometer measurements with a higher resolution of 0.20 nm.

Additional experimental details and theoretical methods are provided in the Supporting

Information.

119



Figure 6.2: (a) and (b) Dispersed fluorescence spectra obtained for the Ã→ X̃ and B̃ → X̃
transitions of CaOPh. The black traces, adopted from previous work[37], were obtained with
a spectral resolution of ≈ 0.5 nm. The red traces come from an improved measurement with
resolution of ≈ 0.20 nm. The insets display the weak peaks in the range of −660 cm−1 to
−40 cm−1 and show the presence of doublet peaks around −300 cm−1 and −630 cm−1. The
blue sticks depict the calculated frequencies and relative strengths (FCFs) of the vibrational
modes using the VPT method. The symbol * indicates CaOH contamination. (c) Excitation

spectrum of the Ã(ν ′n) ← X̃(ν ′′ = 0) (red traces) and B̃(ν ′n) ← X̃(ν ′′ = 0) (blue traces)
transitions. The resulting fluorescence is monitored on diagonal decays. The two dashed
lines indicate the excitation wavelengths corresponding to the respective 0-0 transitions. The
assignments of all observed vibrational resonances are given. (d) Vibrational displacements

of five related fundamental modes. The symmetries and theoretical frequencies in X̃ using
harmonic and VPT methods are provided. All vibrational modes are labeled with increasing
frequency regardless of their symmetries.
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6.2.1 CaOPh spectra

Using this improved resolution, we recorded DLIF spectra for the Ã → X̃ and B̃ → X̃

transitions of CaOPh, shown as the red lines in Figs. 6.2a and 6.2b, respectively. For

comparison, the previously recorded DLIF spectra for this molecule [37] are shown as black

lines. Several improvements are immediately clear. First, spectral contamination by CaOH

molecules, features denoted by *, is greatly reduced. Second, while in the previous work

three fundamental vibrational modes (ν2, ν4 and ν9) were resolved within the frequency

range of ∼660 cm−1 below the respective 0-0 transition, the improved measurements here

reveal several new features which were either unresolved in or below the detection limit

of the previous measurement. Specifically, the lowest-frequency out-of-plane bending mode

ν2 (Figure 6.2d) is much better resolved at a frequency shift of −60 cm−1 (Figs. 6.2a-

b). A new weak decay is also observed at −241 cm−1 (Figure 6.2b) and readily assigned

to the fundamental out-of-plane bending mode ν3 (Figure 6.2d). Further, the previously

assigned peaks due to decay to the Ca-O stretching modes ν4 and ν9 are seen to be doublets.

While theoretical calculations within the harmonic approximation predict ν4 should be the

strongest off-diagonal decay (∆ν ̸= 0) and occur at −313.6 cm−1 (Table 6.5), the weaker

peak at −295 cm−1 is not readily assignable. Compared with the theoretical harmonic

vibrational frequencies, the weak peak is near the combination modes ν1 + ν3 and ν2 + ν3, as

shown in Figure 6.2d, however, the predicted Franck-Condon factors (FCFs) for these decays

are < 10−4, well below the current detection limit. The observed decay can be explained

by an intensity borrowing mechanism [181, 182], which arises from anharmonic coupling

between the nearly degenerate stretching mode ν4 and the combination mode consisting of

two bending modes, also known as a Fermi resonance [174, 179, 180]. To corroborate Fermi

resonance doublets, vibrational perturbation theory (VPT) with resonances was applied

on top of anharmonic frequency calculations to predict corrected frequencies, resonance

doublets, and obtain anharmonic FCFs (see the next section for details). As seen in the

insets of Figs. 6.2a-b, the predicted separations (vertical blue lines) agree well with the

observed vibrational doublets (red traces). Given the requirement that coupled vibrational
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modes have the same symmetry, the weaker peak is attributed to the combination mode

ν2 + ν3 with A1 symmetry rather than ν1 + ν3 with A2 symmetry (Figure 6.2d). Similarly,

the doublet near ν9 is interpreted as a result of vibrational decays to a fundamental mode

ν9, as observed previously [37], and the overtone of the stretching mode ν4. In the harmonic

approximation (Table 6.5), the decay intensity of ν9 is relatively consistent between Ã→ X̃

and B̃ → X̃ transitions, whereas 2ν4 exhibits significant variation. The decay from Ã gives a

higher intensity for 2ν4, attributed to a larger overlap of vibrational displacement of ν4 with

the in-plane orbital of the Ã state (Figure 6.1b). Consequently, this results in an intensity

ratio of ν9/2ν4 being four times in the Ã→ X̃ and ten times in the B̃ → X̃ transition. The

observed nearly equal intensities in both transitions in Figs. 6.2a-b are due to the intensity

borrowing via Fermi resonance.

The presence of vibrational doublets due to anharmonic couplings is also observed in

the electronically excited Ã and B̃ states by excitation spectroscopy, as presented in Figure

6.2c. Here, it is seen that for both electronically excited states, as in the ground state,

the Fermi resonance leads to activation of the combination mode ν2 + ν3 at a spacing of

around 16 cm−1 from the ν4 vibrational level (Table 6.5). Similarly, excitations to the

excited vibrational levels of ν9 and 2ν4, as well as a very weak resonance to the combination

band of ν2 + ν3 + ν4, are observed. The observation of the vibrational anharmonic coupling

across different electronic states highlights the significance of Fermi resonances in the spectral

characteristics of large molecules like CaOPh.

6.2.2 Substituted CaOPh spectra

To explore the universality of Fermi resonances, we extended our study to the substituted

molecules CaOPh-4-F, CaOPh-3-F and CaOPh-3,4,5-F3. In Figs. 6.3 and 6.6, the DLIF

spectra of the Ã→ X̃ and B̃ → X̃ transitions for these substituted molecules are presented.

Remarkably, with a single fluorine atom substituted at the para-position of the phenyl ring,

the DLIF spectra of CaOPh-4F (Figs. 6.3a-b) show only a single peak for the vibrational

decay to the stretching mode ν4 for both transitions. This implies the absence of a Fermi
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resonance, which can be attributed to the substantial frequency spacing of 64 cm−1 (harm.)

or 69 cm−1 (VPT) between ν4 and the symmetry-allowed combination band of ν1+ν3 (Figure

6.3e). Furthermore, the insets in Figs. 6.3a-b reveal two weak peaks at frequencies of around

−53 cm−1 and −346 cm−1, which can be assigned to mode ν2 and ν2 + ν4, respectively, by

comparing with theoretical frequencies (Figure 6.3e). These weak peaks are likely due to the

anharmonic mode-coupling involving the low-frequency bending mode ν2 [37]. Additionally,

the complex peaks observed at around −150 cm−1 result from collision-induced relaxation

from B̃ → Ã, followed by fluorescence decay to the X̃ state, and a vibrational decay to mode

ν3 at −170 cm−1.

In the case of CaOPh-3-F, where the para-F is replaced with a meta-F and the molecular

symmetry is reduced from C2v to Cs, the coupling phenomenon is markedly different. While

previous DLIF studies [37] of Ã → X̃ and B̃ → X̃ transitions found a broad peak for the

stretching mode peak ν5 at −290 cm−1(black traces in Figs. 6.3c-d), the present, higher

resolution spectra, resolve three separate transitions, which are also predicted by the VPT

calculation (blue lines in Figs. 6.3c-d). The strongest peak at −284 cm−1 corresponds to

the vibrational decay to the stretching mode ν5 (A′, Figure 6.3f), while the other two peaks

at −291 cm−1 and −302 cm−1 are assigned to two combination levels, ν2 + ν3 (A′) and

ν2 + ν4 (A′), respectively. This more complex coupling behavior can be attributed to the

lower Cs symmetry of CaOPh-3-F molecule. All three vibrational modes, ν2, ν3 and ν4, are

out-of-plane bending modes with A′′ symmetry. The combination levels of ν2 + ν3 or ν2 + ν4

results in A′ symmetry and frequencies close to that of the stretching mode ν5 (Figure 6.3f),

leading to intensity borrowing and activation of these unexpected combination bands.

The absence of Fermi resonance in the CaOPh-4-F stretching mode decay and the pres-

ence of complex coupling in CaOPh-3-F are further supported by the excitation spectra

obtained for the excited states. Figure 6.4 demonstrates a single peak corresponding to the

stretching mode ν4 in the excitation spectra of CaOPh-4-F, while the excitation spectra

of CaOPh-3-F (Figure 6.5) reveal the presence of three transitions in the frequency region

associated with the stretching mode ν5.
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Figure 6.3: (a) and (b) Dispersed spectra for the Ã → X̃ and B̃ → X̃ transitions of
CaOPh-4-F molecule, respectively. Only a single peak is observed for the stretching mode ν4
around −286 cm−1. Due to the absence of Fermi resonance coupling, the theoretical relative
strengths ( blue vertical lines) are calculated under harmonic approximation. (c) and (d) Dis-

persed spectra for the Ã→ X̃ and B̃ → X̃ transitions of CaOPh-3-F molecule, respectively.
The black traces are taken from previous work[37], measured with a spectral resolution of
≈ 0.5 nm, while the red traces represent an improved measurement with resolution of ≈
0.20 nm. Three decays near −290 cm−1 are observed. The blue vertical lines indicate the
calculated vibrational frequencies and relative strengths using the VPT method. (e) and
(f) Vibrational displacements of the six lowest-frequency fundamental modes in the ground
state. Theoretical frequencies and symmetries for these modes are given. All vibrational
modes are labeled with increasing frequency regardless of their symmetries.
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Figure 6.4: Excitation spectra for the excited states of CaOPh-4-F. The excitation
wavelengths were scanned off-diagonally for Ã(ν ′n) ← X̃(ν ′′ = 0) (red trace) or

B̃(ν ′n) ← X̃(ν ′′ = 0) (blue trace) transitions, while simultaneously monitoring the fluo-
rescence photon counts at the diagonal 0-0 transitions. The two dashed lines indicate the
excitation wavelengths corresponding to the respective 0-0 transitions. The assignments of
all vibrational peaks, obtained by comparing with theoretical vibrational frequencies, are
labeled and summarized in Table 6.4.
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Figure 6.5: Excitation spectra of CaOPh-3-F. For Ã(ν ′n) ← X̃(ν ′′ = 0) (red trace) or

B̃(ν ′n) ← X̃(ν ′′ = 0) (blue trace) transitions, the excitation wavelengths were scanned off–
diagonally while simultaneously monitoring the fluorescence photon counts at the diagonal
0-0 transition. The two dashed lines indicate the excitation wavelengths of the respective
0-0 transitions. The assignments of all vibrational peaks, obtained by comparing with theo-
retical vibrational frequencies, are labeled and summarized in Table 6.4.
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Figure 6.6: (a) and (b) Comparison of dispersed fluorescence spectra obtained for the Ã− X̃
and B̃ − X̃ transitions of CaOPh-3,4,5-F3 molecules, respectively, using two different mea-
surements. The black traces are taken from ref.[37] with a spectral resolution of ≈ 0.5 nm.
In contrast, the red traces represent new PMT measurements with an approved resolution
of ≈ 0.20 nm. Notably, the red traces clearly exhibit the presence of splitting doublet peaks
around −270 cm−1. This is caused by the Fermi resonance between the stretching mode
ν6 and a combination band ν1ν4 based on the vibrational frequencies and symmetries. The
contamination of Ca atomic lines and CaF are observed (yellow traces). The blue vertical
lines depict the calculated frequencies of the vibrational modes, while the height of the lines
reflects their respective calculated strengths using the VPT method. The assignments and
vibrational branching ratios of all resolved modes are summarized in Tables 6.2 and 6.3. (c)
Vibrational displacements of six vibrational modes. Theoretical frequencies and symmetries
for these modes are provided.

A more complex molecule with three F atoms substituted, CaOPh-3,4,5-F3, has also been

revisited, as it is potentially the most attractive calcium phenoxide for optical cycling [37].

The DLIF spectra in Figure 6.6 and excitation spectra of excited states in Figure 6.7 both

reveal the presence of doublet vibrational peaks near the stretching mode peak region. One

of these peaks corresponds to the stretching mode ν6 with an A1 symmetry, while the other

peak arises from a combination band involving two out-of-plane bending modes ν1 (B1) and

ν4 (B1).
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Figure 6.7: (a) Excitation spectra for the excited states of CaOPh-3,4,5-F3. For

Ã(ν ′n) ← X̃(ν ′′ = 0) (red traces) or B̃(ν ′n) ← X̃(ν ′′ = 0) (blue traces) transitions, the
excitation wavelengths were scanned off-diagonally while simultaneously monitoring the flu-
orescence photon counts at the diagonal 0-0 transition. The two dashed lines indicate the
excitation wavelengths of the respective 0-0 transitions. The B̃(ν ′ = 0) ← X̃(ν ′′ = 0) tran-
sition is overlapped with the CaF transition (yellow traces). The assignments of all peaks,
obtained by comparing with theoretical vibrational frequencies, are labeled and summarized
in Table 6.4.
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6.2.3 Strontium phenoxides spectra

To investigate the influence of metal atoms on anharmonic vibrational coupling, we have

also studied two strontium phenoxides, SrOPh and SrOPh-3,4,5-F3. Previous study [38] has

provided low-resolution DLIF spectra for these molecules. Figs. 6.8a-b display the higher

resolution DLIF spectra recorded here for SrOPh from the excited Ã and B̃ states. Only

a single transition is observed for the stretching mode ν3 at around −235 cm−1, indicating

a lack of Fermi resonance. The absence can be explained by the different symmetry of the

combination level of ν1 + ν2 (A2) and the stretching mode ν3 (A1), along with a substantial

energy gap of either 130 cm−1 (harm.) or 132 cm−1 (VPT), as shown in Figure 6.8c. This is

also validated by the presence of a single stretching mode transition in the excitation spectra

of Ã← X̃ and B̃ ← X̃ in Figure 6.9.

Contrary to SrOPh, both DLIF spectra (Figure 6.10) and excitation spectra (Figure 6.11)

of SrOPh-3,4,5-F3 exhibit a weak transition assigned to the ν1 + ν3 combination mode close

to the stretching-mode peak ν4, implying the existence of a small anharmonic coupling, as

also captured by the VPT calculation.
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Figure 6.8: (a)-(b) DLIF spectra obtained for the Ã→ X̃ and B̃ → X̃ transitions of SrOPh
molecules. The black traces are taken from a previous study [38], measured with a spectral
resolution of ≈ 0.5 nm, while the red traces represent an improved measurement with a
resolution of ≈ 0.20 nm. The blue sticks show the calculated frequency (VPT) and relative
strength (harm.) of vibrational decays. (c) Vibrational displacements of four lowest-fre-
quency fundamental modes. Theoretical frequencies and symmetries for these modes are
provided. All vibrational modes are labeled with increasing frequency regardless of their
symmetries.
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Figure 6.9: Excitation spectra for the excited states of SrOPh. For Ã(ν ′n) ← X̃(ν ′′ = 0)

(red trace) or B̃(ν ′n) ← X̃(ν ′′ = 0) (blue trace) transitions, the excitation wavelengths
were scanned off-diagonally while simultaneously monitoring the fluorescence photon counts
at the diagonal 0-0 transition. The two dashed lines indicate the excitation wavelengths
corresponding to the respective 0-0 transitions. The assignments of all vibrational peaks,
obtained by comparing with theoretical vibrational frequencies, are labeled and summarized
in Table 6.5.
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Figure 6.10: (a) and (b) Comparison of dispersed fluorescence spectra obtained for the

Ã − X̃ and B̃ − X̃ transitions of SrOPh-3,4,5-F3 molecules, respectively. The black traces,
reported previously [38] have a low spectral resolution of ≈ 0.5 nm. In contrast, the red
traces represent new measurements with a high resolution of ≈ 0.20 nm. A weak peak at
around −180 cm−1is assigned to the combination band of ν1ν3, which is due to the intensity
borrowing from the Fermi resonance coupling with stretching mode ν4. The blue vertical
lines depict the calculated frequencies of the vibrational modes, while the height of the lines
reflects their respective calculated relative strengths using the VPT method. (c) Vibrational
displacements of four related fundamental modes. Theoretical frequencies and symmetries
for these modes are provided.
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Figure 6.11: Excitation spectra for the excited states of SrOPh-3,4,5-F3. For
Ã(ν ′n) ← X̃(ν ′′ = 0) (red trace) or B̃(ν ′n) ← X̃(ν ′′ = 0) (blue trace) transitions, the ex-
citation wavelengths were scanned off-diagonally while simultaneously monitoring the fluo-
rescence photon counts at the diagonal 0-0 transition. The two dashed lines indicate the
excitation wavelengths corresponding to the respective 0-0 transitions. The assignments of
all vibrational peaks, obtained by comparing with theoretical vibrational frequencies, are
labeled and summarized in Table 6.5.
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Table 6.1: Summary of Fermi resonance for the most off-diagonal decays to the stretching
modes in all studied molecules. All frequencies and coupling strengths are given in units of
cm−1.

Species
Theo. (VPT) Exp.

νi νj νk ∆ν
(0)
ij,k ∆νij,k ∆ν ′ij,k βk/ij ϕ

(X̃)
ij,k

CaOPh 60.0 (B1, ν2) 241.0 (B1, ν3) 315.2 (A1, ν4) 14.2 19.6 18.0(0.4) 2.9(0.8) 7.9(0.6)

CaOPh-3-F 57.9 (A′′, ν2) 234.5 (A′′, ν3) 286.0 (A′, ν5) 6.4 8.2 6.1(0.6) 3.0(1.0) -

57.9 (A′′, ν2) 242.3 (A′′, ν4) 286.0 (A′, ν5) 14.2 16.0 17.4(0.6) 1.9(0.4) -

CaOPh-3,4,5-F3 48.9 (B1, ν1) 217.2 (B1, ν4) 271.2 (A1, ν6) 5.1 9.6 8.2(0.4) 1.0(1.0) 4.2(2.4)

SrOPh-3,4,5-F3 45.7 (B1, ν1) 143.6 (B1, ν3) 203.5 (A1, ν4) 14.2 16.2 18.7(1.0) 9.0(4.0) 6.0(2.6)

CaOPh-4-F 48.6 (B1, ν1) 171.0 (B1, ν3) 288.5 (A1, ν4) 68.9 None No doublet observed

SrOPh 52.4 (B1, ν1) 54.5 (B2, ν2) 238.6 (A1, ν3) 131.7 None No doublet observed

6.2.4 Summary of the observations

The branching ratios and frequencies of all observed vibrational modes in the DLIF and

excitation spectra are summarized in Table 6.2-6.5. From these, a consistent understanding of

the role of vibrational coupling in the calcium and strontium phenoxides molecules emerges.

As summarized in Tables 6.1, 6.2 and 6.3, except for CaOPh-4-F and SrOPh molecules, all

examined molecules show additional off-diagonal decays near the most off-diagonal decays

to the stretching mode (νk). Specifically, a combination band (νi + νj) comprising two low-

frequency bending modes, which is absent in the harmonic approximation, is activated by

anharmonic vibrational coupling. This occurs in a predictable manner according to the

vibrational frequency spacing and vibrational mode symmetry and can be captured by the

VPT calculations.
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Table 6.2: Experimental vibrational branching ratios and theoretical FCFs of Ã → X̃ and
B̃ → X̃ transitions in DLIF spectra (Figs. 6.2, 6.3, 6.8, 6.6 and 6.10) of all molecules
studied in this work. The values in parentheses are standard errors in the Gaussian fit to
extract the peak areas [37, 38], not including the systematic uncertainties. The theoretical
FCFs are obtained under the harmonic approximation (Harm.) and anharmonic-corrected
method based on vibrational perturbation theory(Anharm. VPT). The vibrational modes
are ordered with increasing frequency. The label * indicates the vibrational modes with
Fermi resonance coupling.

Modes
CaOPh

Exp. (Ã ) Harm. (Ã ) Anharm. VPT (Ã ) Exp. (B̃ ) Harm. (B̃ ) Anharm. VPT (B̃ )

0 0.930(30) 0.9575 – 0.909(22) 0.9736 –

ν2 0.009(4) <10−4 – 0.009(3) <10−4 –

ν3 – <10−4 – 0.002(2) <10−4 –

ν2ν3∗ 0.013(6) <10−4 0.0071 0.021(5) <10−4 0.0044

ν4∗ 0.043(18) 0.0329 0.0264 0.049(12) 0.0196 0.0158

2ν4∗ 0.002(2) 0.0007 0.0016 0.004(3) 0.0003 0.0014

ν9∗ 0.003(2) 0.0030 0.0019 0.006(3) 0.0031 0.0017

Modes
CaOPh-4-F

Exp. (Ã ) Harm. (Ã ) Anharm. VPT (Ã ) Exp. (B̃ ) Harm. (B̃ ) Anharm. VPT (B̃ )

0 0.902(7) 0.9614 – 0.928(4) 0.9773 –

ν2 0.008(5) <10−4 – 0.004(2) <10−4 –

ν3 – <10−4 – 0.005(2) <10−4 –

ν4 0.088(4) 0.0297 – 0.060(3) 0.0165 –

ν2ν4 0.002(4) <10−4 – 0.003(9) <10−4 –

Modes
CaOPh-3-F

Exp. (Ã ) Harm. (Ã ) Anharm. VPT (Ã ) Exp. (B̃ ) Harm. (B̃ ) Anharm. VPT (B̃ )

0 0.917(13) 0.9645 – 0.901(11) 0.9806 –

ν1 0.016(7) 0.0009 – 0.009(5) <10−4 –

ν5∗ 0.029(7) 0.0234 0.0150 0.048(7) 0.0129 0.0083

ν2ν3∗ 0.013(6) <10−4 0.0042 0.013(5) <10−4 0.0023

ν2ν4∗ 0.015(5) <10−4 0.0049 0.025(4) <10−4 0.0028

ν1ν5∗ – <10−4 0.0003 – <10−4 0.0002

ν6∗ 0.010(6) 0.0033 0.0028 0.004(4) 0.0014 0.0012

Modes
CaOPh-3,4,5-F3

Exp. (Ã ) Harm. (Ã ) Anharm. VPT (Ã ) Exp. (B̃ ) Harm. (B̃ ) Anharm. VPT (B̃ )

0 0.918(9) 0.9732 – 0.958(39) 0.9875 –

ν1 0.005(7) <10−4 – – <10−4 –

ν1ν4∗ 0.030(5) <10−4 0.0069 0.018(28) <10−4 0.0031

ν6∗ 0.030(4) 0.0167 0.0099 0.017(27) 0.0076 0.0044

ν8 0.017(3) 0.0033 – 0.007(8) 0.0008 –

Modes
SrOPh

Exp. (Ã ) Harm. (Ã ) Anharm. VPT (Ã ) Exp. (B̃ ) Harm. (B̃ ) Anharm. VPT (B̃ )

0 0.888(11) 0.9325 – 0.872(13) 0.9497 –

ν2 0.015(9) <10−4 – 0.016(11) <10−4 –

ν3 0.097(7) 0.0564 – 0.112(9) 0.0416 –

Modes
SrOPh-3,4,5-F3

Exp. (Ã ) Harm. (Ã ) Anharm. VPT (Ã ) Exp. (B̃ ) Harm. (B̃ ) Anharm. VPT (B̃ )

0 0.929(14) 0.9477 – 0.924(7) 0.9621 –

ν2 0.010(10) <10−4 – 0.007(3) <10−4 –

ν3 – <10−4 – 0.017(5) <10−4 –

ν1ν3∗ 0.011(9) <10−4 0.0051 0.004(2) <10−4 0.0034

ν4∗ 0.050(6) 0.0422 0.0382 0.049(3) 0.0285 0.0256
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Table 6.3: Resolved vibrational modes for the ground states in the DLIF spectra (Figs.
6.2, 6.3, 6.8, 6.6 and 6.10). The values in the parentheses are statistical errors when fit-
ting resolved peaks with Gaussian functions. The theoretical harmonic frequencies (Harm.
freq.) and anharmonic frequencies (VPT freq.) are given for comparison. The harmonic
frequencies of combination or overtone bands are simply the sum of frequencies from indi-
vidual vibrational modes. The label * indicates the vibrational modes with observed Fermi
resonance coupling. All values are in units of cm−1.

CaOPh SrOPh

Vib. modes Exp. freq Harm. freq. VPT freq. Vib. modes Exp. freq Harm. freq. VPT freq.

ν2 59.8 (0.7) 61 60.0 ν2 54.4 (1.2) 56.4 54.5

ν3 240.9 (3.1) 246.5 241.0 ν3 235.5 (0.1) 240.5 238.6

ν2ν3* 294.6 (0.4) 307.5 295.6

ν4* 312.6 (0.1) 313.6 315.2

2ν4* 621.2 (1.3) 627.3 613.1

ν9* 630.3 (1.0) 630.5 628.7

CaOPh-3-F CaOPh-4-F

Vib. modes Exp. freq Harm. freq. VPT freq. Vib. modes Exp. freq Harm. freq. VPT freq.

ν1 54.4 (1.0) 58.8 53.8 ν2 52.9 (1.2) 57.4 55.3

ν5* 284.4 (0.4) 296.7 286.1 ν3 169.6 (0.7) 175.9 171.0

ν2ν3* 290.5 (0.4) 296.8 294.3 ν4 285.9 (0.1) 291.1 288.5

ν2ν4* 301.8 (0.5) 307.9 302.1 ν2ν4 346.3 (6.2) 348.5 343.8

ν1ν5* – 351.6 338.6

ν6* 355.3 (1.3) 359.2 358.4

CaOPh-3,4,5-F3 SrOPh-3,4,5-F3

Vib. modes Exp. freq Harm. freq. VPT freq. Vib. modes Exp. freq Harm. freq. VPT freq.

ν1 50.2 (0.8) 50.5 48.9 ν2 43.9 (1.1) 45.4 45.9

ν1ν4* 261.6 (0.3) 272.0 261.6 ν3 138.7 (0.9) 146.2 143.6

ν6* 269.8 (0.2) 271.6 271.2 ν1ν3* 183.1 (1.0) 190.5 187.3

ν8 309.4 (0.3) 314.7 313.4 ν4* 201.8 (0.1) 204 203.5
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Table 6.4: The frequencies and assignments of all observed vibrational peaks in the excitation
spectra of calcium phenoxides (Figs. 6.2, 6.4, 6.5 and 6.7). The theoretical frequencies
are ground-state VPT calcluations. Vibrational modes involved with the Fermi resonance
coupling are labeled with *. The uncertainties of observed frequency shifts are within 5
cm−1. All values are in units of cm−1.

CaOPh Ã← X̃ CaOPh B̃ ← X̃
Observed peak Freq. above Assigned VPT Observed peak Freq. above Assigned VPT

wavelength Ã (v=0) modes freq. wavelength B̃ (v=0) modes freq.
605.60 300.1 ν2ν3* 295.6 600.48 300.1 ν2ν3* 295.6
605.00 316.5 ν4* 315.2 599.88 316.8 ν4* 315.2
594.98 594.8 ν2ν3ν4* 657.4 590.08 593.6 ν2ν3ν4* 657.4
594.28 614.6 2ν4* 613.1 589.38 613.8 2ν4* 613.1
593.88 626.0 ν9* 628.7 588.98 625.3 ν9* 628.7

CaOPh-4-F Ã← X̃ CaOPh-4-F B̃ ← X̃
Observed peak Freq. above Assigned VPT Observed peak Freq. above Assigned VPT

wavelength Ã (v=0) modes freq. wavelength B̃ (v=0) modes freq.
604.80 286.4 ν4 288.5 603.15 172.7 ν3 171.0
602.65 345.4 ν1ν4 337.1 599.04 286.5 ν4 288.5
602.50 349.5 ν2ν4 343.8 596.89 346.6 ν2ν4 343.8
602.05 361.9 ν5 364.7 595.99 371.9 ν5 364.7
599.89 421.7 ν2ν5 420.6 594.25 421.0 ν2ν5 420.6
598.44 462.1 ν3ν4 457.9 592.80 462.2 ν3ν4 457.9

CaOPh-3-F Ã← X̃ CaOPh-3-F B̃ ← X̃
Observed peak Freq. above Assigned VPT Observed peak Freq. above Assigned VPT

wavelength Ã (v=0) modes freq. wavelength B̃ (v=0) modes freq.
602.32 289.5 ν5* 286.1 597.53 288.2 ν5* 286.1
602.15 294.2 ν2ν3* 294.3 597.37 292.7 ν2ν3* 294.3
601.65 308.0 ν2ν4* 302.1 596.87 306.7 ν2ν4* 302.1
600.37 343.4 ν1ν5* 338.6 595.49 345.5 ν1ν5* 338.6
600.17 349.0 ν1ν2ν3* 347.7 595.33 350.0 ν1ν2ν3* 347.7
599.93 355.7 ν6*/ν1ν2ν4* 358.4/354.2 595.09 356.8 ν6/ν1ν2ν4* 358.4/354.2

CaOPh-3,4,5-F3 Ã← X̃ CaOPh-3,4,5-F3 Ã← X̃
Observed peak Freq. above Assigned VPT Observed peak Freq. above Assigned VPT

wavelength Ã (v=0) modes freq. wavelength B̃ (v=0) modes freq.
599.49 253.7 ν5 254.8 601.69 49.8 ν1 48.9
599.09 264.9 ν1ν4* 261.1 594.49 251.1 ν5 254.8
598.79 273.2 ν6* 271.2 594.09 262.5 ν1ν4* 261.1
597.49 309.6 ν8 313.4 593.74 272.4 ν6* 271.2
595.79 357.3 ν2ν8* 366.0 593.19 288.0 2ν3 285.4
595.59 363.0 ν9* 357.4 592.44 309.3 ν8 313.4

590.84 355.0 ν2ν8* 366.0
590.59 362.2 ν9* 357.4
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Table 6.5: The frequencies and assignments of all observed vibrational peaks in the excita-
tion spectra of strontium phenoxides (Figs. 6.9 and 6.11). The theoretical frequencies are
ground-state VPT calcluations. The fundamental vibrational modes involved with the Fermi
resonance coupling (labeled with *) are given. The uncertainties of observed frequency shifts
are within 5 cm−1. The All values are in units of cm−1.

SrOPh Ã← X̃ SrOPh B̃ ← X̃
Observed peak Freq. above Assigned VPT Observed peak Freq. above Assigned VPT

wavelength Ã (v=0) modes freq. wavelength B̃ (v=0) modes freq.
667.06 58.2 ν2 54.5 653.74 58.3 ν2 54.5
659.05 240.4 ν3 238.6 645.98 242.0 ν3 238.6
656.55 298.2 ν2ν3 294.1 643.73 296.1 ν2ν3 294.1

SrOPh-3,4,5-F3 Ã← X̃ SrOPh-3,4,5-F3 B̃ ← X̃
Observed peak Freq. above Assigned VPT Observed peak Freq. above Assigned VPT

wavelength Ã (v=0) modes freq. wavelength B̃ (v=0) modes freq.
655.44 47.8 ν2 45.9 642.15 44.0 ν2 45.9
649.33 191.4 ν1ν3* 187.3 636.31 186.9 ν1ν3* 187.3
648.73 205.6 ν4* 203.5 635.61 204.2 ν4* 203.5

6.3 Analysis of anharmonic coupling strength and vibrational branch-

ing ratios

The strength of this coupling can be estimated from an intensity borrowing model in a molec-

ular system with effects of anharmonicity [183]. Following the convention, the anharmonic

vibrational Hamiltonian is expressed as

H
(X̃)
anh =

1

6

∑
i,j,k

(
∂3V (X̃)

∂Qi∂Qj∂Qk

)
0

QiQjQk + . . . , (6.1)

where the higher-order anharmonic terms in the vibrational potential energy in the X̃ state

(V (X̃)) are negelected. By rewriting the normal coordinates Qi, Qj and Qk with the anni-

hilation and creation operators for the vibration modes, e.g., Qi = 1√
2

(
â†i + âi

)
[184], the

Fermi resonance Hamiltonian affecting the combination mode νi +νj and fundamental mode

νk in the ground X̃ state can be expressed as:

H
(X̃)
FR,ij,k = ϕ

(X̃)
ij,k

(
â†i â

†
j âk + âiâj â

†
k

)
, (6.2)
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where ϕ
(X̃)
ij,k is the coupling strength. In the absence of the Fermi resonance (i.e. ϕ

(X̃)
ij,k = 0),

we assume the probability of decay from the excited state |e, ν ′ = 0⟩ to |X̃, ν ′′k ⟩ (denoted

as Ie0,Xνk) is appreciable, while decay to the combination mode |X̃, ν ′′i + ν ′′j ⟩ (denoted as

Ie0,Xνiνj) is negligible. As ϕ
(X̃)
ij,k ̸= 0, the extra and main line intensities can be presented as

I ′e0,Xνiνj
=
(
C

(X)
k,ij

)2
Ie0,gνk (6.3)

and

I ′e0,Xνk
=

[
1−

(
C

(X)
k,ij

)2]
Ie0,gνk , (6.4)

respectively, where the coefficient
(
C

(X)
k,ij

)2
is the ratio of the borrowed intensity. In ex-

periment, the ratio of the two intensities are measured, i.e., βk/ij = I ′e0,Xνk
/I ′e0,Xνiνj

=(
C

(X)
k,ij

)−2

− 1. Treating the case of only one combination mode mixing with the stretching

mode as a simple two level system, one can obtain

C
(X)
k,ij =

√√√√1

2

(
1−

∆ν
(0)
ij,k

∆ν ′ij,k

)
, (6.5)

and

ϕ
(X̃)
ij,k =

√
βk/ij

βk/ij + 1
∆ν ′ij,k, (6.6)

where ∆ν
(0)
ij,k is the unperturbed energy gap between the modes. Using this expression,

coupling strengths are extracted and shown in Table 1. In table 1, νi and νj are two low-

frequency out-of-plane bending modes. The combination band of νi + νj, FCF-inactive

mode under harmonic approximation, is likely to show up due to the intensity borrowing

from Fermi resonance coupling with the most-off diagonal decays to the stretching mode νk

based on the frequency spacing and symmetry. ∆ν
(0)
ij,k = |νk − νi − νj| is the unperturbed

frequency separation, and ∆νij,k = |νk − νiνj| are the predicted Fermi resonance doublets

(’None’ indicates no Fermi resonance for the mode νk). The difference of |∆ν(0)ij,k − ∆νij,k|

indicates the frequency shift due to Fermi resonance. All frequencies are calculated at the
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anharmonic-VPT level of theory. ∆ν ′ij,k is the measured frequency spacing between the

combination band and the stretching mode. βk/ij is the averaged measured peak intensity

ratio of the stretching mode to the combination band in Ã → X̃ and B̃ → X̃ transitions.

ϕ
(X̃)
ij,k is the estimated Fermi resonance coupling strength between the combination band and

the stretching mode in the ground state according to equation (6.6). Due to the complexity

of coupling between multiple vibrational bands, the coupling strength of CaOPh-3-F could

not be estimated from the measurement. For this comparison, though the unperturbed gap

∆ν
(0)
ij,k could be evaluated from the measurement (βk/ij and ∆ν ′ij,k) and the above equations,

we employ the calculated VPT frequencies for a straightforward comparison of calculated

and measured gaps.

Although Fermi resonance occurring between multiple vibrational modes (ν5, ν2 + ν3,

ν2 + ν4) is observed in CaOPh-3-F, evaluating the anharmonic coupling strengths between

these modes is challenging. This is due to the mismatch between the numbers of independent

elements and available observables: we represent the three-level system with a 3× 3 matrix,

containing six independent elements, but only have five observables (three frequencies and

two relative intensity ratios). Such mismatch results in non-unique solutions from the in-

tensity borrowing model, leading to significant uncertainties in the matrix elements. As a

result, the measurement of coupling coefficients of CaOPh-3-F is not available in Table 1.

The observed anharmonic couplings have substantial implications for the laser cooling of

these molecules. The presence of additional vibrational decay pathways requires the use of

additional repumping lasers to achieve efficient photon scattering [73, 176, 177]. Therefore,

it is crucial to design molecules that can minimize or avoid such resonant couplings. Several

such strategies for mitigating vibrational anharmonic coupling are readily apparent in these

molecules. First, the spacing of vibrational energy levels can be tailored to maintain sufficient

separation of harmonic states to avoid detrimental Fermi resonances. This can be achieved

via several approaches, such as substituting groups on the phenyl ring (e.g. CaOPh-4-F) or

altering the metal atom hosting the optical cycling center (e.g. SrOPh). For example, accord-

ing to theoretical calculations, it is anticipated that CaOPh-4-Cl, CaOPh-4-OH, SrOPh-3-F
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and SrOPh-3-OH will not exhibit Fermi resonance coupling between the stretching mode

and the bending mode combination band due to their large frequency spacings, as indicated

by values exceeding > 60 cm−1, (Table 6.7). Second, choosing molecules with higher sym-

metry may protect the stretching mode from mixing with other nearby combination modes,

as Fermi resonance only affects modes in the same symmetry.

As molecular size and complexity increase above the molecules studied here, the increased

density of vibrational states from the increasingly diverse molecular structure will pose chal-

lenges for the effectiveness of the mitigation methods discussed here. Selecting suitable

ligands with strong electron-withdrawing capability can offer a general suppression of Fermi

resonance and higher order couplings. For these molecules, as the orbital motion of the elec-

trons is highly separated from the vibrational degrees of freedom [33, 37], the anharmonic

effects induced by these molecular orbitals can be mitigated, therefore the couplings relative

to the most off-diagonal decays are suppressed.

6.3.1 Theoretical methods

All calculations in this subsection, done by Dr. Claire E. Dickerson from Prof. Anastasia

Alexandrova group, were performed at the PBE0-D3/def2-TZVPPD level of theory [185–

188] with a superfine grid in Gaussian16 [189]. An isosurface of 0.03 was used to generate

all molecular orbitals with the Multiwfn program [190]. Optimized geometries, vertical exci-

tation energies and frequencies were calculated with density functional theory (DFT)/time-

dependent DFT (TD-DFT) methods. Harmonic Franck Condon factors (FCFs) were ob-

tained using the harmonic approximation with Duschinsky rotations up to three quanta in

ezFCF [191]. Anharmonic frequencies and anharmonic-corrected FCFs were calculated with

vibrational perturbation theory (VPT) [192, 193] using PyV PTn [194, 195].

As seen in this work, anaharmonic coupling that leads to intensity-borrowing is missed

by the harmonic approximation. To predict Fermi resonances and anharmonic-corrected

FCFs, we use the numerical, matrix-form VPT as implemented in PyV PTn with the full

3N − 6 mode basis. Gaussian16 was used to obtain the quartic expansion of the normal
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Table 6.6: Ground state vibrational perturbation theory coupling matrices involving the
deperturbed frequencies in cm−1. α denotes a deperturbed frequency shift

CaOPh

ν4 ν2ν3 ν9 2ν4 ν2ν3ν4

ν4 311.052 -7.999 ν9 624.025 -7.162 -1.06

ν2ν3 -7.999 299.719 2ν4 -7.162 628.079α -11.313

ν2ν3ν4 -1.06 -11.313 653.769

CaOPh-3-F

ν5 ν2ν3 ν2ν4 ν6 ν1ν5 ν1ν2ν4

ν5 291.107 -2.821 -6.298 ν6 357.272 -3.441 -0.509

ν2ν3 -2.821 292.892 -1.356 ν1ν5 -3.441 342.542 -6.298

ν2ν4 -6.298 -1.356 298.489 ν1ν2ν4 -0.509 -6.298 351.191

CaOPh-3,4,5-F3 SrOPh-3,4,5-F3

ν6 ν1ν4 ν4 ν1ν3

ν6 267.266 4.704 ν4 201.611 5.207

ν1ν4 4.704 265.535 ν1ν3 5.207 189.229

mode potentials by evaluating the first and second derivatives of the Hessian at the PBE0-

D3/def2-TZVPPD level of theory. A wavefunction threshold of 0.3 and energy threshold of

500 cm−1was used for identifying degenerate subspaces, based on past investigations of these

thresholds [196].

Since VPT coupling matrices are sensitive to small changes in the diagonal energies, and

diagonal energies are based on the quality of the original Hamiltonian initial inputs of har-

monic frequencies and quartic expansions, some frequencies were shifted up to 7 cm−1based

on experimental evidence, as done in past work [197, 198]. For CaOPh, the 2ν4 diagonal

perturbed anharmonic frequency was shifted 2ν4+6.8 cm−1. This shift is incorporated in the

resulting coupling matrices in Table 6.6, whose diagonalized matrices gave the corrected fre-

quencies and coefficients used for anharmonic FCFs. For CaOPh-3-F, the original harmonic

ν6 was shifted by ν6− 2 cm−1, but no deperturbed anharmonic frequencies were shifted. For

all other molecules, no shifts were made.
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Table 6.7: Theoretical VPT frequencies of all vibrational modes for the ground state of all
molecules. All vibrational modes are ordered with increasing frequency for easy comparison
between molecules. All units are in cm−1.
Vib. modes CaOPh CaOPh-4-F CaOPh-3-F CaOPh-3,4,5-F3 SrOPh SrOPh-3,4,5-F3

ν1 58.6 48.6 53.8 48.9 52.4 45.7
ν2 60.0 55.3 57.9 49.6 54.5 45.9
ν3 241.0 171.0 234.5 142.7 238.6 143.6
ν4 315.2 288.5 242.3 217.2 241.8 203.5
ν5 417.1 364.7 291.1 254.8 420.4 219.1
ν6 445.5 375.1 357.3 271.2 445.7 254.3
ν7 518.3 428.4 460.3 276.1 524.3 275.9
ν8 622.1 467.0 500.7 313.4 602.8 309.8
ν9 628.7 517.4 519.2 358.6 622.7 355.4
ν10 698.8 554.5 622.2 356.9 703.8 361.1
ν11 768.2 645.8 632.1 492.3 764.3 486.9
ν12 819.0 713.8 691.4 514.4 813.0 514.2
ν13 888.8 762.4 766.0 579.5 879.3 580.5
ν14 890.9 795.7 790.6 653.1 879.9 653.6
ν15 962.7 844.9 853.8 646.5 952.9 646.2
ν16 977.8 3275.4 859.7 675.5 944.1 654.4
ν17 998.3 915.1 958.4 716.9 996.6 730.7
ν18 1033.4 938.2 983.7 807.6 1033.7 803.6
ν19 1078.1 1008.0 1007.2 827.7 1076.2 826.9
ν20 1158.4 1091.9 1077.6 845.2 1157.2 854.7
ν21 1166.7 1151.6 1141.5 1008.6 1165.2 1007.7
ν22 1289.4 1233.8 1175.4 1064.8 1288.1 1062.6
ν23 1324.7 1267.1 1266.8 1164.5 1320.4 1188.7
ν24 1324.6 1297.9 1332.5 1188.2 1324.6 1183.6
ν25 1460.9 1332.5 1346.5 1244.9 1460.8 1243.1
ν26 1504.3 1429.5 1464.3 1308.8 1500.4 1308.8
ν27 1595.3 1515.1 1499.3 1424.7 1594.2 1427.5
ν28 1535.1 1614.0 1601.1 1461.4 1619.3 1460.1
ν29 3024.0 1630.0 1633.5 1537.4 3014.7 1535.6
ν30 3051.5 3057.2 3060.9 1529.8 3049.0 1599.1
ν31 2999.3 3062.1 3074.7 1649.0 3050.3 1648.9
ν32 3031.8 3090.1 3079.6 3090.8 3031.9 3087.6
ν33 3087.4 3082.2 3100.0 3102.9 3084.5 3094.6
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Table 6.8: The predicted molecules without Fermi resonance coupling for the most-off diago-
nal stretching mode νk. All units are in cm−1. Notes: νi and νj are two low-frequency out-of–

plane bending modes, while νj is the most-off diagonal stretching mode.∆ν
(0)
ij,k = |νk−νi−νj|

is the unperturbed frequency spacing. The large splitting can mitigate the Fermi resonance
coupling between the combinational band νiνj and the stretching mode νk, as shown in Table
1. All frequencies are calculated at the ground-state anharmonic-VPT level of theory.

Species νi νj νk ∆ν
(0)
ij,k

CaOPh-4-Cl 43.7 (B1, ν1) 142.6 (B1, ν3) 263.0 (A1, ν4) 76.7

CaOPh-4-OH 54.6 (A′′, ν1) 172.1 (A′′, ν3) 291.9 (A′, ν4) 65.2

SrOPh-3-F 48.4 (A′, ν1) 53.7 (A′′, ν2) 224.8 (A′, ν3) 122.7

SrOPh-3-OH 48.1 (A′, ν1) 50.8 (A′′, ν2) 228.0 (A′, ν3) 129.1

6.3.2 Anharmonic Franck-Condon Factors

We adopt the same method used in Ref. [198] to include anharmonic corrections based on

harmonic FCFs.

Anharmonic vibrational eigenstates are given by:

|χ′′⟩ =
∑
j

c′′j
∣∣Φ′′

j

〉
(6.7)

where c′′j are the eigenstates from the diagonalized VPT coupling matrices (see Table 6.6)

and
∣∣Φ′′

j

〉
represents the zeroth-order state basis used in VPT.

Anharmonic FCFs are calculated as a transition form some initial state, j, to final state,

k, as:

|⟨χ′|χ′′⟩|2 =

∣∣∣∣∣∑
j,k

c′kc
′′
j ⟨Φ′

k

∣∣Φ′′
j

〉∣∣∣∣∣
2

(6.8)

We approximate the zeroth-order wavefunctions used in VPT are approximately the har-

monic normal mode wavefunctions, |Φ⟩ ≈ |Φh⟩. This is expected to be a good approximation

because |Φ⟩ are from the deperturbed VPT calculations, which makes other state contribu-

tions small compared to the leading term in the expansion. The matrix is then diagonalized

to get obtain full state mixing contributions which are incorporated via the mixing coeffi-
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cients, |c|2. This gives the revised equation, below:

|⟨χ′|χ′′⟩|2 =

∣∣∣∣∣∑
j,k

c′kc
′′
j ⟨Φ′

h,k

∣∣Φ′′
h,j

〉∣∣∣∣∣
2

(6.9)

Since our excited-state molecule is at its vibrational ground state, we can approximate the

initial state as one eigenstate, |χ′′⟩ ≈
∣∣Φ′′

h,j

〉
, so that the FC factor arising from the zeroth-

order excited state only involves a single overlap integral between two harmonic states, which

is computed analytically in ezFCF:

∣∣∣∣∣∑
j

c′′j ⟨Φ′
k

∣∣Φ′′
j

〉∣∣∣∣∣
2

=
∣∣⟨Φ′

k

∣∣Φ′′
j

〉∣∣2 (6.10)

Using these approximations, anharmonic-corrected FCFs, which we report in Table 6.2,

are built using harmonic wavefunctions (|ϕh⟩) as a basis and mixing coefficients (c′k) obtained

from VPT, using the final equation below:

∣∣⟨χ′|χ′′⟩|2 ≈ |c′k|2|⟨Φ′
h,k

∣∣Φ′′
h,j

〉∣∣2 (6.11)

6.3.3 Error analysis of vibrational branching ratios

All peaks observed in the DLIF spectra were fitted with the Gaussian function and the peak

areas were extracted to estimate the respective vibrational branching ratios (VBRs) [38].

The corresponding statistical uncertainty is calculated with the following formula

Si = Ii/

p∑
j=0

Ij (6.12)
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Table 6.9: Summary of systematic errors in estimating the vibrational branching ratios.

Instrument Signal Unobserved Diagonal Total

response drifting peaks excitations error

1% 1% 3% 0.5% 4%

∆Si =

√√√√ p∑
j=0

(
∂Si

∂Ij

)2

∆I2j

=
1

S

√√√√(1− 2Si)∆I2i + S2
i

p∑
j=0

∆I2j ,

(6.13)

where Si and ∆Si are the VBR and VBR uncertainty of each observed vibrational peak

i. p is the number of all observed peaks. Ii and ∆Ii are the intensity (or area) and intensity

uncertainty of peak i from the Gaussian fitting. S =
∑p

j=0 Ij is the total intensity of all

observed vibrational decays. The VBR results are summarized in Table 6.2.

The systematic error sources are mainly from the unobserved vibrational decays, signal

drifting in the measurement, spectrometer response of the fluorescence detection and the

diagonal excitations, as discussed in previous work[38]. For simplicity, the updated errors

are summarized in Table 6.9.

The PMT may be saturated if the fluorescence signal is too strong, especially during the

detection of diagonal decay signals. This saturation can lead to a decrease in the measured

signal strength and lower diagonal VBRs. To address this issue, the DLIF scan is repeated

at different excitation powers. The off-diagonal decays are measured from scans with high

excitation power, while the diagonal decay signal strength is restored by scaling the scans

with low excitation power. The scaling factors are determined by the average ratios of

the off-diagonal peak strengths measured in both scans. This scaling method is applied

when significant discrepancies in VBRs are observed between scans. The scaling process can

introduce larger uncertainties in the diagonal VBRs compared to the off-diagonal VBRs, as
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shown in the table, due to larger relative uncertainties in the intensities of the off-diagonal

decays obtained under weak excitation.

6.4 Conclusion

In summary, we have studied Fermi resonance coupling of calcium and strontium phenoxides

and their derivatives, employing high-resolution dispersed laser-induced fluorescence and ex-

citation spectroscopy. Fermi resonance phenomena were observed in the ground and excited

states for CaOPh, CaOPh-3-F, CaOPh-3,4,5-F3, and SrOPh-3,4,5-F3 molecules. This reso-

nance led to intensity borrowing, particularly in vibrational combination bands consisting of

two low-frequency bending modes close in energy to a stretching mode. The Fermi resonance

effect was absent in CaOPh-4-F and SrOPh due to large frequency differences between the

combination band and the stretching modes. While Fermi resonance does not significantly

alter vibrational branching ratios, it does require additional repumping lasers for effective

optical cycling. Several strategies were presented to minimize the impact of Fermi resonance

in phenoxide-related molecules, including ligand substitutions and changes in metal atoms.

These findings help to provide a roadmap for the design and engineering of ever-larger and

more intricate molecular systems with enhanced optical cycling properties for advancing

quantum information science.
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CHAPTER 7

Bottom-up approach to scalable growth of molecules

capable of optical cycling

Quantum information processing (QIP) has been explored in a wide variety of physical

platforms, such as superconducting circuits [199], semiconductor spins [200], ultracold neutral

atoms [201] and trapped ions [202]. Two major challenges to achieving quantum processing

are fidelity and scalability. Among them, molecules offer some unique advantages, including

long coherence times, large dipole moments and rich internal degrees of freedom [12]. In

particular, molecules containing optical cycling centers (OCCs) [13, 33, 127, 128], which allow

repeated absorption and emission of photons without changing the quantum states, enable

direct laser cooling [176, 177, 203], and high-fidelity quantum state detection [204, 205].

These features are essential for preparing and measuring qubits, the basic units of QIP.

One possible way to implement QIP with scaled molecules is to use optical tweezer ar-

rays, which can trap and manipulate individual molecules with laser beams [201, 206]. This

approach has been successfully demonstrated with ultracold atoms [207, 208], and recently

extended to laser-cooled molecules [209, 210]. A specific proposal for a scalable QIP plat-

form based on optical tweezer arrays is to use CaOCH3 molecules [26], where qubit states are

encoded in the long-lived rotational levels and gate operations are performed by microwave

pulses. The expected gate errors are at the 10−3 level, which is close to the fault-tolerant

threshold [211]. However, optical tweezer arrays for ultracold molecules are technically diffi-

cult, as they require sophisticated laser systems and precise control of molecular interactions.

An alternative method to scale up molecular qubits without the need for laser cooling and

optical trapping is to couple them with a surface. As theoretically proposed previously [173],
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Figure 7.1: Molecular structures of functionalized adamantane and its derivatives as well as
the schematic molecular array on the diamond surface. M = Ca or Sr.

the quantum functional group of SrO moiety, bound on a diamond or cubic-BN surface with

large scalability, can act as a localized qubit to preserve photon cycling properties for high-

fidelity quantum state measurement. The advantage of this approach is that it avoids the

complexity of free-space manipulation of molecules, and instead relies on the robustness and

tunability of surface chemistry and solid-state devices.

The surface functionalization represents a particular form of molecular functionalization,

which has been theoretically proposed [13, 33, 127, 128, 140, 141, 164–166, 169–171] and

experimentally demonstrated [37, 38, 152, 178] to potentially bring optical cycling properties

to large molecules. As we explore scaling the size of functionalized molecules, we gain

insights into how such optical properties may evolve, approaching the ideal scenario achieved

through surface binding. However, this scaling raises significant questions: How do molecular

size and the complexity of vibrational modes influence optical cycling properties? And,

importantly, can optical cycling centers in larger molecules circumvent disruptions from non-

Born-Oppenheimer effects, including the Jahn-Teller effect [28] and Fermi resonance [212]?

These questions underscore the intricate balance between enhancing molecular capabilities

for quantum information processing and navigating the challenges presented by increased

molecular complexity. To understand these questions, in this chapter, we investigate the

feasibility of implementing surface-bound OCC by functionalizing the adamantane molecule,

a subunit of diamond, with MO-Ph (M = Ca or Sr, Ph=phenyl) units as a model system. As
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shown in Figure 7.1, the para position of MOPh is substituted with ligands CH3, C(CH3)3,

adamantane, diadamantane and diamond. Using the dispersed laser-induced fluorescence

(DLIF) spectrosocpy, we measured the diagonal vibrational branching fractions (VBFs, the

probability that spontaneous decay occurs on the 0-0 transition) of the SrO-adamantane to

be around 0.8. To enhance the optical cycling properties [33, 37], an electron-withdrawing

phenyl group (-Ph-) is inserted to form a Ca/SrOPh-adamantane molecule, which results in

better diagonal VBFs for Ca/SrOPh-adamantanes.

7.1 Experiment procedure

Two different methods are used for the synthesis of the molecules listed in the scheme.

To produce MO-Ad molecules, ≈ 5g of 1-adamantanol, serving as the ligand precursor,

was heated to approximately 95 ◦C in a reservoir to produce vapor. The vapor was then

introduced into the cryogenic buffer gas cell (running at 20-25K) using helium carrier gas

at a flow rate of approximately 0.2 sccm. By ablating the Sr/Ca metal target in the cell,

meta-stable Sr/Ca atoms were produced and reacted with the vaporized ligands to synthesize

the molecules with OCC. On the other hand, due to the limited amount of the ligands (a

few grams of 4-(adamantan-1-yl)phenol for MOPh-Ad and approximately 70 mg of phenol-

diadamantane for each MOPh-diAd, respectively), the aforementioned method is not suitable

for the synthesis and detection of MOPh-Ad and MOPh-diAd. Hence, we mixed the ligand

precursors with the dihydride of the metal (SrH2 or CaH2, powder) and silver powder (serves

as the binder) in a mass ratio of mligand : mMH2 : mAg ≈ 1 : 1 : 3 and then pressed the mixture

into an ablation target. In practice, as the ablation of the composite target in the cell can

easily vaporize these ligand precursors with high melting points (estimated to be over 150◦C

for Phenol-Ad and Phenol-diAd), we found that this method can effectively integrate the

ligands into the reaction.

For the carrier gas loading method, the ablation pulse energy ≈ 6 mJ is used, and the

gas line is heated to > 120 ◦C to prevent the vapor from freezing in the line. The number

density of the ligand precursors in the cell is ≈ 1012 − 1013 cm−3. The reaction products
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were cooled by collision with neon buffer gas of density ≈ 1015 − 1016 cm−3. Conversely, for

loading through ablation of mixed targets, a higher ablation energy (15− 20 mJ) is essential

for observing the vibrational decays with VBR > 10−3.

About 0.7 − 2 ms delay after the ablation, the cooled molecules were then optically

pumped to the excited states by a tunable, pulsed dye laser (10 Hz, LiopStar-E dye laser,

linewidth 0.04 cm−1 at 620 nm). These molecular electronic transitions were identified by

scanning the frequencies of the pulsed dye laser (PDL) and detecting the fluorescence signal

on resonance with a photo-multiplier tube (PMT) coupled with a grating monochromator[38].

To measure the vibrational branching ratios via DLIF spectra, the 0-0 electronic transitions

were driven with PDL, and the fluorescence signals were dispersed by the monochromator

and then imaged onto an intensified charge-coupled device camera (ICCD). Here, the delay

time was set to maximize the fluorescence signal strength, which depends mostly on the

experiment configuration, such as buffer gas flow rate (typical setting is ≈ 20 sccm) and the

molecular species. Longer delay time is preferred if any peaks of molecular decays overlap

with nearby atomic lines in the spectra.

In experiment, DLIF spectra of the decays from the lowest two electronic excited states

for the molecules MO-adamantane , MOPh-4-(adamantan-1-yl) , MOPh-4-(diadamantan-2-

yl) and MOPh-4-(diadamantan-4-yl) are recorded in the scheme shown in Figure 7.4 and

7.5. For simplicity, these molecules can be denoted as MO-Ad, MOPh-Ad, MOPh-diAd2,

and MOPh-diAd4, respectively. The method of searching for these excited states can be

found in the supporting information of previous work[38]. The fluorescence from the excited

states was collected via an imaging system into a model 2035 McPherson monochromator

equipped with a 1200 lines/mm grating. An Andor i334T intensified charge-coupled device

camera (ICCD) is used to record the dispersed spectra, with its gate time set to ≈ 20− 170

ns after the laser pulse for capturing the fluorescence signal right after the excitation (pulse

duration ≈ 20 ns) while precluding signals of the PDL and ambient light. The entrance slit

width was set at ≈ 0.10mm, resulting in a resolution of ≈ 10 cm−1 in the spectra.
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7.2 DLIF spectra of Ca/SrOPh-4-CH3 and Ca/SrOPh-4-C(CH3)3

Figure 7.2: DLIF spectra of the SrOPh-CH3 and SrOPh-C(CH3)3.

Figure 7.2(a) presents the dispersed spectrum for the Ã → X̃ transition of SrOPh-CH3

at an excitation wavelength of 671.35 nm. The peak at the origin, labeled as 00
0, represents

the non-vibration-changing diagonal decay (Ã, ν = n′ → X̃, ν = n′′). It is primarily from

ground state 0′ → 0′′ decay, with minor contributions (< 1%) from higher vibrational levels

n′ → n′′(n > 0) decays due to hot band excitations[37]. The strongest vibration-changing off-

diagonal decay is observed at -227 cm−1, corresponding to the theoretical harmonic frequency

of the lowest Sr-O and ring stretching mode ν5 = 227 cm−1. The spectra of the SrOPh-

CH3 B̃ − X̃ transitions were also studied, see Fig. 7.2(b). The spectral line doublet at

approximately 200 cm−1 indicates the Fermi resonance between the 51 and 2141 modes in

the ground state [212], which is also observed in the Ã − X̃ spectra shown in Fig. 7.2(a).

Fig. 7.2(c) is SrOPh-C(CH3)3, which shows a similar decay pattern. Besides the diagonal

decay at the origin, the most prominent off-diagonal decay is observed at -189 cm−1, which

is attributed to the lowest-frequency Sr-O stretching mode ν5 = 189 cm−1. Other Sr-O

stretching modes, such as ν6=212 cm−1, ν10 = 325 cm−1, ν13=372 cm−1and ν18 = 544

cm−1and ν21=709 cm−1, are observed at shifts of -218 cm−1, -321 cm−1, -363 cm−1, -538

cm−1and -694 cm−1, respectively. The presence of additional vibrational decays is likely due
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to the flexible structure of the t-butyl moiety.

Figure 7.3: DLIF spectra of the CaOPh-CH3 and CaOPh-C(CH3)3.

The DLIF spectra of Ã/B̃− X̃ transitions for the CaOPh-CH3 and CaOPh-C(CH3)3 are

shown in Fig. 7.3 (a-d), where most of the observed VBRs of the off-diagonal decays match

well with the theoretical prediction indicated by blue sticks. On the other hand, due to the

contamination in the chemical, the background signals from CaOH and CaOCH3 with relative

intensity around 10−2 − 10−3 were observed, which are recognized by the comparison to the

data reported in Ref.[213–215] as well as the broader line shapes (FWHM = 20 − 40cm−1)

compared to the lines that can be well assigned to the CaOPh-CH3 and CaOPh-C(CH3)3

transitions. The Calcium 616 and 657nm lines were also observed due to the ablation of the

Ca/CaH2 targets.

7.3 DLIF from the lowest excited states of the molecules with

adamantane ligands

The DLIF spectra of MO-Ad, MOPh-Ad, MOPh-diAd2 and MOPh-diAd4 from are shown in

Figure 7.4. Figure 7.4 (a) displays the CaO-Ad A2E1/2−X2A1 DLIF spectrum at excitation

of 633.5nm. As there is a strong Jahn-Teller effects between the two Ã states and the two

degenerate bending modes (ν1 and ν2) [28], many of the vibrational decays observed in the
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spectra come with a side band structure corresponding to the transition in the bending modes

(20
1). In Figure 7.4(b), the SrO-Ad Ã2E1/2 → X̃2A1 transition is driven at 692.1 nm, and

the diagonal decay, Ã2E1/20
0 − X̃2A100, is labeled as 00

0. The origin is set at the 00
0 peak’s

center. Decays from the Ã2E3/20
0 state to the X̃2A151 and X̃2A100 states, labeled with ◦ at

75cm−1 and -195cm−1, respectively, are observed in the spectrum due to the collision-induced

excitation [37]. Decays from the excited bending mode in the excited state Ã2E1/22
1 (21

0,

21
05

0
1) are also observed at 54cm−1 and -216cm−1, respectively.

Figure 7.4 (c), (e) and (g) present the spectra for CaOPh-Ad, CaOPh-diAd2 and CaOPh-

diAd4, respectively, originating from the Ã state with excitations at 618 nm and 617.7

nm. The calcium 616.2 and 657nm lines are observed and labeled with ∗ in these spectra.

Comparing to the spectra of the strontium species, more off-diagonal vibrational decays are

observed in the calcium ones. The doublet at approximately −190 cm−1 in Figure 7.4 (b)

indicates the presence of Fermi resonance between the 61 and 3151 states in the CaOPh-Ad.

On the other hand, in Figure 7.4 (c), the doublet at −190 cm−1 is due to the overlap of the

A60
1 and A70

1 lines, as the intensity ratios of both of the lines are in good agreement with the

theoretical prediction. The peak at +58cm−1 on the blue side of the 00
0 peak is the 21

0 decays

of Ã2E1/2 → X̃2A1. For the peaks on the red side of the 00
0 peak, the strontium atomic

transitions of 707nm (3S1 → 3P2) and 710nm (5s12p, 1P1 → 5s6s, 1S0), labeled with the +

signs, are observed at -310cm−1 and -366cm−1, respectively. Similarly, the rest of the peaks

correspond to the off-diagonal decays of the Ã2E1/2 → X̃2A1 transition, with the final states

assigned and labeled according to the theoretical results plotted with the blue vertical lines.

Figure 7.4 (d) shows the spectrum of SrOPh-Ad Ã → X̃ excited at 671.3nm. Only

three off-diagonal vibrational decays from the A state are observed: 60
1 at 154 cm−1, 20

15
0
1 at

170 cm−1 and 110
1 at 327 cm−1. The 20

15
0
1 decay borrow its line intensity from the 60

1 line

due to the Fermi resonance [212]. Figure 7.4 (f) and (h) are the DLIF spectrum of Ã→ X̃

transition of SrOPh-diAd2 and SrOPh-diAd4, respectively. Fermi resonance is also observed

in the both molecules, as the 60
1 lines in the both molecule are split into two and three lines,

respectively. The lines labeled with “+” signs are the strontium 679 nm, 689 nm, 707nm and
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710nm atomic lines, which are produced from the ablation of the SrH2 in the pressed target.

The spectra are cut off at −800cm−1, because the camera sensor quantum efficiency in the

range of λ > 710nm is too low to distinguish the fluorescence signals from the background

noise.

7.4 DLIF from the second lowest excited states of the molecules

with adamantane ligands

To further verify the experiment results and the line assignments in the adamantanes with

SrO/CaO units in the previous section, we measured the DLIF for the transitions from the

second lowest excited levels of these molecules, see Figure 7.5. Similar to previous works

[37, 38], all the spectra shown in Figure 7.5 come with the lines from the lowest excited

levels that are labeled in orange. These lines are likely due to the collisional relaxation or

the non-Born-Oppenheimer effects between the vibrational and electronic states. Figure 7.5

(a) shows that the Ã2E3/2 − X̃2A1 spectrum of the CaO-Ad molecule also contains many

off-diagonal decays with the transition in bending mode, displaying the Jahn-Teller (JT)

interaction between the electronic and bending states. The interaction strength is estimated

to be around 100−101 cm−1 according to the results of CaOCH3, another C3v symmetry type

molecule in which the electronic and vibrational states of the E symmetry are mixed by the

linear JT terms [62]. Figure 7.5 (b) is the Ã2E3/2− X̃2A1 spectrum of the SrO-Ad molecule.

As the spin-orbit effect of the Ã state in the SrO-Ad (≈ 260 cm−1) is much stronger than

that in the CaO-Ad (≈ 70 cm−1), the mixing due to the JT effect is relatively weaker and

hence less decays with bending mode transition 20
1 were observed.

Figure 7.5 (c-h) are the B̃−X̃ spectra of all the other phenol-adamantane species studied

in this work. In general, the frequencies of observed vibrational modes in these molecules

match very well with the corresponding results from Ã−X̃ scans, and the differences between

the two separate measurements do not exceed the systematic uncertainty induced by the

spectrometer and ICCD camera (≈ 3 cm−1). The measured frequencies of the fundamental
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Figure 7.4: DLIF spectra of the Ã→ X̃ transitions of MOAd, MOPh-Ad, MOPh-diAd2 and
MOPh-diAd4.
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Figure 7.5: DLIF spectra of the B̃ → X̃ transitions of MOAd, MOPh-Ad, MOPh-diAd2 and
MOPh-diAd4.
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Vib.
Modes

CaO-
Adamantane Vib.

Modes

SrO-
Adamantane Vib.

Modes

CaOPh-4-
(Adamantan-1-yl) Vib.

Modes

SrOPh-4-
(Adamantan-1-yl)

Exp. Theo. Exp. Theo. Exp. Theo. Exp. Theo.
21 57(7) 53 21 51(5) 75 21 41(4) 43 51 128(4) 128
51 272(6) 280 31 208(4) 205 31 49(4) 54 61 155(4) 160
111 460(8) 456 41 288(8) 297 61 198(4) 200 111 329(4) 333
161 653(8) 664 61 332(6) 336 111 368(4) 374
171 741(6) 760 91 430(4) 427 191 471(4) 476

Vib.
Modes

CaOPh-4-
(diAdamantan-4-yl)181 783(5) 801 111 457(7) 473 221 632(4) 643

261 964(6) 961 141 634(4) 644 371 887(4) 912 Exp. Theo.
291 1021(6) 1012 171 731(4) 742 21 39(3) 39
341 1112(6) 1114 261 952(3) 975

Vib.
Modes

CaOPh-4-
(diAdamantan-2-yl)

31 47(4) 52
381 1192(6) 1189 291 998(3) 1015 61 178(3) 183
461 1328(6) 1330 381 1170(3) 1206 Exp. Theo. 121 349(4) 362
521 1374(6) 1374 21 28(4) 31 231 527(5) 526

Vib.
Modes

SrOPh-4-
(diAdamantan-4-yl)

61 177(4) 180 301 659(5) 666

Vib.
Modes

SrOPh-4-
(diAdamantan-2-yl)

71 193(4) 196 401 892(3) 889
Exp. Theo. 101 307(3) 314 421 907(3) 912

Exp. Theo. 21 31(4) 33 121 358(6) 365 861 1315(4) 1352
61 141(4) 149 61 145(3) 148 211 442(5) 452
101 293(4) 300 111 312(3) 318 251 614(4) 626
121 330(4) 337 231 512(9) 518 271 631(4) 643

291 644(3) 655 421 886(5) 910

Table 7.1: The observed and calculated frequencies of the resolved fundamental vibrational
modes in the electronic ground states of all the molecular species involved in this work (unit:
cm −1).

modes are calculated from the average values of the observations from the Ã− X̃ and B̃− X̃

scans, and their uncertainties are evaluated from the differences in the observations and the

aforementioned uncertainty of the experimental setup, see Table. 7.1.

The spectra of decaying from the second lowest excited states agree well with the afore-

mentioned results in the aspects of the vibrational mode frequencies and the positions of the

atomic lines. In order to compare to the theoretical calculation for the vibrational branching

ratios, we fitted the lines observed in all the aforementioned spectra with the Voigt line shapes

and obtained the intensity ratios, with all the experimental and theoretical results shown

in Fig. 7.6. In general, the experiment agrees well with the theory, except the vibrational

decays induced from the Fermi resonance (e.g., the 40
2 line in the SrOPh-diAd spectra) and

the Jahn-Teller effect (e.g., the lines with 20
1 vibrational transition in the CaOAd spectra).

7.5 Measured VBRs and transition energies of all phenoxide molecules

Fig. 7.6 visually illustrates the intensity ratios of the observed decay channels of the phe-

noxide molecules. Generally, the experimental results align well with theoretical predictions,
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Figure 7.6: Theoretical and experimental results for the intensity ratios of all observed
vibrational decays of molecules studied in this work. Each molecule has both Ã → X̃ and
B̃ → X̃ transitions. The colored bars indicate the theoretical values while the empty squares
show the experimental ratios extracted from the peak areas. Errors are statistical standard
errors.
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with some exceptions for overtone or combination modes related to Fermi resonance cou-

pling, which eludes the harmonic approximation calculations. Most molecules exhibit only

two or three significant vibrational decays with intensities above 10−2, and major decays

have intensity ratios between 10−3 and 10−2, demonstrating little variation despite the in-

crease in substituent size. According to the calculation results in Table 7.2, the sum of VBRs

for the undetected vibrational decays with low VBR is approximately 0.3− 5%, suggesting

that OCCs could scatter about 20− 300 photons if all the measured vibrational transitions

are addressed during repumping. Molecules with the -C(CH3)3 substituent exhibit a greater

number of vibrational decays, likely due to their flexible structures. The Sr-containing

molecules show fewer vibrational decays compared to those containing Ca, indicating that

heavier metal atoms may dampen the vibrational motions. Across all molecules, the pro-

nounced vibrational decays originate from the low-frequency metal-oxygen stretching modes.

To investigate the influence of substituent size and complexity on OCC, we analyzed the tran-

sition energies and intensity ratios of diagonal vibrational decays, as depicted in Fig. 7.7.

Figs. 7.7(a)-(b) reveal that the transition energies of CaOPh and SrOPh are approximately

40 cm−1higher than those of their derivatives, a discrepancy due to the electron-donating

nature of hydrocarbon ligands, in contrast to the strong electron-withdrawing characteristics

of groups like -F or -CF3 [37, 38]. The minimal variation in transition energies, remaining

within 10cm−1for all derivatives, underscores a consistent electronic structure across different

substituents. Projecting this pattern forward, we anticipate that the transition energies for

substituents of larger diamondoids and bulk diamonds will remain close. This invariance of

the transition energy towards the ligand in the diamonoid series makes it easy to identify

the excitation transition in MOPh-diamond complexes.

Figs. 7.7(c)-(d) illustrate the scaled intensity ratios of the diagonal vibrational decay for

Ca- and Sr-containing molecules, respectively. For Ca derivatives, the experimental ratios

were observed to range ≈ 0.88 − 0.94, consistently lower than the theoretical predictions.

A discernible trend in the theoretical VBRs was observed, with a decrease observed from

CaOPh to CaOPh-Ad, followed by an increase with larger diamondoids. Experimentally, the
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Figure 7.7: (a)-(b) Measured excitation energies of Ã → X̃ and B̃ → X̃ transitions for
all molecules studied in this work. (c)-(d) Theoretical and experimental intensity ratios of
the diagonal transitions for all molecules. The values of CaOPh and SrOPh are taken from
Refs.[37, 38, 212].
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ratios for smaller ligands are 0.93 in both transitions, while larger diamondoid substituents

exhibit ratios at a range of 0.88-0.92. Interestingly, larger diamondoid substituents appeared

to have negligible impact on the diagonal decay ratios. For Sr-containing molecules, the

experimental ratio range is broader, spanning from 0.85 to 0.95. The distribution appears

more random, showing no discernible trends with increasing ligand size.

7.6 Uncertainty analysis

All observed peaks in DLIF spectra are fitted with the Voigt function in PGopher, with line

intensities estimated from the areas under these fitted curves. The statistical uncertainties

of the fitting parameters are estimated with the covariance matrix. The Jacobian conversion

from wavelength and frequency is performed as a correction to the calculation of line inten-

sities [216]. In addition, as the spectra were taken in a wide wavelength range (610-750nm)

while the ICCD sensor quantum efficiency (QE) curve, > 40% in range of 600-615nm, drops

to below 20% as wavelength > 710nm (the QE data was provided by the vendor, Oxford

Instrument - Andor Technology), the scaling with the inverse of quantum efficiency is there-

fore applied to the line intensity calculation. The two corrections, denoted as ∆J and ∆QE,

respectively, are calculated from the differences between the intensity ratios before and after

the scaling. The corrections can be larger than the statistical uncertainties, hence we listed

these correction terms for the diagonal VBFs in the table 7.5, for comparison.

The unobserved peaks which contribute to the VBRs can lead to system uncertainties

[37], as the true VBRs depend on contributions of all possible decay pathways. Due to the

limitations of the measurement sensitivity and the detection window, only a few vibrational

decays have been observed for each transition. Compared to a complete description of

vibrational decays obtained from calculated FCFs, all unobserved vibrational decays are

therefore a source of the systematic uncertainty, which is estimated by [37]:

S ′
0 =

S
(c)
0∑p

i=0
S
(c)
i +

∑N
i=p+1

Ti

C

, (7.1)
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Final
state

CaO-Adamantane Final
state

SrO-Adamantane
Exp.(A) Cal.(A) Exp.(B) Cal.(B) Exp.(A) Cal.(A) Exp.(B) Cal.(B)

0 0.8772+0.0024
−0.0011 0.9239 0.612+0.004

−0.002 0 0.811+0.013
−0.002 0.8922 0.773+0.017

−0.004 0.8886
21 0.0087(4) < 10−4 0.2272(22) 21 0.0052(15) 0.0348 0.0311(35) 0.0003
22 0.0004(1) 0.0014 0.0040(9) 1121 0.0019(1) 0.0004 0.0007(1) 0.0004
51 0.0731(7) 0.0535 0.0601(5) 31 0.1411(9) 0.0572 0.0855(21) 0.0573

2151 0.0013(1) < 10−4 0.0247(3) 2131 0.0030(2) 0.0034 < 10−4

111 0.0055(2) 0.0043 0.0043(5) 41 0.0008(1) 0.0001 0.0192(13) 0.0001
21111 < 10−4 0.0020(1) 61 0.0018(3) < 10−4 0.0006(1) < 10−4

52 0.0023(2) 0.0014 0.0042(4) 32 0.0093(3) 0.0016 0.0056(8) 0.0016
2152 < 10−4 0.0008(1) 91 0.0011(1) < 10−4 < 10−4

161 0.0082(2) 0.0060 0.0125(5) 111 0.0039(3) 0.0023 0.0076(12) 0.0023
21161 < 10−4 0.0032(2) 3141 < 10−4 0.0077(2) < 10−4

171 0.0045(4) 0.0019 0.0061(5) 141 0.0045(5) 0.0023 0.0086(3) 0.0023
181 0.0010(1) 0.0009 0.0016(5) 31111 0.0010(1) 0.0001 0.0084(14) 0.0001

21171 < 10−4 0.0025(6) 171 0.0014(1) 0.0006 0.0027(4) 0.0006
21181 < 10−4 0.0005(1) 21171 < 10−4 0.0005(1) < 10−4

51161 0.0007(1) 0.0003 0.0010(1) 31141 0.0003 0.0007(1) 0.0001
261 0.0007(1) 0.0004 0.0011(1) 32111 < 10−4 0.0003(1) < 10−4

291 0.0020(3) 0.0009 0.0017(1) 261 0.0005 0.0011(1) 0.0001
21291 0.0003(1) < 10−4 291 0.0005 0.0010(1) 0.0002
341 0.0003(1) 0.0001 381 0.0036 0.0034(3) 0.0020
381 0.0076(3) 0.0033 0.0147(5)

21381 0.0005(1) < 10−4 0.0052(2)
461 0.0015(1) 0.0002 0.0021(2)
521 0.0003(1) < 10−4 0.0009(2)

51381 0.0015(1) 0.0002 0.0028(2)
Final
state

CaOPh-4-(Adamantan-1-yl) Final
state

SrOPh-4-(Adamantan-1-yl)
Exp.(A) Cal.(A) Exp.(B) Cal.(B) Exp.(A) Cal.(A) Exp.(B) Cal.(B)

0 0.881+0.041
−0.006 0.9330 0.901+0.023

−0.003 0.9532 0 0.911+0.018
−0.001 0.9150 0.902+0.012

−0.002 0.9387
21 0.0041(4) < 10−4 < 10−4 51 0.001 0.0023(7) 0.0006
31 0.0003 0.0041(5) 0.0007 61 0.0379(13) 0.0502 0.0361(7) 0.0374

1121 0.0029(3) 0.0003 < 10−4 2151 0.0142(7) < 10−4 0.0124(5) < 10−4

1131 < 10−4 0.0028(3) 0.004 111 0.0172(7) 0.0160 0.0341(9) 0.0126
3151 0.0026(3) 0.0017 < 10−4

61 0.0300(24) 0.0202 0.0276(17) 0.0126
111 0.0246(18) 0.0157 0.0311(12) 0.0101
191 0.0018(4) 0.0012 0.0020(5) 0.0008
221 0.0038(3) 0.0020 0.0031(2) 0.0021
371 0.0047(4) 0.0019 0.0033(2) 0.0012

Table 7.2: The intensity ratios of all observed vibrational decays of all molecules with di-
amondoid substituents. The errors indicate the combined statistical uncertainties from the
Voigt fits, sensor quantum efficiency, Jacobian correction and unmeasured lines. The theo-
retical VBRs are also added for comparison.

where p is the number of observed vibrational decays, Ti is the theoretical VBRs, C =

1
p+1

∑p
i=0

Ti

S
(c)
i

is a scaling factor, and S
(c)
i = Si + ∆J,i + ∆QE,i denotes the intensity ratios

with corrections. For a straight forward comparison between the scaled VBFs, S ′
i, and the

intensity ratios, S
(c)
i , we denote their differences as δu,i = S ′

i − S
(c)
i . The values of δu for the
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Final
state

CaOPh-4-(diAdamantan-2-yl) Final
state

CaOPh-4-(diAdamantan-4-yl)
Exp.(A) Cal.(A) Exp.(B) Cal.(B) Exp.(A) Cal.(A) Exp.(B) Cal.(B)

0 0.882+0.004
−0.002 0.9342 0.902+0.020

−0.003 0.9564 0 0.877+0.008
−0.003 0.9491 0.912+0.009

−0.003 0.9616
12 0.0048(7) 0.0051 0.0008 21 0.0032(3) < 10−4 < 10−4

21 0.0001 0.0121(18) < 10−4 31 0.0009(3) 0.0020 0.0034(10) 0.0023
1131 0.0018(2) 0.0015 < 10−4 1131 0.0012 0.0051(11) 0.0009
32 0.0068(13) 0.0008 0.0157(7) < 10−4 22 0.0210(10) < 10−4 0.0162(5) 0.0005
61 0.0362(6) 0.0126 0.0164(10) 0.0083 2131 0.0092(8) 0.0005 < 10−4

71 0.0123(4) 0.0093 0.0093(7) 0.0058 61 0.0339(14) 0.0190 0.0198(5) 0.0117
101 0.0039(2) 0.0038 0.0026 121 0.0329(9) 0.0180 0.0285(5) 0.0115
121 0.0326(7) 0.0171 0.0143(6) 0.0113 231 0.0048(2) 0.0022 0.0014(2) 0.0016
6171 0.0014(4) 0.0002 0.0001 301 0.0035(2) 0.0016 0.0017(3) 0.0017
211 0.0053(2) 0.0027 0.0050(7) 0.0019 401 0.0022(3) 0.0003 0.0013(2) 0.0003

61121 0.0031(2) 0.0003 0.0001 421 0.0016(2) 0.0018 0.0011
251 0.0010(2) 0.0004 0.0004 31421 0.0012(6) < 10−4 < 10−4

271 0.0020(2) 0.0016 0.0028(6) 0.0016 861 0.0015 0.0012(3) 0.0009
421 0.0027(4) 0.0020 0.0013

Final
state

SrOPh-4-(diAdamantan-2-yl) Final
state

SrOPh-4-(diAdamantan-4-yl)
Exp.(A) Cal.(A) Exp.(B) Cal.(B) Exp.(A) Cal.(A) Exp.(B) Cal.(B)

0 0.907+0.022
−0.001 0.8682 0.852+0.050

−0.013 0.8542 0 0.931+0.008
−0.002 0.9196 0.886+0.018

−0.010 0.9368
61 0.0243(7) 0.0440 0.0245+0.0016

−0.0007 0.0312 21 0.0080(9) < 10−4 < 10−4

42 0.0246(7) < 10−4 0.0243+0.0015
−0.0007 0.0014 22 0.0002 0.0139(21) 0.0002

101 0.0106(5) 0.0100 0.0074 2151 0.0040(12) < 10−4 < 10−4

121 0.0097(7) 0.0075 0.0430+0.0029
−0.0016 0.0057 61 0.0159(8) 0.0490 0.0165(17) 0.0367

42 0.0132(9) < 10−4 0.0183(31) < 10−4

2161 < 10−4 0.0040(10) < 10−4

111 0.0164(8) 0.0197 0.029(8) 0.0151
231 0.0016(3) 0.0015 0.0143(9) 0.0014
291 0.0024(9) 0.0016 < 10−4

Table 7.3: (continued from the Table 7.2)
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Final
state

CaOPh-4-CH3 Final
state

SrOPh-4-CH3

Exp. (A) Cal. (A) Exp. (B) Cal. (B) Exp. (A) Cal. (A) Exp. (B) Cal. (B)
0 0.9350(23) 0.9562 0.9369(20) 0.9718 0 0.9442(65) 0.9269 0.885(7) 0.9438
21 < 10−4 0.0013(4) < 10−4 2141 0.0008(1) < 10−4 0.0038(3) < 10−4

32 < 10−4 0.0033(3) 0.0001 51 0.0353(5) 0.0571 0.0698(11) 0.0423
41 < 10−4 0.0078(14) < 10−4 42 0.0008(1) < 10−4 0.0158(6) < 10−4

2241 < 10−4 0.0007(1) < 10−4 52 0.0014(1) 0.0016 0.0009(2) < 10−4

51 0.0437(12) 0.0325 0.0356(11) 0.0202 4171 0.00018(4) < 10−4 0.0008
61 0.0028(3) < 10−4 0.0016(3) < 10−4 111 0.0044(2) 0.0037 0.0080(2) 0.0037

2161 0.0028(1) < 10−4 < 10−4 141 0.0005(1) 0.0007 0.0013(1) 0.0009
111 0.0053(3) 0.0047 0.0017(2) 0.0042 171 0.0015(1) 0.0017 0.0019(1) 0.0012
52 0.0020(2) 0.00063 0.0009(1) 0.0003
141 0.0005(1) 0.00052 0.0026(1) 0.0009

61111 < 10−4 0.0019(1) < 10−4

171 0.0031(3) 0.002 0.0023(2) 0.0012
281 0.0029(1) 0.0018 0.0019(1) 0.0008

Final
state

CaOPh-4-C(CH3)3 Final
state

SrOPh-4-C(CH3)3
Exp. (A) Cal. (A) Exp. (B) Cal. (B) Exp. (A) Cal. (A) Exp. (B) Cal. (B)

0 0.9288(12) 0.9159 0.9489(18) 0.9711 0 0.9329(98) 0.9200 0.8876(102) 0.9431
11 < 10−4 0.0014(1) < 10−4 11 < 10−4 0.0019(3) < 10−4

21 0.0026(7) < 10−4 0.0054(10) 0.0001 32 < 10−4 0.0039(3) < 10−4

12 0.0043(6) < 10−4 < 10−4 51 0.0387(7) 0.0481 0.0654(22) 0.0357
51 0.0042(5) 0.001 0.0029(6) 0.0007 61 0.0042(2) 0.0053 0.0057(5) 0.0036
71 0.0252(7) 0.0205 0.0211(8) 0.0133 101 0.0019(1) 0.0017 0.0044(24) 0.0014
91 0.0010(3) 0.0006 0.0009(2) 0.0005 131 0.0034(1) 0.0070 0.0067(5) 0.0060
101 0.0015(1) 0.0014 0.0015(1) 0.0009 52 0.0042(1) 0.0012 0.0055(4) 0.0006

21101 0.0010(2) 0.0001 < 10−4 51101 0.0005(1) 0.0001 < 10−4

131 0.0088(2) 0.0104 0.0080(2) 0.007 181 0.0016(5) 0.0021 0.0020
21151 0.00047(3) 0.0011 < 10−4 211 0.0007(1) 0.0010 0.0029(3) 0.0011
181 0.0031(1) 0.0026 0.0027(1) 0.0024 241 0.0005(1) 0.0003 0.0003

18112 0.00052(4) < 10−4 < 10−4 261 0.0012(1) 0.0016 0.0020(3) 0.0011
211 0.0014(4) 0.0009 0.0020(2) 0.0013 431 0.0018 0.0030(1) 0.0012
261 0.0024(1) 0.0018 0.0021(1) 0.0011
431 0.00217(5) 0.0016 0.00228(5) 0.0007

Table 7.4: The vibrational branching ratios of all observed vibrational decays of MOPh-CH3

and MOPh-C(CH3)3 molecules. The errors indicate the combined statistical uncertainties
from the Voigt fits, sensor quantum efficiency, Jacobian correction and unmeasured lines.
The theoretical VBRs are also added for comparison.
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Molecule Ca-O-Adamantane Sr-O-Adamantane
CaOPh-4-

(Adamantan-1-yl)
SrOPh-4-

(Adamantan-1-yl)
Transition A2E1/2 −X A2E3/2 −X A2E1/2 −X A2E3/2 −X A−X B −X A−X B −X

0-0 Intensity
ratios (S0)

0.8947 0.6350 0.8510 0.8277 0.9293 0.9308 0.9341 0.9200

Curve fitting
uncertainty(δS0)

0.0010 0.0020 0.0015 0.0036 0.0025 0.0018 0.0011 0.0010

Jacobian
correction (∆J)

-0.0058 -0.0076 -0.0048 -0.0174 -0.0028 -0.0027 -0.0018 -0.0023

Sensitivity
correction (∆QE)

-0.0094 -0.0222 -0.0128 -0.0206 -0.0046 -0.0041 -0.0032 -0.0038

Systematic uncertainty
from unobserved

decays (δu)
-0.0021 -0.0128 -0.0045 -0.0170 -0.0414 -0.0227 -0.0178 -0.0119

Scaled diagonal VBFs
S ′
0 = S0 + ∆J + ∆QE + δu

0.8773 0.6116 0.8112 0.7726 0.8805 0.9015 0.9114 0.9020

Lower estimates
of scaled VBFs (S ′′

0 )
0.8772 0.6110 0.8102 0.7705 0.8752 0.8990 0.9113 0.9002

Upper error bar√
(δS0)2 + δ2u

0.0024 0.0036 0.0129 0.0174 0.0415 0.0228 0.0178 0.0120

Lower error bar√
(δS0)2 + (S ′

0 − S ′′
0 )2

0.0011 0.0021 0.0019 0.0042 0.0060 0.0031 0.0012 0.0021

Molecule
CaOPh-4-

(diAdamantan-2-yl)
CaOPh-4-

(diAdamantan-4-yl)
SrOPh-4-

(diAdamantan-2-yl)
SrOPh-4-

(diAdamantan-4-yl)
Transition A−X B −X A−X B −X A−X B −X A−X B −X

0-0 Intensity
ratios (S0)

0.8947 0.9270 0.8903 0.9243 0.9339 0.9098 0.9413 0.9079

Curve fitting
uncertainty(δS0)

0.0018 0.0022 0.0030 0.0031 0.0009 0.0015 0.0021 0.0082

Jacobian
correction (∆J)

-0.0034 -0.0018 -0.0032 -0.0023 -0.0017 -0.0027 -0.0016 -0.0028

Sensitivity
correction (∆QE)

-0.0057 -0.0026 -0.0025 -0.0013 -0.0030 -0.0044 -0.0017 -0.0030

Systematic uncertainty
from unobserved

decays (δu)
-0.0034 -0.0202 -0.0078 -0.0084 -0.0219 -0.0504 -0.0074 -0.0159

Scaled diagonal VBFs
S ′
0 = S0 + ∆J + ∆QE + δu

0.8822 0.9023 0.8768 0.9123 0.9072 0.8524 0.9306 0.8862

Lower estimates
of scaled VBFs (S ′′

0 )
0.8821 0.8998 0.8762 0.9117 0.9069 0.8397 0.9299 0.8817

Upper error bar√
(δS0)2 + δ2u

0.0038 0.0203 0.0084 0.0089 0.0220 0.0504 0.0077 0.0180

Lower error bar√
(δS0)2 + (S ′

0 − S ′′
0 )2

0.0018 0.0034 0.0031 0.0032 0.0010 0.0128 0.0023 0.0096

Table 7.5: Measured intensity ratios and scaled VBRs of the diagonal 0-0 decay of all
molecules. The scaling process considering contributions of unobserved vibrational decays is
detailed in the section of error analysis of VBRs.

diagonal peaks can be found in Table. 7.5. As S
(c)
0 is always greater than S ′

0, it is regarded

as the estimates for the upper bound of the actual diagonal VBRs, and S ′
0 is the reported

value for the diagonal VBFs in this work. To estimate the lower bound of the VBFs, S ′′
0 ,

we choose a smaller scaling factor C ′ = C − δC to replace C in Eq. 7.1, where δC is the

166



uncertainty of the scaling factor, i.e.,

δC =

√√√√ p∑
i=0

(
∂C

∂S
(c)
i

δS
(c)
i

)2

+

(
∂C

∂p
× 1

)2

≈

√√√√ p∑
i=0

T 2
i

(
δS

(c)
i

(p+ 1)S
(c)
i

)2

+

(
1− C
p+ 1

)2

,

(7.2)

here, in the last step of Eq.7.2 we replaced the summation with an integral, i.e.

p∑
i=0

f(i) ≈
∫ p+1

0

f(x)dx, (7.3)

and assumed that f(p+ 1) = Tp+1

S
(c)
p+1

≈ 1. δS
(c)
i is the uncertainty of S

(c)
i :

δS
(c)
i =

√√√√ p∑
j=0

(
∂S

(c)
i

∂I
(c)
j

)2 (
∆I

(c)
j

)2

=
1

S

√√√√(1− 2S
(c)
i )(∆I

(c)
i )2 + S2

i

p∑
j=0

(
∆I

(c)
j

)2
,

(7.4)

where the I
(c)
i are the line intensities corrected with the quantum efficiency and Jacobian

terms, and S
(c)
i are, practically, calculated accordingly with I

(c)
i :

S
(c)
i =

I
(c)
i∑p

j=0 I
(c)
j

. (7.5)

7.7 Discussion

Our investigations into the dispersed laser-induced fluorescence (DLIF) spectra of the A-X

transitions in strontium phenol-adamantanes reveal that the diagonal vibrational branching

fractions exceed 90%. This significant finding demonstrates that the surface-bound OCCs

are capable of scattering multiple photons using just a single pumping laser. Notably, the vi-

brational decays observed correspond predominantly to a limited number of stretching and
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bending modes. This suggests that achieving vibrational cooling for these surface-bound

OCCs could be efficiently managed with a minimal set of repumping lasers. Furthermore,

the constrained rotational degrees of freedom allow for rotational cooling through straightfor-

ward pumping of the P-branch transitions the rotational cooling can be achieved by simply

pumping the P-branch transitions K → K − 1 of the surface bound OCCs, where K is the

projection quantum number of the rotational angular momentum onto an axis perpendicular

to the surface. These experimental insights collectively suggest that cooling surface-bound

OCCs to their ground state could be accomplished with only a few lasers, marking a signif-

icant step forward in the practical deployment of OCCs in quantum technologies.

Beyond their encouraging optical cycling properties, surface-bound OCCs exhibit another

advantage for QIP: multiple quantum degrees of freedom. For example, in the X̃ state, due

to the spin-rotational and spin-spin interactions, one can create qubit states with the spin

states (S or I) and couple them to the rotational states K for quantum error corrections

[217]. The hyperfine qubits can be obtained by selecting a different metal atom for the OCC,

such as 171Yb and 133Ba. These potential quantum applications of the surface bound OCCs

open new avenues for quantum manipulation and storage, allow the development of large-

scale quantum computers that significantly surpass current capabilities in terms of qubit

numbers by several orders of magnitude.

7.8 Conclusion

In summary, we we functionalized Ca/SrOPh molecules using ligands ranging in size from

1 to 187 amu, calculated and measured their VBRs, and directly explored the potential for

optical cycling and quantum manipulation of surface-bound OCCs in quantum information

processing. Calculation and measurements have shown that the diagonal VBRs of most

of these molecules remain > 0.85, whereas the number of off-diagonal vibrational decays

(VBR> 10−4) does not systematically increase with the size of the molecule or the number

of potential vibrational states of the molecule. Additionally, such results are indicative of

the powerful coupled optical cycling transitions that are nearly size and ligand complexity-
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independent, suggesting the possibility that only a minimal number of lasers may be needed

for vibrational repumping of surface-bounded OCCs. Furthermore, the multiple quantum

degrees of freedom of these molecules could be useful in quantum information processing and

storage. By coupling spin states with rotational states, surface-bound OCCs can be used

for quantum error corrections, with the potential to create hyperfine qubits using different

metal atoms. This feature may allow the development of large-scale quantum computers on

surface that significantly surpass current capabilities in terms of qubit numbers by several

orders of magnitude.
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CHAPTER 8

The Non-Born-Oppenheimer effects: a challenge for

optical cycling in molecules with OCCs

The optical cycling property in large organic molecules with OCCs has already been investi-

gated in multiple studies [13, 33, 37, 38, 152]. In the last chapter, we showed that the optical

cycling properties of the OCC-functionalized molecules are not systematically affected by

the size of the ligands, which indicates that the molecular orbitals localized on the OCCs

are highly decoupled from the molecular structural complexity. This gives rise to a series

of questions: are all the molecular orbitals localized on the OCCs (X̃, Ã, B̃, C̃, ...) suitable

for optical cycling? If yes, what criteria should guide the choice of optical cycling transi-

tions? If not, what challenges arise when addressing the optical cycling transitions with

these molecular orbitals?

In addition, as the symmetries and dipole strengths of these states are different, the

transition probabilities and selection rules for the rotational cycling transitions are also

different. CaOPh, for example, is a C2v type molecule. Its molecular orbitals, represented

with the terms of the irreducible representations of the C2v point group symmetry, are

X̃2A1, Ã
2B2, B̃

2B1, C̃
2A1, and so on. The rotational cycling transitions of the asymmetric

top molecules can be categorized into a-, b-, and c-type transitions based on the symmetries of

the initial and final molecular states [24]. We noticed that, because of the spin-orbit coupling

between the Ã2B2 and B̃2B1 states, the two states are mixed, and the C2v symmetries in

these two states are broken. For simplicity, the two excited states with broken symmetry are

denoted as Ã and B̃, and we can see that the rotational ground states of the excited states

|Ã/B̃,NKaKc = 000⟩ can decay to both the |X̃2A1, NKaKc = 111, 110⟩ states via b- and c-type
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Figure 8.1: The HOMO and lowest few molecular orbitals of the MOPh-X type molecules

rotational transitions, respectively. Assuming that the oscillator strengths of the Ã− X̃ and

B̃− X̃ transitions are similar, the branching ratios of the two rotational decay pathways are

approximately equal to the mixing ratios of the Ã2B2 and B̃2B1 states. Hence, addressing

both the b- and c-type rotational cycling transitions is necessary for achieving the rotational

closure if the following three conditions are met: (i) the molecule is an asymmetric top, (ii)

either the Ã or B̃ state is involved in the cycling scheme, and (iii) the spin-orbit coupling

effect between the Ã and B̃ states can not be ignored.

Conversely, if the C̃2A1 and X̃2A1 states are selected for the cycling, only one rotational

cycling transition needs to be addressed. This is because the molecular symmetries of both

the ground and excited states remain unaffected by the spin-orbit coupling effect. To be

specific, we need to address only an a-type rotational cycling transition (|C̃2A1, NKaKc =

000⟩ ↔ |X̃2A1, NKaKc = 101⟩) for each of the vibrational repumps. This indicates that

selecting suitable initial and final states for the optical cycling transitions can simplify both

the vibrational and rotational complexities in the scheme.

To understand these questions and search for the best scheme for laser cooling of large

aromatic molecules, it is straightforward to start with the C̃ state of the molecules with

Ca-O or Sr-O units as the OCCs, as (i) the C̃ level is more promising for the rotational

cycling, and (ii) it is close to the Ã/B̃ levels we have studied in the previous few chapters,

and no significant change to our current experimental setup is needed for the signal detection

and measurement. With the experiment scheme similar to previous works, we found that,
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though the diagonal VBRs of the C̃ − X̃ transitions of the molecules are better than those

of the Ã/B̃ − X̃ transitions, the C̃ states can couple strongly with the ro-vibrational states

of the Ã/B̃ states via the non-BO effects, and the effectiveness for the optical cycling with

the C̃ states is therefore significantly impaired.

8.1 The DLIF spectra of multiple molecules

In this section, we will present the DLIF spectra of DLIF spectra of the Ca/SrOPh-X

molecules, where X=H, Cl, F and 3, 4, 5-F3 to further investigate the effectiveness of dif-

ferent excited states for optical cycling schemes. By comparing the spectral features and

signal intensities of different molecules with varying ligands and excited states, we aim to

gain insights into the optimal conditions for efficient laser cooling of large aromatic molecules.

8.1.1 Ca/SrOPh C̃-X̃ DLIF spectra

Figure 8.2: (a) CaOPh C̃-X̃ DLIF spectrum. (b) SrOPh C̃-X̃ DLIF spectrum.

Fig. 8.2 shows the C̃-X̃ DLIF spectra of the calcium and strontium phenoxide. Here,

we noticed that there are a few great relaxation peaks of decaying via the lower excited

states, Ã/B̃ states, which were presumably populated through the non-BO coupling with

the C̃ state and/or the collisional relaxation. On the other hand, in the SrOPh case, such

relaxation to the lower excited states is relatively lower compared to the CaOPh, indicated

by the lower relative intensity strength of these relaxation peaks. Both spectra show that
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the intensity ratios of the decays from the C̃ state to the stretching mode in the ground state

are around 3− 5%, indicating that the diagonal VBRs of the C̃ states of the Ca/SrOPh are

higher than those of their Ã/B̃ states.

8.1.2 CaOPh-4-Cl DLIF spectra

Figure 8.3: CaOPh-4-Cl DLIF spectra

Fig. 8.3 shows the C̃-X̃, Ã-X̃, and B̃-X̃ DLIF spectra of CaOPh-4-Cl. Since the calcula-

tions of the mode frequencies for molecules other than Ca/SrOPh were not completed at the

time of writing this chapter, we can only briefly discuss the diagonal vibrational branching

ratios based on the DLIF spectra. In general, there are multiple off-diagonal decay channels

observed in the Ã-X̃, and B̃-X̃ DLIF spectra (Fig. 8.3(b, c), while only the decay to the

stretching mode was observed for the C̃-X̃ transition. The strong C̃− Ã/B̃− X̃ peaks in the

range of -1600 cm−1− -1000 cm−1in Fig. 8.3(a) indicate that there are significant non-BO

effects present in the vibrational coupling of different electronic states. These effects can lead

to additional complexity in the optical cycling scheme, potentially reducing the efficiency of

laser cooling.

8.1.3 SrOPh-4-Cl DLIF spectra

Fig. 8.4 shows the C̃-X̃, Ã-X̃, and B̃-X̃ DLIF spectra of SrOPh-4-Cl. We noticed the

signal from the Ã2Π1/2− X̃2Σ transitions of the SrCl, which is at around 662 nm. Similarly,

we observed multiple off-diagonal decay channels in the Ã − X̃ and B̃ − X̃ DLIF spectra

of SrOPh-4-Cl, as shown in Fig 8.4(b, c), while only two off-diagonal decay channels were
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Figure 8.4: SrOPh-4-Cl DLIF spectra

observed for the C̃-X̃ transition, indicated by the lines at≈ −200 cm−1and at≈ −250 cm−1in

Fig 8.4(a). The sharp line at ≈ −50 cm−1in Fig 8.4(a) is an artifact caused by the reading

error of the camera. The presence of strong non-adiabatic effects in the vibrational coupling

of different electronic states could impact the laser cooling efficiency of SrOPh-4-Cl. Based

on the relative intensity displayed by the DLIF spectra, for molecules decaying from the C̃

state directly to the ground state, only around 1-2 percent of these molecules experience

vibrational transitions. However, if we consider the full relaxation pathway involving the

Ã/B̃ states, the overall diagonal vibrational branching ratios from the C̃ state may decrease

to roughly 20− 30%.

8.1.4 CaOPh-4-F DLIF spectra

Figure 8.5: CaOPh-4-F DLIF spectra

Next, we change the substituent from chlorine to fluorine to see if the molecular mass can

affect such a strong relaxation feature. The C̃-X̃, Ã-X̃, and B̃-X̃ DLIF spectra of CaOPh-

4-F are displayed in Fig. 8.5. Similarly, there are several off-diagonal decay channels in the

Ã− X̃ and B̃ − X̃ DLIF spectra of CaOPh-4-F indicated by the line features in Fig. 8.5(b,
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c), while only two off-diagonal decays of the C̃ state were observed in Fig. 8.5(a). The

relaxation features in the range of -2000 cm−1 to -1000 cm−1 in the C̃-X̃ DLIF spectra of

CaOPh-4-F remain very strong, and the relationship between these relaxation features and

the mass of the ligand is still uncertain.

8.1.5 SrOPh-4-F DLIF spectra

Figure 8.6: SrOPh-4-F DLIF spectra

The C̃-X̃, Ã-X̃, and B̃-X̃ DLIF spectra of SrOPh-4-F are shown in Fig. 8.6. The

spectrum shown in Fig. 8.6(a) contains the lines from the two Ã-X̃ transitions of the SrF

at 652nm and 664nm, which are observed at −900 cm−1and −1230 cm−1, respectively. The

broad line feature at −400 cm−1is indicating the Ã2Π1/2(ν
′)− X̃2Σ(ν ′′ = ν ′− 1) off-diagonal

transition of the SrF, which is inferred by the SrF vibrational constant ωe ≈ 500 cm−1. The

SrF fluorescence signal of Ã2Π1/2(ν
′) − X̃2Σ(ν ′′ = ν ′ + 1) transition was also observed in

the Ã-X̃ DLIF spectra shown in Fig. 8.6(b), indicated by the peak at −350 cm−1. These

spectra are all very similar to those introduced in the previous few subsections, indicating

that the relaxation feature is a problem that we should consider for the C̃-X̃ transitions of

all the phenoxide molecules.

8.1.6 CaOPh-3, 4, 5-F3 C-X DLIF spectrum

Fig. 8.7 is the C-X DLIF spectra of the CaOPh-3, 4, 5-F3 molecule. The relaxation peaks

are having higher relative intensity comparing to the aforementioned molecules (roughly 90

% of the molecules decay to the ground state indirectly), indicating a possible enhancement
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Figure 8.7: CaOPh-3, 4, 5-F3 C-X DLIF spectra

in the non-adiabatic effects in the vibrational coupling of different electronic states. The

multiple off-diagonal decay channels indicated by the feature in the range of -2000cm−1-

-800 cm−1corresponding to the Ã − X̃ and B̃ − X̃ transitions of CaOPh-3, 4, 5-F3 suggest

a complex relaxation pathway for this molecule.

The complexity of the relaxation line features require further investigation to fully un-

derstand the implications on the optical cycling of these molecules. To address this issue, we

are working on the experiment under different schemes and trying to figure out whether the

vibrational coupling of different electronic states can provide insights into potential strate-

gies to mitigate the impact of non-adiabatic effects. One explanation is that, because of the

non-BO effect, the spin-orbit coupling effect mix the vibrational states of different electronic

states, especially when the these states are close to each other in energy:

⟨Ã, ν ′A|HSO|C̃, ν ′C = 0⟩ ≠ 0, (8.1)

⟨B̃, ν ′B|HSO|C̃, ν ′C = 0⟩ ≠ 0. (8.2)
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Figure 8.8: Additional experiments for exploring the relaxation mechanism. (a): SrOPh-4-Cl
C̃−Ã−X̃ signal in different buffer gas flow rate. (b). SrOPh-4-Cl C̃−Ã−X̃ signal measured
with different gate delay times of the camera. (c). The SrOPh B̃ − Ã − X̃ DLIF spectra
measured in cell (orange) and in beam (blue).

Under such circumstance, the energy level mixing between different electronic states can

lead to the complex relaxation pathways observed in the DLIF spectra. In addition, as the

molecular orbital of the C̃ state contains more d -type atomic orbitals, the dipole transition

strength of the C̃ − X̃ transition may be much weaker compared to the Ã− X̃ and B̃ − X̃

transitions, which could contribute to the observed differences in the relaxation features.

8.2 Exploring the mechanism of the “relaxation”

To further understand the mechanism of the ”relaxation” observed in the DLIF spectra of

the phenoxide molecules, we conducted additional experiments as shown in Fig. 8.8. Figure

8.8(a) illustrates the variation of the SrOPh-4-Cl C̃ − Ã − X̃ signal with the buffer gas

flow rate, revealing a dependence that may indicate the role of collisional processes in the

relaxation dynamics. Generally, higher flow rate indicates higher collision rate and lower

molecular temperature, and we noticed that such a relaxation signal strength was weaken

when the buffer gas flow rate increased, which may indicate that lower molecular temperature

may help suppressing such a “relaxation” process. In Fig. 8.8(b), the SrOPh-4-Cl C̃−Ã−X̃

signal is plotted against the gate delay of the pulsed dye laser, showing a slight trend that

suggests a possible temporal aspect to the relaxation process. That is, as the delay time set
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to be less than 1.3 ms, the longer decay time we set, the weaker the relaxation feature we

observed. On the other hand, the relaxation feature is pretty consistent as the gate delay set

to be over 1.3 ms. This further indicates that such a “relaxation” process has relationship

with the temperature of the molecules.

However, it remains uncertain whether there are multiple factors that can influence the

relaxation process. To address this, we conducted measurements of the SrOPh B̃ − X̃

DLIF spectra both within the cell and in the molecular beam, as depicted in Figure 8.8(c).

Typically, the molecules in the beam have lower temperatures, and we observed that the

B̃ − Ã − X̃ relaxation signal strength is less than that of the measurement in the beam.

This suggests that lower molecular temperatures may indeed reduce the relaxation process.

In addition, as the collision rate of the molecules in the beam is several orders of magnitude

lower than that within the cell, the impact of collisions on the relaxation process may be

negligible in the beam measurement. The relaxation peak shown in the beam measurement

indicates that the collision, the factor believed to lead to the relaxation in our previous

works [37, 38], is not the only mechanism that leads to the relaxation. Multiple factors

are likely involved in influencing the relaxation process observed in the DLIF spectra, such

as temperature, collisions, and non-BO coupling effects. To understand the full picture

of the relaxation mechanism in the phenoxide molecules, future studies, such as the DLIF

measurement on the deuterated phenoxides (e.g., SrOPh-d5) in cell and in beam and some

detailed theoretical calculations, would be necessary.

8.3 Discussion

8.3.1 Difficulties in the optical cycling with the C states

Based on the C̃ − X̃ DLIF spectra shown in Fig. 8.2-8.7, we can clearly observe some

challenges associated with optical cycling with the C̃ states. For example, the coupling

between the vibrational states of the Ã/B̃ states and the C̃ states through the non-BO

effects can significantly impair the effectiveness of the optical cycling, which leads to a
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complex spectral diagram and broadened line shapes (≈ 20− 30 cm−1) in the C̃ − Ã/B̃− X̃

lines. If we consider the problem with the intensity borrowing model, that is, the C̃−Ã/B̃−X̃

lines borrow their intensity from the C̃− X̃ line, such a coupling should happen between the

|C̃, ν ′ = 0⟩ state and multiple vibrational excited states of the lower electronic states nearby.

This strong coupling behavior can result in a higher demand for laser cooling operations,

which thus necessitates the repumps addressing the rotational states of both Ã/B̃ and C̃

molecular states. More specifically, the coupling between |C̃, ν ′ = 0⟩ and |Ã/B̃, ν ′′⟩ states

can introduce undesired complexity in the vibrational cycling scheme, thereby increasing the

difficulty of optical cycling.

8.3.2 Non-BO coupling between the vibrational states belonging to different

electronic states

To understand the non-BO effects, here we simplify the non-BO coupling problem with a

simple three-level quantum system, where the C̃ state couples to some state nearby and both

the states can decay to the X̃ state. Consider a three-level quantum system consisting of

levels |1⟩, |2⟩, and |3⟩, with energies E1, E2, and E3, respectively. The energy levels satisfy

the condition E1 > E2 ≫ E3, where |3⟩ is the ground state. The energy difference between

|1⟩ and |2⟩ is ∆. The states |1⟩ and |2⟩ are weakly coupled with a coupling strength Ω,

and they both decay to the ground state |3⟩ with large spontaneous decay rates Γ1 and Γ2,

respectively. The decay rates are larger than the coupling strength, i.e., Γ1,Γ2 > Ω. Note:

∆ might have the order of 1cm−1 = 30GHz, which is much more greater than the Γ1 and Γ2.

Master Equations

Under the assumptions mentioned above, the master equations for the density matrix ele-

ments can be simplified as:
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dρ11
dt

= −Γ1ρ11 + iΩ(ρ21 − ρ12) (8.3)

dρ22
dt

= −Γ2ρ22 − iΩ(ρ21 − ρ12) (8.4)

dρ33
dt

= Γ1ρ11 + Γ2ρ22 (8.5)

dρ12
dt

= −iρ12∆−
Γ1 + Γ2

2
ρ12 − iΩ(ρ11 − ρ22) (8.6)

Here, ρij represents the density matrix element for the transition between levels |i⟩ and

|j⟩.

Solutions

Case 1. Small energy difference ∆ (∆ ≈ Γ in the orders of magnitude or ∆ < Γ).

If Γ1 = Γ2, we can get analytical solution for the problem. Suppose the initial condition is

such that all the population is in level |1⟩, i.e., ρ11(0) = 1 and ρij(0) = 0 for i ̸= j. Under

the situation of Γ1 = Γ2 = Γ,

dρ11
dt

= −Γρ11 + iΩ(ρ21 − ρ12) (8.7)

dρ22
dt

= −Γρ22 − iΩ(ρ21 − ρ12) (8.8)

dρ33
dt

= Γ(ρ11 + ρ22) (8.9)

dρ12
dt

= −i∆ρ12 − Γρ12 − iΩ(ρ11 − ρ22) (8.10)

dρ21
dt

= i∆ρ21 − Γρ21 + iΩ(ρ11 − ρ22) (8.11)
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with the initial condition ρ11(0) = 1 and ρij(0) = 0 for i ̸= j.

To solve these equations, we can use the Laplace transform method, see Sec.8.3.3. The

solutions are:

ρ11(t) = e−Γt − 2Ω2

∆2 + 4Ω2
e−Γt(1− cos(αt)) (8.12)

ρ22(t) =
2Ω2

∆2 + 4Ω2
e−Γt [1− cos(αt)] . (8.13)

where α2 = ∆2 + 4Ω2.

In experiment, if α > 2π × Γ, we are supposed to see at least one node or even an

oscillation in the signal of the B − A−X fluorescence lifetime experiment. However, what

we observed is that, the B−A−X signal is still very similar to the expontential decay. This

gives that α < 2π × Γ, hence we have

Ω ≤ α < 2π × Γ. (8.14)

For the case of 1/Γ = 25ns, Ω < 0.25 GHz = 8× 10−3cm−1.

Case 2: large energy difference ∆. If Γ1 ≈ Γ2 but not equivalent, the equations

would be very difficult to solve. However, under the circumstance of ∆ ≫ Γ1, we can then

set dρ12/dt ≈ 0 and dρ21/dt ≈ 0 to obtain:

ρ12(t) ≈
−iΩ

Γ + i∆
(ρ11(t)− ρ22(t))≪ 1 (8.15)

ρ21(t) ≈
iΩ

Γ− i∆
(ρ11(t)− ρ22(t))≪ 1 (8.16)

where Γ = (Γ1 + Γ2)/2.

Substituting the expressions for ρ12(t) and ρ21(t) into the equations for ρ11(t) and ρ22(t),

we get:
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dρ11
dt

= −Γ1ρ11 −
2Ω2Γ

Γ2 + ∆2
(ρ11 − ρ22) (8.17)

dρ22
dt

= −Γ2ρ22 +
2Ω2Γ

Γ2 + ∆2
(ρ11 − ρ22) (8.18)

dρ33
dt

= Γ1ρ11 + Γ2ρ22 (8.19)

Since Γ1 ≈ Γ2, let’s define δ = (Γ1 − Γ2)/2. We can rewrite the equations as:

dρ11
dt

= −(Γ + δ)ρ11 −
2Ω2Γ

Γ2 + ∆2
(ρ11 − ρ22) (8.20)

dρ22
dt

= −(Γ− δ)ρ22 +
2Ω2Γ

Γ2 + ∆2
(ρ11 − ρ22) (8.21)

dρ33
dt

= Γ(ρ11 + ρ22) + δ(ρ11 − ρ22) (8.22)

Defining Ω′ = 2Ω2Γ
Γ2+∆2 and ρ± = ρ11 ± ρ22, we can further simplify the equations:

dρ+
dt

= −Γρ+ − δρ− (8.23)

dρ−
dt

= −(Γ + 2Ω′)ρ− − δρ+ (8.24)

dρ33
dt

= Γρ+ + δρ− (8.25)

These equations can be solved analytically using standard methods for linear differential
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equations. Defining a coefficient matrix:

M =

−Γ −δ

−δ −Γ− 2Ω′

 , (8.26)

we have

d

dt

ρ+
ρ−

 = M

ρ+
ρ−

 , (8.27)

Define tan θ = Ω′

δ
and Λ = V −1MV where Λ is a diagonal matrix, we can diagonalize the

matrix M with results shown as follows

V =

 cos
(
θ
2
− π

4

)
sin
(
θ
2
− π

4

)
− sin

(
θ
2
− π

4

)
cos
(
θ
2
− π

4

)
 , (8.28)

Λ =

λ1 0

0 λ2

 , (8.29)

here the eigen-values are λ1,2 = −Γ− Ω′ ±
√

Ω′2 + δ2.

The solution of ρ± are

ρ+ = e−(Γ+Ω′)t
[(

cos2 α− cosα sinα
)
eωt +

(
sin2 α + cosα sinα

)
e−ωt

]
, (8.30)

ρ− = e−(Γ+Ω′)t
[(

sin2 α− cosα sinα
)
eωt +

(
cos2 α + cosα sinα

)
e−ωt

]
, (8.31)

where α =
(
θ
2
− π

4

)
and ω =

√
δ2 + Ω′2. The solutions, with the initial conditions ρ11(0) = 1,

ρ22(0) = ρ33(0) = 0, are:

ρ11(t) = e−(Γ+Ω′)t

[
cosh(ωt)− δ

ω
sinh(ωt)

]
(8.32)

ρ22(t) =
Ω′

ω
e−(Γ+Ω′)t sinh(ωt) (8.33)
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ρ33(t) = 1− ρ11(t)− ρ22(t) (8.34)

The transition intensity for level 1 and 2 are proportional to the integration of the number

density over time:

β =
I1
I2

=
Γ1

∫∞
0
ρ11(t) dt

Γ2

∫∞
0
ρ22(t) dt

, (8.35)

∫ ∞

0

ρ11(t) dt =
1/2

Γ + Ω′ − ω
+

1/2

Γ + Ω′ + ω
− δ/2ω

Γ + Ω′ − ω
+

δ/2ω

Γ + Ω′ + ω

=
Γ + Ω′ − δ

(Γ + Ω′)2 − ω2
,

(8.36)

∫ ∞

0

ρ22(t) dt =
Ω′

(Γ + Ω′)2 − ω2
, (8.37)

therefore

β =
Γ + Ω′ + δ

Ω′ = 1 +
Γ− δ

Ω′ . (8.38)

For the case of β = 10, decay rate Γ = 40× 2πMHz, if we ignore the decay rate difference δ,

we have

Ω′ =
Γ

β − 1
= 4.4× 2πMHz

=
2Ω2Γ

Γ2 + ∆2
.

(8.39)

Estimation of the range of coupling strength

For Case 1, we have the integrals of the population as follows

∫ ∞

0

ρ11(t)dt =
1

Γ
− 2Ω2Γ

(Γ2 + ∆2 + 4Ω2)(∆2 + 4Ω2)
(8.40)

∫ ∞

0

ρ22(t)dt =
2Ω2Γ

(Γ2 + ∆2 + 4Ω2)(∆2 + 4Ω2)
, (8.41)
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hence the intensity ratio is

β =
(Γ2 + ∆2 + 4Ω2)(∆2 + 4Ω2)

2Ω2Γ2
− 1, (8.42)

In fact,
(Γ2 + ∆2 + 4Ω2)(∆2 + 4Ω2)

2Ω2Γ2
>

Γ2 × 4Ω2

2Ω2Γ2
= 2, (8.43)

So the intensity ratio β is always greater than 1 if there is only one |A, v⟩ state couples to

the B state. This indicates that, for C-X cases, we will have to consider more than three

states.

For Case 2,
Γ

β − 1
=

2Ω2Γ

Γ2 + ∆2
, (8.44)

we can see that

Ω =

√
(Γ2 + ∆2)

2(β − 1)
, (8.45)

In experiment, ∆ can be estimated by the uncertainty of the lines, which is in the range

of 0.1 − 10cm−1 = 3 − 300GHz and much more greater than the spontaneous decay rate.

Hence, in the example of β = 10, decay rate Γ = 40× 2πMHz, the range of Ω is

0.7× 2π GHz < Ω < 70× 2π GHz, (8.46)

or

0.023 cm−1 < Ω < 2.3 cm−1. (8.47)

A smaller ∆ can lead to a smaller estimate of the coupling coefficient Ω. Generally, if more

vibrational excited states couple to the C̃ state, the numbers of the coupling strength Ω

involved in the master equations will need to be scaled up accordingly. Further experimental

investigation and consideration of additional vibrational states will be crucial in refining

these estimates and understanding the full complexity of the C̃− X̃ coupling dynamics. The
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theoretical framework presented here may serve as a basis for future studies on vibrational

excitation and relaxation processes in molecular systems.

8.3.3 The Laplace transform

To solve these differential equations, we can use the Laplace transform method. Let ρ̃ij(s)

be the Laplace transform of ρij(t). Applying the Laplace transform to the equations, we get:

sρ̃11(s)− 1 = −Γρ̃11(s) + iΩ(ρ̃21(s)− ρ̃12(s)) (8.48)

sρ̃22(s) = −Γρ̃22(s)− iΩ(ρ̃21(s)− ρ̃12(s)) (8.49)

sρ̃33(s) = Γ(ρ̃11(s) + ρ̃22(s)) (8.50)

sρ̃12(s) = −i∆ρ̃12(s)− Γρ̃12(s)− iΩ(ρ̃11(s)− ρ̃22(s)) (8.51)

sρ̃21(s) = i∆ρ̃21(s)− Γρ̃21(s) + iΩ(ρ̃11(s)− ρ̃22(s)) (8.52)

This is a system of linear equations for ρ̃ij(s), which can be solved using standard meth-

ods. After finding ρ̃ij(s), we can perform an inverse Laplace transform to obtain the time-

domain solutions ρij(t).


s+ Γ 0 iΩ −iΩ

0 s+ Γ −iΩ iΩ

iΩ −iΩ s+ Γ + i∆ 0

−iΩ iΩ 0 s+ Γ− i∆




ρ̃11(s)

ρ̃22(s)

ρ̃12(s)

ρ̃21(s)

 =


1

0

0

0

 (8.53)
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To solve this system of equations, we can use Cramer’s rule. First, we calculate the

determinant of the matrix: The determinant of the given 4-by-4 matrix is:

det(A) = (s+ Γ)2
[
∆2 + 4Ω2 + (s+ Γ)2

]
(8.54)

Then, we calculate the determinants for each variable:

det(A11) = (s+ Γ)3 + 2Ω2(s+ Γ) + ∆2(s+ Γ) (8.55)

det(A22) = 2Ω2(s+ Γ) (8.56)

det(A12) = −iΩ(s+ Γ)(s+ Γ− i∆) (8.57)

det(A21) = iΩ(s+ Γ)(s+ Γ + i∆) (8.58)

Using Cramer’s rule, we find the solutions:

ρ̃11(s) =
det(A11)

det(A)
=

[(s+ Γ)2 + 2Ω2 + ∆2]

(s+ Γ) [∆2 + 4Ω2 + (s+ Γ)2]
(8.59)

ρ̃22(s) =
det(A22)

det(A)
=

2Ω2

(s+ Γ) [∆2 + 4Ω2 + (s+ Γ)2]
(8.60)

ρ̃12(s) =
det(A12)

det(A)
=

−iΩ(s+ Γ− i∆)

(s+ Γ) [∆2 + 4Ω2 + (s+ Γ)2]
(8.61)

ρ̃21(s) =
det(A21)

det(A)
=

iΩ(s+ Γ + i∆)

(s+ Γ) [∆2 + 4Ω2 + (s+ Γ)2]
(8.62)
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ρ̃11(s) =
(s+ Γ)2 + 2Ω2 + ∆2

(s+ Γ) [∆2 + 4Ω2 + (s+ Γ)2]
(8.63)

To find the inverse Laplace transform, we will use partial fraction decomposition and

standard Laplace transform pairs.

First, let’s factor the denominator:

ρ̃11(s) =
(s+ Γ)2 + 2Ω2 + ∆2

(s+ Γ) [(s+ Γ)2 + (∆2 + 4Ω2)]
(8.64)

Let α2 = ∆2 + 4Ω2. Then,

ρ̃11(s) =
(s+ Γ)2 + 2Ω2 + ∆2

(s+ Γ) [(s+ Γ)2 + α2]
(8.65)

Now, we can decompose the fraction into partial fractions:

ρ̃11(s) =
A

s+ Γ
+
B(s+ Γ) + C

(s+ Γ)2 + α2
(8.66)

where A, B, and C are constants to be determined.

Equating the coefficients of s and the constant terms, we get:

A+B = 1 (8.67)

Aα2 = 2Ω2 + ∆2 = α2 − 2Ω2 (8.68)

C = 0 (8.69)

Solving for A and B:
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A =
α2 − 2Ω2

α2
=

∆2 + 2Ω2

∆2 + 4Ω2
(8.70)

B =
2Ω2

α2
=

2Ω2

∆2 + 4Ω2
(8.71)

Using standard Laplace transform pairs, we can find the inverse Laplace transform:

L−1

{
1

s+ Γ

}
= e−Γt (8.72)

L−1

{
s+ Γ

(s+ Γ)2 + α2

}
= e−Γt cos(αt) (8.73)

L−1

{
1

(s+ Γ)2 + α2

}
=

1

α
e−Γt sin(αt) (8.74)

Therefore, the inverse Laplace transform of ρ̃11(s) is:

ρ11(t) =
∆2 + 2Ω2

∆2 + 4Ω2
e−Γt +

2Ω2

∆2 + 4Ω2
e−Γt cos(αt) (8.75)

where α2 = ∆2 + 4Ω2. For ρ̃22(s), we will use the same approach as before.

ρ̃22(s) =
2Ω2

(s+ Γ) [∆2 + 4Ω2 + (s+ Γ)2]
(8.76)

First, we can decompose the fraction into partial fractions:

ρ̃22(s) =
A

s+ Γ
+
B(s+ Γ) + C

(s+ Γ)2 + α2
, (8.77)

where A, B, and C are constants to be determined.

Equating the coefficients of s and the constant terms, we get:

A+B = 0 (8.78)

C = 0 (8.79)
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Aα2 = 2Ω2 (8.80)

Hence A = −B = −2Ω2

α2 . Using standard Laplace transform pairs

L−1

{
1

s+ Γ

}
= e−Γt (8.81)

L−1

{
s+ Γ

(s+ Γ)2 + α2

}
= e−Γt cos(αt) (8.82)

the inverse Laplace transform of ρ̃22(s) is:

ρ22(t) =
2Ω2

∆2 + 4Ω2
e−Γt [1− cos(αt)] . (8.83)

8.4 Conclusion

In this chapter, our study of the C̃ − X̃ DLIF spectra of multiple phenoxide molecules

reveals that while the C̃ − X̃ transition is predominantly diagonal, a significant portion of

the molecules in C̃ states undergo transitions to the Ã and B̃ states before returning to the

ground state. This behavior may be attributed to either collisional relaxation processes or

non-BO effects. By attributing all relaxation features to non-BO effects, we were able to

estimate an upper bound on the coupling strength. We then solve the non-BO coupling

strength with a simple three levels model, and the results show that such coupling strength

is around a few cm−1. Further investigation is needed to explore the specific contributions

of collisional relaxation and non-BO effects to the observed spectra.
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APPENDIX A

Effective Hamiltonian of SiO+

In this appendix, we present the derivation of the rotational and hyperfine Hamiltonian ma-

trix elements. For a comprehensive introduction to the requisite mathematical background,

readers are directed to Chapter 5-10 of Ref. [31].

Here we may start with the expression of the effective Hamiltonian. As we know, the X

and B states of the diatomic molecule 28Si16O+ and 29Si16O+ are all of the Σ+ symmetry,

these states can therefore be described by the Hund’s case(b) basis |η,Λ;N,S, J = S +N, I, F ⟩.

The effective molecular Hamiltonian in such basis reads

Heff =
(
Bν −DνN

2
)
N 2 + γνT

1 (N ) · T 1 (S) + bFT
1 (I) · T 1 (S)

−
√

10gsµBgNµN

(µ0

4π

)
T 1 (S,C) · T 1 (I) .

(A.1)

On the right hand side, the four terms from left to right are the rotation, spin-rotation,

hyperfine interaction and dipolar hyperfine Hamiltonians, respectively. As the hyperfine

terms are missing in 28Si16O+ due to the zero spin in the nuclei while playing an important

role in the case of 29Si16O+, we will discuss the two isotope species in separate subsections.

A.1 Rotational Hamiltonian of 28Si16O+

Here we analyze the molecule 28Si16O+ first. As the hyperfine interaction is missing due to

the zero nuclear spin in the molecule, we can ignore the hyperfine Hamiltonian for 28Si16O+.
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For the rotation term, the diagonal matrix elements are

⟨η,Λ;N,S, J, I, F |
(
Bν −DνN

2
)
N 2 |η,Λ;N,S, J, I, F ⟩ = [Bν −DνN (N + 1)]N (N + 1) ,

(A.2)

and the off-diagonal matrix elements in N are 0 if we ignore the coupling between I and N .

The spin-rotation interaction term is

⟨η,Λ; I, S,G,N, F |γνT 1 (N ) · T 1 (S) |η,Λ; I, S,G,N, F ⟩

=γν(−1)N+J+1/2

 1/2 N J

N 1/2 1


[

3

2
N (N + 1) (2N + 1)

] 1
2

=
γν
2
J (J + 1)−N (N + 1)− 3

4
=


Nγν

2
, when J = N + 1

2
,

− (N+1)γν
2

, when J = N − 1
2

and N > 0.

(A.3)

A.2 Rotational and hyperfine Hamiltonian of 29Si16O+

The 29Si16O+ molecular ion has a nuclear spin of I = 1
2

and its hyperfine interaction is

larger than the spin-rotation coupling, to suppress the off-diagonal elements the effective

Hamiltonian matrix, here we introduce new quantum number G = I+S and use the Hund’s

case(bβ) basis for illustration.

The matrix elements of the 29Si16O+ rotation Hamiltonian is the same as those of

28Si16O+, described by Eq.(A.2). However, the spin-rotation term in the new basis set is
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not diagonal for G states:

〈
η,Λ; I, S,G,N, F

∣∣γT 1 (N ) · T 1 (S)
∣∣ η,Λ; I, S,G′, N ′, F

〉
=γ (−1)G

′+F+N

 N ′ G′ F

G N 1

 ⟨I, S,G∥T 1 (S) ∥I, S,G′⟩ ⟨N∥T 1 (N ) ∥N ′⟩

=γδNN′(−1)G
′+F+N

 N ′ G′ F

G N 1

 (−1)G+I+1+S[(2G′ + 1) (2G+ 1)]
1
2

×

 G S I

S G′ 1

 [S (S + 1) (2S + 1)N (N + 1) (2N + 1)]
1
2 .

(A.4)

Substituting S = 1
2
, I = 1

2
into the equation and ignore off-diagnal terms of N ′ ̸= N :

〈
η,Λ; I, S,G,N, F

∣∣γT 1 (N ) · T 1 (S)
∣∣ η,Λ; I, S,G′, N, F

〉
=γ(−1)G

′+F+N

 N G′ F

G N 1

 (−1)G[(2G′ + 1) (2G+ 1)]
1
2

×

 G 1/2 1/2

1/2 G′ 1


[

3

2
N (N + 1) (2N + 1)

] 1
2

.

(A.5)

Next, we will discuss the matrix elements for different G and G′ values. For the G′ =

G = 0 case, this term is 0 due to the zero value of the first 6-j symbol. For G′ = G = 1,

〈
η,Λ; I, S,G = 1, N, F

∣∣γT 1 (N ) · T 1 (S)
∣∣ η,Λ; I, S,G′ = 1, N ′, F

〉
=γ(−1)F+N

 F 1 N

1 N 1


 1 1/2 1/2

1/2 1 1


[

27

2
N (N + 1) (2N + 1)

] 1
2

=− γ [2 +N (N + 1)− F (F + 1)]

4
.

(A.6)
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When G′ = 0, G = 1 (or G′ = 1, G = 0), if F = N :

〈
η,Λ; I, S,G = 1, N, F

∣∣γT 1 (N ) · T 1 (S)
∣∣ η,Λ; I, S,G′ = 0, N ′, F

〉
=γ(−1)F+N+1

 F = N 0 N

1 N 1


 1 1/2 1/2

1/2 0 1


[

9

2
N (N + 1) (2N + 1)

] 1
2

=− γ −1√
3 (2N + 1)

[
3

4
N (N + 1) (2N + 1)

] 1
2

=
γ

2

√
N (N + 1).

(A.7)

If F ̸= N , the spin-rotation term would be 0 because the first 6-j symbol is 0.

The hyperfine term in the Hund’s case(bβ) basis is diagonal, i.e.,

〈
η,Λ; I, S,G,N, F

∣∣bFT 1 (I) · T 1 (S)
∣∣ η,Λ; I, S,G′, N ′, F

〉
=bF (−1)1+G3

2

 1/2 1/2 G

1/2 1/2 1

 =


bF
4

G = 1,

−3bF
4

G = 0.

(A.8)

Because of the change of basis, the revised form of the dipolar hyperfine term is

Hdip =
√

6gsµBgNµN

(µ0

4π

)
T 2 (C) · T 2 (S, I) , (A.9)
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and the dipolar hyperfine Hamiltonian matrix element could be calculated by

〈
η,Λ; I, S,G,N, F

∣∣∣√6gsµBgNµN

(µ0

4π

)
T 2 (C) · T 2 (S, I)

∣∣∣ η,Λ; I, S,G′, N ′, F
〉

=
√

6gsµBgNµN

(µ0

4π

)
(−1)G

′+F+N

 N ′ G′ F

G N 2

 ⟨I, S,G∥T 2 (S, I) ∥I, S,G′⟩

× ⟨N,Λ∥T 2 (C) ∥N ′,Λ⟩

=
√

30gsµBgNµN

(µ0

4π

)
(−1)G

′+F+N

 N ′ G′ F

G N 2




G G′ 2

I I 1

S S 1


× [(2G′ + 1) (2G+ 1) I (I + 1) (2I + 1)S (S + 1) (2S + 1)]

1
2

× (−1)N [(2N + 1) (2N ′ + 1)]
1
2

 N 2 N ′

0 0 0

 ⟨η,Λ|C2
0 (θ, ϕ) r−3 |η,Λ⟩

=

√
30c

8π
(−1)G

′+F

 N ′ G′ F

G N 2




G G′ 2

1/2 1/2 1

1/2 1/2 1


 N 2 N ′

0 0 0


× [(2G′ + 1) (2G+ 1) (2N + 1) (2N ′ + 1)]

1
2 = (∗),

(A.10)

where c = 3gsµBgNµN(µ0/4π) ⟨η,Λ |C2
0 (θ, ϕ) r−3| η,Λ⟩ is a constant depending only on the

electronic state. Based on the values of G′ and G in the 9-j Wigner symbol, we have

(∗) =

√
30c

2
(−1)F [(2N + 1) (2N ′ + 1)]

1
2

 N 2 N ′

0 0 0



×


0, G′G = 0, N ′ 1 F

1 N 2

 , G′ = G = 1.

(A.11)
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The 6-j symbol in Eq.(A.11) could be calculated as follows when N ′ = N :

 N ′ 1 F

1 N 2

 =



−6+8N(N+1)√
30(2N+3)!/(2N−2)!

F = N,

(N+1)(4N+6)√
30(2N+3)!/(2N−2)!

, F = N − 1,

2N(2N−1)√
30(2N+3)!/(2N−2)!

, F = N + 1.

(A.12)

Given that  N 2 N

0 0 0

 = (−1)N+1

√
N (N + 1)

(2N + 3) (2N + 1) (2N − 1)
, (A.13)

the dipolar hyperfine term could be simplified under different cases (here we only consider

the non-zero matrix elements):

(i). G′ = G = 1, F = N :

(∗) =

√
30c

6
(−1)N+1 −6 + 8N (N + 1)√

30 (2N + 3)!/ (2N − 2)!
(−1)N+1

√
4 (2N − 2)!

(2N + 3)!

(N + 1)!

(N − 1)!
(2N + 1)

=
c

6

[−3 + 4N (N + 1)]

(2N + 3) (2N − 1)
=
c

6
=
t

2
;

(A.14)

(ii). G′ = G = 1, F = N − 1:

(∗) =

√
30c

6
(−1)N

(N + 1) (4N + 6)√
30 (2N + 3)!/ (2N − 2)!

(−1)N+1

√
4 (2N − 2)!

(2N + 3)!

(N + 1)!

(N − 1)!
(2N + 1)

=− c

3

(N + 1) (4N + 6) (N + 1)N

(2N + 3) (2N + 2) (2N + 1) (2N) (2N − 1)
(2N + 1) = −(N + 1) t

4N − 2
;

(A.15)
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(iii). G′ = G = 1, F = N + 1:

(∗) =

√
30c

6
(−1)N+2 2N (2N − 1)√

30 (2N + 3)!/ (2N − 2)!
(−1)N+1

√
4 (2N − 2)!

(2N + 3)!

(N + 1)!

(N − 1)!
(2N + 1)

=− c

6

N

(2N + 3)
= − Nt

4N + 6
.

(A.16)

Here t = c
3

is the dipolar hyperfine constant used in this work.

Now we have completed the calculation of all the spin-rotation and hyperfine matrix

elements we need. These matrix elements can be summarized as follows:

G′ = 1, G′ = 1, G′ = 0, G′ = 1,
F ′ = N + 1 F ′ = N F ′ = N F ′ = N − 1

G = 1,
F = N + 1

γN
2

+ bF
4
− Nt

4N+6
0 0 0

G = 1,
F = N

0 γN
2

+ bF
4

+ t
2

γ
2

√
N(N + 1) 0

G = 0,
F = N

0 γ
2

√
N(N + 1) −3bF

4
0

G = 1,
F = N − 1

0 0 0 −γ(N+1)
2

+ bF
4
− (N+1)t

4N−2

The expressions of these Hamiltonian matrix elements we have derived here is the same

as those in the CO+ example analyzed in Chapter 10 of Ref. [31], and this section is only a

check of the derivation details for these results. We can see that the spin-rotation terms mix

the two different G states, and the corresponding perturbed energies of the two G sub-states

are

EG =
t− γ − bF

4
± 1

2

√(
bF +

t

2
− γ

2

)2

+ γ2N (N + 1). (A.17)
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APPENDIX B

Supplement information of VBRs measurements

B.1 Uncertainty analysis of SrOPh-X VBRs

The uncertainty analysis for VBRs of the CaOPh-X is done by Doyle group and can be

found in Ref. [37], hence here we will only focus on the uncertainty analysis for the SrOPh-

X VBRs. The first systematic error come from the unobserved peaks which contribute to

the VBRs. A true VBR depends on contributions of all possible decay pathways. Due to a

low measurement sensity and a small detection window, only a few vibrational decays have

been observed for each transition. Compared to a complete description of vibrational decays

obtained from calculated FCFs, all unobserved vibrational decays are therefore a source of

the systematic uncertainty, which is estimated by [37]:

S ′
0 =

S0∑p
i=0

Si +
∑N

i=p+1
Ti

C

, (B.1)

where S ′
0 is the scaled diagonal VBR considering contributions from the unobserved vibra-

tional decays, S0 is the observed intensity ratio of the diagonal peak, Si is the observed

intensity ratio of the ith vibational decay, Ti is the calculated VBR of the ith vibational

decay and C is a scaling factor that averages the ratio of theoretical VBR (Ti) to experi-

mental intensity ratio (Si) for all observed peaks. Since the VBRs for bending modes are

underestimated by theory, T0 is usually larger than or roughly equal to S0 , thus the lowest

scaled VBR S ′′
0 can be obtained when excluding the T0/S0 in the scaling factor and used

as an estimate for the lower bound value of the diagonal VBR. For the measured intensity

ratio S0 is always overestimated and used as the upper bound of the diagonal VBR, while
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the scaled VBR S ′
0 is used as the plot data points in Figure 4.11. As summarized in Table

4.1, the uncertainties of the unobserved peaks as differences of S0 and S ′′
0 are in the range

of 1.1− 3.2%.

Another source of systematic uncertainty is the signal drifting in the measurement due to

the change of experimental conditions. Except for the DLIF measurment of SrOPh B̃ → X̃

by the cw laser and EMCCD (Figure B.1), all other DLIF spectra were taken by scanning

the grating of the spectrometer to disperse photons onto a PMT. This means that the

fluorescence photons at different wavelengths were not detected simultaneously. A typical

scan of 15 nm wavelength range would take 75 minutes with an increment of 0.1 nm and

300 averages for each wavelength. During the scan, the signal was slowly drifting mainly

due to the dust accumulation on the imaging lens and the pulse intensity drifting from both

the ablation and the excitation lasers. We kept track of the signals before and after the

whole scan and found that the signal change can vary by up to 20%, which can lead to

an error of 1.0% in VBR estimation as such signal change mainly affects the off-diagonal

vibrational transition signal. In addition, the dispersed photons at different wavelength were

detected simultaneously in the EMCCD measurement, which eliminates the error due to

signal drifting. The error can be estimated by the difference of the diagonal VBR of SrOPh

B̃ → X̃ from the two different methods, which is 1.2 %.

As discussed in the error analysis of CaOPh-X [37], the wavelength response of the

spectrometer and the imperfection of the mirrors and lenses in the imaging system could

cause a systematic error up to≈ 1%. The last error source comes from the diagonal excitation

of vibrationally excited modes in the ground state. Due to a cell temperature of ≈ 23 K, the

thermalized molecules can have thermal populations of ≈ 5% of the low-frequency bending

mode and ≈ 10−6 of the stretching mode. Those vibrationally excited states in the X̃ state

could be near-resonantly excited by the pulsed dye laser to the same vibrational levels of the

upper states. The following decays from those diagonal excitations can cause an error up to

0.5%.
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Figure B.1: Dispersed spectrum of SrOPh B̃ → X̃ excited by cw laser and measured by a
spectrometer coupled with an EMCCD camera. The inset shows the expansion of a broad
peak at −300 cm−1, which is due to the overlapping of two peaks. The assignments of the
resolved vibrational peaks are also given.
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B.2 Measured and theoretical results for CaOPh-X and SrOPh-X

Modes
CaOPh

Exp. (A) Theo. (A) Exp. (B) Theo. (B)
0 0.9339(29) 0.9611 0.9446(68) 0.9758
ν2 0.0113(21) < 10−4 0.0056(44) < 10−4

ν4 0.0468(15) 0.0311 0.0419(29) 0.0185
ν9 0.0058(11) 0.0027 0.0033(29) 0.0027
ν13 0.0023(8) 0.0018 0.0037(27) 0.0012
ν23 0.0017 0.0009(23) 0.0008

Modes
CaOPh-mCH3

Exp. (A) Theo. (A) Exp. (B) Theo. (B)
0 0.9587 0.9387(32) 0.9738
ν6 0.0175 0.0232(17) 0.0110
ν7 0.0151 0.0294(16) 0.0090
ν12 0.0024 0.0046(16) 0.0024
ν14 0.006 0.0041(16) 0.0011

Modes
CaOPh-mF

Exp. (A) Theo. (A) Exp. (B) Theo. (B)
0 0.9464(71) 0.9676 0.9501(53) 0.9824
ν1 0.0037(15) 0.0009 0.0065(37) < 10−4

ν5 0.0314(16) 0.0222 0.0282(23) 0.0122
ν6 0.0107(53) 0.0031 0.0090(23) 0.0013
ν10 0.0048(13) 0.0018 0.0062(23) 0.0018
ν14 0.0030(12) 0.0010 0.0007

Modes
CaOPh-mCF3

Exp. (A) Theo. (A) Exp. (B) Theo. (B)
0 0.9339(28) 0.9699 0.9308(184) 0.9828
ν2 0.0137(13) 0.0028 0.0144(74) 0.0003
ν5 0.0018(11) 0.0006 0.0004
ν7 0.0320(11) 0.0154 0.0343(81) 0.0076
ν9 0.0073(10) 0.0031 0.0091(55) 0.0002
ν10 0.0050(10) 0.0018 0.0008
ν15 0.0039(10) 0.0013 0.0084(52) 0.0014
ν23 0.0025(10) 0.0009 0.0030(49) 0.0008

Modes
CaOPh-34F

Exp. (A) Theo. (A) Exp. (B) Theo. (B)
0 0.9409(51) 0.9674 0.9831
ν2 0.0050(35) 0.0012 < 10−4

ν5 0.0341(32) 0.0136 0.0073
ν6 0.0199(32) 0.0112 0.0050

Modes
CaOPh-345F

Exp. (A) Theo. (A) Exp. (B) Theo. (B)
0 0.9576(23) 0.9755 0.9899(12) 0.9886
ν1 0.0046(12) < 10−4 < 10−4

ν6 0.0270(10) 0.0159 0.0064(7) 0.0072
ν8 0.0058(10) 0.0031 0.0007
ν16 0.0031(9) 0.0018 0.0014(7) 0.0010
ν24 0.0020(9) 0.0011 0.0023(6) 0.0003

Table B.1: Observed and theoretical VBRs for all transitions studied in this work. Errors
are standard error of fit and do not include systematic uncertainties.
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Modes
SrOPh-CH3

Exp.(A) Theo.(A) Exp.(B) Theo.(B)
0 0.946(6) 0.926 0.918(9) 0.943
ν2 7× 10−4 0.011(2) 2× 10−4

ν5 0.054(6) 0.059 0.072(9) 0.044

Modes
SrOPh

Exp.(A) Theo.(A) Exp.(B) Theo.(B)
0 0.845(7) 0.928 0.885(5) 0.945
ν2 0.029(3) < 10−4 0.054(3) < 10−4

2ν2 0.025(3) < 10−4

ν3 0.079(5) 0.059 0.060(3) 0.043
ν2ν3 0.021(3) < 10−4

Modes
SrOPh-3-F

Exp.(A) Theo.(A) Exp.(B) Theo.(B)
0 0.956(13) 0.936 0.965(3) 0.954
ν1 0.007(3) 9× 10−4

ν3 0.037(16) 0.051 0.035(3) 0.037

Modes
SrOPh-CF3

Exp.(A) Theo.(A) Exp.(B) Theo.(B)
0 0.893(5) 0.939 0.867(11) 0.950
ν2 0.014(2) 0.003 0.021(5) < 10−4

ν5 0.018(2) 0.007 0.026(6) 0.007
ν6 0.074(3) 0.037 0.086(8) 0.035

Modes
SrOPh-3,4,5-F

Exp.(A) Theo.(A) Exp.(B) Theo.(B)
0 0.946(7) 0.945 0.964(4) 0.963
ν1 0.005(2) < 10−4 0.008(2) < 10−4

ν4 0.049(7) 0.044 0.028(4) 0.030

Table B.2: The intensity ratios of all observed vibrational decays of all molecules. The errors
indicate the statistical uncertainties from the Gaussian fits. The theoretical VBRs are also
added for comparison.

Molecules PhOH-mCH3 Phenol PhOH-3F PhOH-34F PhOH-mCF3 PhOH-35F PhOH-345F
Melting Point (oC) 12.2(3) 40.89(1) 14(1) 34− 38 −0.9 54− 58 57

pKa[218] 10.3 10.0 9.3 9.1 8.7 8.4 8.2
Hammett parameter[33, 219] −0.07 0 0.34 0.40 0.43 0.67 0.74

Table B.3: Melting points, pKa and Hammett parameters for the different molecular species
described in this work. The pKa and Hammett parameter can be linked by the derived
Hammett equation [219]: pKa (X) = pKa (H) - σρ, where pKa (X) = − log K (X), pKa
(H) = − log K (H), K (X) and K (H) are the equilibrium constants for a substituted species
and unsubstituted phenol, respectively. σ is the Hammett parameter and ρ is the reaction
constant.
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X-A Transition

Molecules Measured VBR Scaled VBR Scaled VBR exluding Upper error bar Lower error bar
S0 S ′

0 main peak S ′′
0 (S0 − S ′

0) (S ′
0 − S ′′

0 )
CaOPh-mCH3

CaOPh 0.9339 0.9286 0.9274 0.0053 0.0012
CaOPh-mF 0.9464 0.9400 0.9383 0.0064 0.0017
CaOPh-34F 0.9409 0.9298 0.9254 0.0111 0.0044

CaOPh-mCF3 0.9339 0.9250 0.9230 0.0089 0.0021
CaOPh-345F 0.9576 0.9510 0.9493 0.0066 0.0018

X-B Transition

Molecules Measured VBR Scaled VBR Scaled VBR exluding Upper error bar Lower error bar
S0 S ′

0 main peak S ′′
0 (S0 − S ′

0) (S ′
0 − S ′′

0 )
CaOPh-mCH3 0.9387 0.9339 0.9323 0.0048 0.0016

CaOPh 0.9446 0.9422 0.9412 0.0024 0.0010
CaOPh-mF 0.9501 0.9445 0.9403 0.0056 0.0042
CaOPh-34F

CaOPh-mCF3 0.9308 0.9140 0.9000 0.0168 0.0140
CaOPh-345F 0.9899 0.9867 0.9866 0.0032 0.0002

Table B.4: The comparisons of measured diagonal VBR and scaled diagonal VBR. The
differences indicate the systematic uncertainties of unobserved vibrational peaks.

Error source Percentage
Unobserved peaks 0.34%− 3.08%

Instrument wavelength response ≈ 1%
Diagonal excitations from excited vibrational levels < 0.5%

OPO power fluctuation < 0.5%
Fitting model < 1%

Totol error 1.62%− 3.48%

Table B.5: Summary of systematic error sources in the DLIF measurement.
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Vib. modes
CaOPh

Vib. modes
CaOPh-mCH3

Exp. Theo. Exp. Theo.

ν2 44(6) 61 ν6 285(2) 291

ν4 312(2) 314 ν7 327(2) 329

ν9 627(6) 631 ν12 636(4) 640

ν13 878(6) 903 ν14 775(5) 790

ν23 1304(4) 1347

Vib. modes
CaOPh-mF

Vib. modes
CaOPh-mCF3

Exp. Theo. Exp. Theo.

ν1 47(15) 55 ν2 51(10) 46

ν5 290(2) 297 ν5 182(12) 183

ν6 355(4) 359 ν7 277(3) 280

ν10 625(4) 630 ν9 345(2) 350

ν14 788(4) 802 ν10 379(2) 381

ν15 626(9) 634

ν23 942(4) 962

Vib. modes
CaOPh-34F

Vib. modes
CaOPh-345F

Exp. Theo. Exp. Theo.

ν2 58(7) 54 ν1 51(3) 51

ν5 275(3) 278 ν6 266(3) 272

ν6 292(3) 293 ν8 309(2) 315

ν16 663(6) 686

ν24 1173(6) 1210

Table B.6: Comparison of the observed and calculated frequencies for resolved fundamental
vibrational modes of all species studied in this work. Values are given in units of cm−1.
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Vib. modes
SrOPh

Vib. modes
SrOPh-3-CF3

Exp. Theo. Exp. Theo.

ν2 54(2) 54 ν2 42(5) 39

2ν2 102(2) 108 ν5 178(5) 180

ν3 238(2) 241 ν6 219(2) 222

ν2ν3 297(2) 294

Vib. modes
SrOPh-3-F

Vib. modes
SrOPh-3-CH3

Exp. Theo. Exp. Theo.

ν1 56(5) 56 ν2 43(5) 50

ν3 226(2) 222 ν5 226(2) 230

Vib. modes
SrOPh-3,4,5-F

Exp. Theo.

ν2 47(6) 45

ν4 203(2) 204

Table B.7: Comparison of the observed and calculated frequencies for resolved fundamental
vibrational modes of all species studied in this work. Values are given in units of cm−1.
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CaOPh-mCH3 CaOPh CaOPh-mF CaOPh-34F CaOPh-mCF3 CaOPh-345F
Modes Freqs. Modes Freqs. Modes Freqs. Modes Freqs. Modes Freqs. Modes Freqs.
ν1 37 ν1 61 ν1 55 ν1 51 ν1 11 ν1 50
ν2 55 ν2 61 ν2 59 ν2 54 ν2 46 ν2 51
ν3 59 ν3 247 ν3 238 ν3 166 ν3 58 ν3 147
ν4 208 ν4 314 ν4 249 ν4 241 ν4 128 ν4 222
ν5 247 ν5 426 ν5 297 ν5 278 ν5 183 ν5 260
ν6 291 ν6 448 ν6 359 ν6 293 ν6 246 ν6 272
ν7 329 ν7 529 ν7 471 ν7 366 ν7 280 ν7 277
ν8 457 ν8 629 ν8 502 ν8 378 ν8 331 ν8 315
ν9 480 ν9 631 ν9 523 ν9 471 ν9 350 ν9 363
ν10 527 ν10 714 ν10 630 ν10 486 ν10 381 ν10 364
ν11 594 ν11 782 ν11 642 ν11 590 ν11 470 ν11 604
ν12 640 ν12 837 ν12 706 ν12 604 ν12 477 ν12 518
ν13 715 ν13 903 ν13 781 ν13 646 ν13 536 ν13 589
ν14 790 ν14 910 ν14 802 ν14 716 ν14 588 ν14 658
ν15 796 ν15 985 ν15 878 ν15 790 ν15 634 ν15 658
ν16 876 ν16 883 ν16 820 ν16 669 ν16 686
ν17 901 ν17 989 ν17 827 ν17 676 ν17 729
ν18 976 ν18 998 ν18 879 ν18 721 ν18 817
ν19 991 ν19 955 ν19 779 ν19 849

ν20 994 ν20 811 ν20 866
ν21 909
ν22 916
ν23 962

Table B.8: Theoretical frequencies of vibrational modes for the X̃ state of all molecules
studied in this work. Only modes with frequencies smaller than 1000 cm−1 are listed.
Values are given in units of cm−1.
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CaOPh-34F CaOPh-345F

modes Ã→ X̃ modes B̃ → X̃ modes Ã→ X̃ modes B̃ → X̃

0 0.9674 0 0.9831 0 0.9755 0 0.9886

ν5 0.0136 ν5 0.0073 ν6 0.0159 ν6 0.0072

ν6 0.0112 ν6 0.0050 ν8 0.0031 ν16 0.0010

ν11 0.0023 ν11 0.0017 ν16 0.0018 ν11 0.0009

ν2 0.0012 ν16 0.0009 ν24 0.0011 ν8 0.0007

ν16 0.0009 ν10 0.0005 ν11 0.0009 ν18 0.0005

ν22 0.0007 ν22 0.0003 ν27 0.0005 ν24 0.0003

ν26 0.0005 ν26 0.0003 ν18 0.0004 ν27 0.0002

ν10 0.0004 ν28 0.0002 ν29 0.0002 2ν2 0.0002

ν15 0.0003 2ν2 0.0002 2ν6 0.0002 ν29 0.0001

ν28 0.0003 ν20 0.0001 ν21 0.0001 ν21 0.0001

ν20 0.0002 ν15 0.0001 ν31 0.0001 2ν6 0.0001

ν30 0.0002 ν30 0.0001 2ν1 0.0001

ν5ν6 0.0002 ν27 0.0001 ν25 0.0001

ν24 0.0002 2ν5 0.0001 ν6ν8 0.0001

2ν5 0.0001

2ν2 0.0001

ν27 0.0001

2ν6 0.0001

Table B.9: Theoretical vibrational branching ratios of CaOPh-34F and CaOPh-345F above
the level of 10−4.
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CaOPh-mF CaOPh-mCF3

modes Ã→ X̃ modes B̃ → X̃ modes Ã→ X̃ modes B̃ → X̃

0 0.9676 0 0.9824 0 0.9699 0 0.9828

ν5 0.0222 ν5 0.0122 ν7 0.0154 ν7 0.0076

ν6 0.0031 ν10 0.0018 ν9 0.0031 ν1 0.0024

ν10 0.0018 ν6 0.0013 ν2 0.0028 ν9 0.0015

ν14 0.0010 ν14 0.0007 ν10 0.0018 ν15 0.0014

ν1 0.0009 ν25 0.0003 ν14 0.0013 ν23 0.0008

ν25 0.0008 ν24 0.0002 ν8 0.0013 ν10 0.0008

ν24 0.0006 ν27 0.0002 ν23 0.0009 ν8 0.0005

2ν24 0.0004 ν18 0.0002 ν5 0.0006 ν5 0.0004

ν18 0.0003 2ν5 0.0001 ν34 0.0005 ν17 0.0003

2ν1 0.0003 2ν1 0.0001 ν19 0.0004 ν2 0.0003

ν29 0.0002 ν19 0.0001 2ν2 0.0004 ν19 0.0002

ν22 0.0002 ν29 0.0001 2ν7 0.0002 ν34 0.0002

ν27 0.0002 ν26 0.0001 ν17 0.0002 ν27 0.0002

ν26 0.0001 ν22 0.0001 ν36 0.0002 ν36 0.0001

ν21 0.0001 ν22 0.0002 ν31 0.0001 ν35 0.0001

ν4ν5 0.0001 ν22 0.0002 ν38 0.0001 2ν2 0.0001

2ν2 0.0001 ν22 0.0002 ν33 0.0001 2ν7 0.0001

ν19 0.0001 ν22 0.0002 ν35 0.0001 ν38 0.0001

ν32 0.0001 2ν1 0.0001

ν14 0.0001

ν26 0.0001

ν1 0.0001

ν12 0.0001

Table B.10: Theoretical vibrational branching ratios of CaOPh-mF and CaOPh-mCF3 above
the level of 10−4.
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CaOPh CaOPh-mCH3

modes Ã→ X̃ modes B̃ → X̃ modes Ã→ X̃ modes B̃ → X̃

0 0.9611 0 0.9758 0 0.9587 0 0.9737

ν4 0.0311 ν4 0.0185 ν6 0.0175 ν6 0.0110

ν9 0.0027 ν9 0.0027 ν7 0.0151 ν7 0.0090

ν13 0.0018 ν13 0.0012 ν12 0.0024 ν12 0.0024

ν23 0.0017 ν23 0.0008 ν14 0.0016 ν14 0.0014

2ν4 0.0006 2ν4 0.0003 ν27 0.0012 ν27 0.0006

ν28 0.0006 ν26 0.0002 ν2 0.0006 ν1 0.0003

ν26 0.0006 ν28 0.0001 ν18 0.0003 ν33 0.0002

2ν1 0.0002 2ν2 0.0001 2ν2 0.0003 ν21 0.0002

ν4ν9 0.0001 ν4ν9 0.0001 ν6ν7 0.0003 ν18 0.0002

2ν2 0.0001 ν33 0.0002 ν35 0.0001

ν4ν23 0.0001 ν21 0.0002 ν15 0.0001

ν4ν13 0.0001 ν25 0.0002 ν30 0.0001

ν35 0.0002 2ν2 0.0001

2ν6 0.0002 ν6ν7 0.0001

ν28 0.0001 ν25 0.0001

ν30 0.0001 2ν6 0.0001

2ν7 0.0001 ν28 0.0001

ν15 0.0001 ν34 0.0001

ν34 0.0001 ν2 0.0001

ν29 0.0001 2ν7 0.0001

2ν3 0.0001

Table B.11: Theoretical vibrational branching ratios of CaOPhand CaOPh-mCH3 above the
level of 10−4.
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decays from A (v=0) decays from A (v=1) of mode ν1 decays from A (v=1) of mode ν4

modes VBR modes VBR modes VBR

0 0.9611 ν1 0.9609 ν4 0.8963

ν4 0.0311 ν1ν4 0.0311 2ν4 0.0598

ν9 0.0027 ν1ν9 0.0027 0 0.0354

ν23 0.0017 ν1ν23 0.0017 ν4ν9 0.0025

ν13 0.0018 ν1ν13 0.0018 ν4ν23 0.0015

2ν4 0.0006 ν12ν4 0.0006 4ν4 0.0017

ν28 0.0003 3ν1 0.0005 ν4ν13 0.0016

ν26 0.0003 ν1ν28 0.0003 ν4ν28 0.0003

2ν1 0.0002 ν1ν26 0.0003 ν4ν26 0.0003

ν4ν9 0.0001 ν1ν4ν9 0.0001 2ν4ν9 0.0002

2ν2 0.0001 ν12ν2 0.0001 2ν1ν4 0.0002

ν4ν23 0.0001 ν1ν4ν23 0.0001 2ν4ν23 0.0001

Table B.12: Theoretical vibrational branching ratios from different vibrational levels of Ã
state of CaOPh above the level of 10−4.
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Figure B.2: Schematic illustrations of resolved fundamental normal vibrational modes. The
arrows indicate the direction of vibrational displacements. The corresponding theoretical
frequencies are also given.
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C. Chardonnet, and B. Darquié , “Probing weak force-induced parity violation by

high-resolution mid-infrared molecular spectroscopy”, Mol. Phys. 111, 2363 (2013).

[137] C. Daussy, T. Marrel, A. Amy-Klein, C. Nguyen, C. J. Bordé, and C. Chardonnet
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[165] M. V. Ivanov, F. H. Bangerter, P. Wójcik, and A. I. Krylov , “Toward ultracold

organic chemistry: Prospects of laser cooling large organic molecules”, J. Phys. Chem.

Lett. 11, 6670 (2020).

[166] C. E. Dickerson, H. Guo, G.-Z. Zhu, E. R. Hudson, J. R. Caram, W. C. Campbell,

and A. N. Alexandrova , “Optical cycling functionalization of arenes”, J. Phys. Chem.

Lett. 12, 3989 (2021).

[167] A. C. Paul, K. Sharma, H. Telfah, T. A. Miller, and J. Liu , “Electronic spectroscopy

of the Ã1
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