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Large-Scale Circulation
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and Travis A. O'Brien4

1Department of Earth and Planetary Science, University of California, Berkeley, CA, USA, 2Climate and Ecosystem
Sciences Division, Lawrence Berkeley National Laboratory, Berkeley, CA, USA, 3Department of Earth System Science,
University of California, Irvine, CA, USA, 4Department of Earth and Atmospheric Sciences,Indiana University,
Bloomington, IN, USA

Abstract Superparameterized (SP) global climate models have been shown to better simulate various
features of precipitation relative to conventional models, including its diurnal cycle as well as its extremes.
While various studies have focused on the effect of differing microphysics parameterizations on
precipitation within limited-area cloud-resolving models, we examine here the effect on contiguous
U.S. (CONUS) extremes in a global SP model. We vary the number of predicted moments for hydrometeor
distributions, the character of the rimed ice species, and the representation of raindrop self-collection and
breakup. Using a likelihood ratio test and accounting for the effects of multiple hypothesis testing, we find
that there are some regional differences, particularly during spring and summer in the Southwest and the
Midwest, in both the current climate and a warmer climate with uniformly increased sea surface
temperatures. These differences are most statistically significant and widespread when the number of
moments is changed. To determine whether these results are due to (fast) local effects of the different
microphysics or the (slower) ensuing feedback on the large-scale atmospheric circulation, we run a series
of short, 5-day simulations initialized from reanalysis data. We find that the differences largely disappear
in these runs and therefore infer that the different parameterizations impact precipitation extremes
indirectly via the large-scale circulation. Finally, we compare the present-day results with hourly rain
gauge data and find that SP underestimates extremes relative to observations regardless of which
microphysics scheme is used given a fixed model configuration and resolution.

1. Introduction
Impacts from climate extremes such as heat waves, droughts, and heavy storms include geographic range
shifts of plants and animals, food price increases, damage to infrastructure, and increased mortality (IPCC,
2014). In particular, rainfall extremes directly impact the frequency and the severity of floods and the runoff
in rivers, which provide over half of the global potable water supply (Barnett et al., 2005). Many global
climate models (GCMs) are able to successfully reproduce mean patterns on large scales, but they generally
exhibit lower fidelity in simulating regional features and higher order statistics (variance, extremes, etc.)
(Flato et al., 2013). One reason is that critical convective processes that generate clouds and precipitation
must be parameterized since the characteristic length scales of these processes are much smaller than a con-
ventional GCM grid cell. Typical GCMs often diagnose convection by assuming a quasi-steady equilibrium
(e.g., Zhang & McFarlane, 1995), an approximation that is notorious for underestimating higher intensity
updrafts and, hence, extreme rainfall (Dai, 2006; Wilcox & Donner, 2007). While the employment of a global
cloud-resolving model with horizontal resolution of O(1 km) provides an obvious solution, the disadvantage
of this approach is the increased computational cost by a factor of a million.

One solution to this problem that balances resolution and computational cost is the creation and utilization
of a superparameterized (SP) model such as the SP version of the Community Atmosphere Model (CAM),
known as SPCAM (Khairoutdinov & Randall, 2001). Superparameterization replaces the convective and
boundary layer schemes in each GCM grid column with a cloud-resolving model (CRM). Depending on its
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resolution, the CRM can resolve deep convective and mesoscale processes in response to large-scale GCM
dynamics, and in return it provides subgrid convective heating and moistening tendencies to the larger grid.
Hence, cloud-scale interactions between cloud dynamics, microphysics, radiation, and turbulence are more
finely resolved. Various studies have documented improved correlation with observations, for example, of
the Madden-Julian oscillation (Benedict & Randall, 2009), African easterly waves (McCrary et al., 2014), and
the diurnal precipitation cycle (Khairoutdinov et al., 2005). In the case of rainfall extremes, Li et al. (2012)
studied the tails of the frequency distribution over the United States and noted that they are much better
represented when using SPCAM as opposed to CAM. Globally, Kooperman et al. (2016) found that SPCAM
has lower systematic biases relative to satellite-derived products since it simulates higher extreme rain rates,
whereas CAM underestimates the heaviest rain rates at coarser (∼2◦) resolutions. SPCAM also has a higher,
more realistic amount mode, that is, the rain rate that delivers the most accumulated rainfall, at all resolu-
tions. Conversely, Kooperman et al. (2018) showed that the amount mode in CAM is underestimated from
50◦S to50◦N due to the component from the convective parameterization, which dominates precipitation
amounts in low to midlatitudes.

While the structural uncertainties associated with the representation of deep convection have been exam-
ined by comparing simulations from CAM to those from SPCAM, less attention has been paid to the
parametric uncertainty that arises due to the representation of cloud microphysics in global models. In
limited-domain CRM simulations, which are typically run with nonperiodic boundary conditions forced by
reanalyses, differing microphysics parameterizations have been shown to impact precipitation structures
and statistics. For example, Bryan and Morrison (2012) showed in their case study simulation of a squall
line that using hail instead of graupel as the rimed ice species led to faster fall velocities and slower propaga-
tion speeds and hence to increased precipitation accumulation. Van Weverberg et al. (2012) also simulated
a squall line and found that using hail led to a higher domain-maximum accumulated precipitation but
also faster propagation speeds due to more intense cold pools. However, the largest factor contributing to
the domain-maximum accumulation in their study is the combined treatment of raindrop self-collection
and collisional breakup. Specifically, the representation involves a size threshold that, when exceeded by
the number-weighted drop diameter, causes the collection efficiency to decrease exponentially from 1 in
order to simulate the effects of increased breakup. We conduct a similar test involving this process, which
is described in greater detail in section 2.1.1. Finally, a radiative convective equilibrium experiment (Singh
& O'Gorman, 2014) using doubly periodic boundary conditions yielded instantaneous rainfall rates that
varied by an order of magnitude as hydrometeor fall speeds fixed to constant values were varied by an
order of magnitude.

To the best of our knowledge, one study to date has examined the effects of different parameterizations of
microphysics within the SPCAM framework. Elliott et al. (2016) investigated mesoscale convective systems
(MCSs) and found that sensitivities in MCS event counts and in precipitation rates were overshadowed
by interannual variability. Recently, Parishani et al. (2017) introduced ultraparameterized CAM, in which
the embedded CRMs have fine enough resolution to explicitly capture boundary layer turbulence. While
not focused on precipitation, Parishani et al. (2018) compared SPCAM and ultraparameterized CAM and
found that microphysics, rather than the CRM grid resolution, was mostly responsible for differences in
cloud feedback to +4 K sea surface temperature (SST) warming. They attributed this finding to differences
in liquid and ice water path in the baseline climatology.

In this study we generalize our analysis (as compared to Elliott et al., 2016) to precipitation rates. We apply
extreme value theory to see whether disparate microphysics representations within SPCAM significantly
alter the distribution tail, and if so, which representation best matches observations. This question has rel-
evance for the spread in current and future projections of rainfall extremes. As a secondary question, we
ask whether any significant differences are due to local effects or feedbacks on the large-scale circulation.
The former would encapsulate processes connecting water vapor supersaturation to hydrometeor fallout,
while the latter would include radiative processes, latent heat release from condensation and freezing, and
evaporative cooling, which influences cold pool development.

Section 2 describes the datasets and the model used, including the microphysics parameterizations ana-
lyzed. Section 3 describes how extremes are defined and fit with an extreme value distribution. Results are
presented in section 4 and conclusions in section 5.

CHARN ET AL. 2 of 16



Earth and Space Science 10.1029/2019EA000731

Table 1
Summary of Microphysics Experiments Performed

Name SAM scheme Rimed ice species Size threshold in raindrop breakup process (𝜇m)
1MG 1MOM Graupel n/a
2MG300 M2005 Graupel 300
2MH300 M2005 Hail 300
2MG600 M2005 Graupel 600

2. Data and Methods
2.1. SPCAM

We have employed SPCAM, where CAM is the atmospheric component of the Community Earth System
Model (Hurrell et al., 2013), forced by prescribed monthly SSTs and sea ice boundary conditions (a run-time
configuration known as the F_2000 compset). The embedded CRM is the System for Atmospheric Model-
ing (Khairoutdinov & Randall, 2003). In our experiments the CRMs have been configured in a 2D, east-west
orientation with periodic boundary conditions with grids of 32 columns at 2-km horizontal resolution
and 30 vertical levels corresponding to those in CAM. The large-scale, outer grid is implemented using a
finite-volume dynamical core with a 1.9 × 2.5◦ resolution. Greenhouse gas concentrations are held fixed at
year-2000 levels, and (bulk) aerosols are prescribed. Precipitation rates have been output every 3 hr, and to
be clear, average rates (equivalent to accumulation over the 3-hr time period), as opposed to instantaneous
rates every 3 hr, were output.

2.1.1. Microphysics Parameterizations

System for Atmospheric Modeling is equipped with two fundamentally different microphysics formulations,
specifically the original, 1-moment scheme (1MOM in Table 1) described in Khairoutdinov and Randall
(2003) and the 2-moment one (M2005 in Table 1) from Morrison et al. (2005). The number of moments
refers to the number of degrees of freedom in the size distribution of a precipitating hydrometeor, which is
prescribed to be an inverse exponential (Marshall & Palmer, 1948). The 1-moment scheme prognoses the
mixing ratio and diagnoses the number concentration, while the 2-moment scheme prognoses both. We
note that using 1-moment microphysics was only able to be done by using SPCAM4, while the experiments
with 2-moment microphysics were only able to be done using SPCAM5. While CAM5 (Neale et al., 2010b)
uses different boundary layer and convection parameterizations from those of CAM4 (Neale et al., 2010a),
as mentioned before, the embedded CRM overrides all of them, so most of the difference between the two
versions of SPCAM lies in the microphysics and the aerosol processes. 1n 1MOM there is no explicit droplet
activation or ice nucleation; rather, the cloud condensate is diagnosed by assuming zero supersaturation at
all times. Cloud liquid and cloud ice are then partitioned using a linear relationship that depends only on
the temperature. In contrast, M2005 explicitly calculates droplet activation and ice nucleation. One caveat
is that CAM4 uses the CAMRT radiation scheme (Collins et al., 2002), while CAM5 uses RRTMG (Iacono
et al., 2008), a potentially confounding factor in this analysis.

Two additional experiments have been performed by modifying M2005. In the first, graupel is replaced by
hail, which has a higher bulk density as well as a faster fall speed (2MH300). In the second (2MG600), the
threshold diameter in the raindrop breakup/self-collection process implemented following Verlinde and
Cotton (1993) has been increased from the default of 300 to 600 𝜇m.

Table 1 compares the four representations. By allowing an extra free parameter in a hydrometeor's size dis-
tribution, a 2-moment scheme would be expected to generate more realistic cloud dynamics and properties,
such as liquid and ice water contents and radiative fluxes, and indeed, it has been shown to do so in sev-
eral studies (Bryan & Morrison, 2012; Igel et al., 2015). Prognosing both the mixing ratio and the number
concentration enables both quantities to evolve independently, thereby admitting size sorting to occur. For
instance, a large mixing ratio and low number concentration implies larger particles, which fall faster and
are less prone to evaporation than smaller ones. However, excessive sorting has been shown to occur when
using 2-moment schemes, and there are various suggestions on how to ameliorate the problem, such as a
3-moment scheme in which the third moment is radar reflectivity (Milbrandt & Yau, 2005).

The 2MH300 and the 2MG600 representations might both be expected to increase rainfall extremes. By
falling faster, hail might have less time to melt into raindrops susceptible to evaporation, thus increasing
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surface precipitation. This process is complicated, however, by the fact that differing melting and evapora-
tion rates can impact cold pool development and propagation and thus affect the amount of time a storm
spends over a particular location. Similarly, the larger raindrops allowed in the 2MG600 experiment should
lead to faster fallout that is less impeded by breakup or reevaporation.

The 2MG300 case is considered the baseline, and comparisons will be made between it and the other three
in turn. All figures plotting a difference in return values between two microphysics schemes will have that
of 2MG300 as the minuend (quantity being subtracted from) and that of the other case as the subtrahend
(quantity being subtracted). We omit all maps/comparisons containing fewer than five grid cells showing
statistically significant differences, as determined using the method described in section 3.3 below.

2.2. Experiment Design
2.2.1. Climatological Runs

The 7-year climatological runs conducted for this analysis have start dates on 1 June 1991 and end dates on
30 November 1998. The first 6 months have been discarded to remove spinup effects. Two sets of experiments
have been performed, one with present-day, annually cyclic, climatological SSTs, and the other with the
same SST field uniformly increased by 4 K.
2.2.2. ILIAD

To determine whether the results seen in the (present-day) climatological runs are due to differing imme-
diate, local effects or the microphysics' feedback on the large-scale circulation, we make use of the
InitiaLized-ensemble, Analyze, and Develop (ILIAD) framework introduced by O'Brien et al. (2016). This
software framework is designed to assess the effects of different parameterizations or model resolutions by
conducting repeated short hindcast simulations initialized with reanalysis output and comparing the results
against the meteorological conditions observed during the hindcast period. The experimental protocol,
which we also use here, consists of one 5-day hindcast initialized at 00Z every day for 5 years. Precipitation
output is taken from the fifth simulation day, a timeframe that allows the model to develop a somewhat
distinctive dynamical state yet still be constrained to that observed on the verification date. The hindcasts
are initialized by Climate Forecast System (CFS) (Saha et al., 2010) output taken from 1 December 2007 to
30 November 2010 and from 1 December 2011 to 30 November 2013, with the missing year reflecting our
desire to conduct seasonal analyses amidst the fact that CFS version 2 (Saha et al., 2014) was made opera-
tional in March 2011. The CFS data was regridded to the large-scale SPCAM grid and include cloud water
but no cloud ice or aerosol outputs. It should also be noted that the CFS data has zero land ice, in contrast
to the monthly climatological data used in the free-running experiments. This is a potentially confounding
factor but is partially mitigated by the fact that the precipitation probability density functions (PDFs) from
the ILIAD runs lie within the interannual spread of those from the free-running ones (not shown).

2.3. Observations

The Climate Prediction Center (CPC) Hourly Precipitation Dataset (HPD Higgins et al., 1996) is used to
assess the fidelity of the model output. The HPD is derived from rain gauges and gridded using a modi-
fied Cressman scheme to cover a region spanning 20–60N and 220–297.5E. One third of the stations are
first-order National Weather service stations, and the remaining two thirds consist of data from coopera-
tive observers. The seven years of observations that are contemporaneous with the simulation period during
1991–1998 have been interpolated to the CAM grid.

3. Identifying and Comparing Extremes
3.1. Background on Extreme Value Distributions

To compare precipitation extremes, extreme value distributions were fitted to 3-hourly data for each season
and in each grid cell within the contiguous United States (CONUS). There are two ways in which extremes
from a time series are selected and modeled. The first is to divide the time series into regular intervals,
say, months, then take the maximum of each period. Building on work done by Fisher and Tippett (1928),
von Mises (1954), and Jenkinson (1955) independently showed that the generalized extreme value (GEV)
distribution asymptotically approximates the distribution of these block maxima. The primary drawback of
this method is that it ignores other extremes that might be present, for example, the second highest rain
rate in a block. An alternative approach to fitting extremes is the threshold exceedances method, in which a
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distribution is fitted to all values over a chosen threshold. Pickands III (1975) showed that such a distribution
can be asymptotically approximated by the generalized Pareto distribution (GPD).

The GPD has a slight disadvantage in that the parameter estimates are a direct function of the threshold u;
for example, analytically finding the GPD representation of the standard Fréchet model F(x) = exp(−1∕x)
yields a scale parameter 𝜎 = u. Thus, we employ a third approach: the nonhomogeneous Poisson point
(NHPP) process (Pickands III, 1971), which is also referred to as peaks over threshold. Like the threshold
excess approach, the NHPP method models all extreme values greater than a specified threshold but char-
acterizes the extreme value distribution using statistical parameters that correspond to the GEV approach.
An NHPP process is defined by an intensity function with the identical analytic expression as that for the
GEV PDF, namely,

𝜆(t, 𝑦) = 1
𝜎

[
1 + 𝜉

(
𝑦 − 𝜇

𝜎

)]−1∕𝜉−1
, (1)

where 𝜇 is a location parameter, 𝜎 a scale parameter, and 𝜉 a shape parameter. This is not a coincidence, as
it can be shown that both the GPD and the GEV are special cases of the point process representation. In fact,
return values for the NHPP process are calculated here in the same manner as for the GEV distribution: the
N-block return value is that which is expected to be exceeded once every N blocks, where blocks here are
years. However, 𝜆 is not itself a PDF but rather the mean number of exceedances over a given rain rate in one
time block. This is analogous to a time rate r for a Poisson distribution, where 𝜆Poisson = rt is the expected
number of events in an interval t.

Thus, integrating

T

∫
0

∞

∫
u

𝜆(t, 𝑦)dtd𝑦, where T is the total number of time blocks, yields the intensity measure

Λ(T,u) = T
[
1 + 𝜉

(u − 𝜇

𝜎

)]−1∕𝜉
, (2)

which is the expected number of exceedances of the rain rate over the threshold u over T years.

Given a set of observed extremes Y1, … ,YN at times t1, … , tN , the negative log likelihood of an NHPP
process is

− ln L = N ln 𝜎 +
(

1
𝜉
+ 1

) N∑
k=1

ln
[

1 + 𝜉

(
Yk − 𝜇

𝜎

)]
+ Λ(T,u), (3)

where L is the likelihood. We use optimization techniques to minimize equation (3) to find the parameters
𝜇, 𝜎, 𝜉.

3.2. Likelihood Ratio Test

To compare two microphysics schemes, we used the likelihood ratio test to determine whether the fitted
NHPP processes are significantly different from each other. Such a test is generally framed with hypotheses

H0 ∶ 𝜃 ∈ Θ0,

Ha ∶ 𝜃 ∈ Θ ⧵ Θ0,

with 𝜃 the distribution parameter(s) and Θ0 a subset of the parameter space Θ.

Wilks (1938) proved that, given the observed data x and assuming H0 is true, the test statistic

z = −2 ln
sup{L(𝜃|x) ∶ 𝜃 ∈ Θ0}
sup{L(𝜃|x) ∶ 𝜃 ∈ Θ}

asymptotes to a chi-square distribution with k degrees of freedom, where k is the difference in dimension-
ality, or number of parameters, between Θ and Θ0. Thus, a p value can easily be computed.

3.3. Comparison Procedure

A null and an alternative hypothesis can be defined for this study as follows:

H0 ∶ 𝜃i = 𝜃𝑗 ,

Ha ∶ 𝜃i ≠ 𝜃𝑗 ,
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Figure 1. A 2-year return value for 2MG300 (Table 1) in the present-day climatological experiment. The legend axis
matches that in Figure 10 for ease of comparison with observations.

where 𝜃i denotes the parameters for the NHPP fit of microphysics case i and 𝜃j those of case j. In other words,
the null hypothesis states that the two cases being compared can be reasonably represented by one common
distribution, while the alternative hypothesis says that the two individual fits are significantly different, that
is, the extremes arise from distributions that exhibit meaningful differences. Our test statistic then can be
written as

z = −2 ln
sup{L(𝜃12

|| x1, x2)}
sup{L(𝜃1|x1)} sup{L(𝜃2|x2)}

. (4)

Because the test statistic requires that the parameter estimation in the numerator and the denominator be
done using the same data, the former is found by analyzing the union of the extremes for each individual
microphysics case, rather than extremes determined from the union of the whole datasets. This also neces-
sitates a uniform threshold u. Therefore, when comparing two datasets in a given grid cell and a season, u
was defined as the higher of the two individual 98th percentiles, and extremes for both cases were defined
as values greater than u. The 98th percentile was chosen because it was found that higher thresholds, for
example, the 99th percentile, led to too many failures of the fitting algorithm. The results also depend on
the percentile chosen (Figures S1-S3), particularly when comparing the 1- and 2-moment schemes. Thus,
we chose the highest integer percentile possible that also mitigated the incidence of convergence failures.
This also ensures that the results shown are the most robust. Lastly, to account for temporal clustering, for
example, a storm with high rain rates over multiple 3-hr periods, we took only the maximum value in each
series of consecutive exceedances.

Once the three sets of extremes were acquired, a p value was calculated using the test statistic with k = 3
degrees of freedom since there are six free parameters in the alternative model and only three in the null,
where the parameters are the same between the two cases being compared. However, because a p value is the
probability of obtaining a test statistic at least as extreme as that observed while assuming H0 is true, carrying
out N tests with a significance level 𝛼 will, on average, result in 𝛼N rejections if the tests are independent, and
> 𝛼N if there is spatial correlation, simply due to random sampling error. Thus, as noted by Wilks (2016), the
effects of multiple hypothesis testing (conducting individual tests at multiple grid points) must be taken into
account. We applied the method pioneered by Benjamini and Hochberg (1995) known as controlling the
false discovery rate (FDR), which is the expected fraction of rejected local null hypotheses that are actually
true. The procedure involves choosing 𝛼FDR, the level at which it is desired to limit the fraction of false
negatives (type I errors). In this paper we set 𝛼FDR = 0.05. In practice, this means that there is then a value
pFDR such that an individual p value p must satisfy p ≤ pFDR ≤ 𝛼FDR in order to be declared significant
to ensure that overall the rate of false discoveries does not exceed the nominal level. This method is robust,
and even conservative, when there is strong spatial correlation since the achieved FDR will be smaller than
𝛼FDR. For more details, see Appendix A.1.
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Figure 2. Climatological comparison of 1MG (with 2MG300) (Table 1). Following the convention defined in section
2.1.1, the quantity plotted is the 2MG300 2-year return value minus that of 1MG. Asterisks denote grid cells with
statistically significant differences between the two extreme precipitation distributions. Grid cells where parameter
estimation failed are denoted by a red X.

4. Results
4.1. Present Day
4.1.1. Climatological Runs

Figure 1 shows the map of 2-year return values for 2MG300. Generally, across all seasons, extremes are low-
est near the Rocky Mountains and highest in and between the Midwest and the East Coast, with moderate
values on the West Coast except in JJA. When comparing the 1- and 2-moment schemes in the present day
(Figure 2), there are numerous significant differences over the full annual cycle in the Midwest and dur-
ing the summer season in the Southwest and Southeast. In the case of the southwestern United States, the
location and the timing might imply interactions with the North American monsoon. Previous work has
found that aspects of microphysical processes, for example, a more maritime-like, drop-size distribution and
greater liquid and ice mixing ratios, may be important in producing heavier rainfall in organized convection
during the North American monsoon (Rowe et al., 2012). We caution, however, that much of this summer-
time signal may actually be noise from interannual variability (see section 4.1.4). Note also that in this region
the diverse distributions have differences in return values that are quite small in magnitude. While this is
likely in large part due to the lower rain rates in the region (as compared to the rest of CONUS), it should
be noted that disparate distributions can yield identical return values since there are three parameters that
describe an NHPP process.

When comparing the two rimed ice species in the 2-moment scheme (Figure 3), the Southwest again dis-
plays significant differences, though to a lesser degree than in Figure 2. Graupel leads to higher extremes

Figure 3. As in Figure 2 but with climatological comparison of 2MH300 and 2MG300 (Table 1).
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Figure 4. As in Figure 2 but with climatological comparison of 2MG600 and 2MG300 (Table 1) in MAM.

in this area in the spring, while the opposite is true in the summer. The fact that there are so few signifi-
cant differences in Figure 3 is perhaps a surprising result given other studies (Bryan & Morrison, 2012; Van
Weverberg et al., 2012) that have demonstrated impacts on cold pool dynamics and subsequent accumulated
precipitation. Finally, increasing the size threshold before increased raindrop breakup intensifies leads to
higher 2-year return values in the Midwest spring (Figure 4). Of the present-day findings, this is the most
robust when varying the percentile used to demarcate extremes (Figure S3).

The robust signal in the Midwest and the seasonality (occurring mostly in the spring and the summer but
never in the winter) points to the choice of microphysics being more important in places and times where
storms are dominated by convective processes as opposed to large-scale air motions. This is a similar con-
clusion reached by Li et al. (2012), who found that CAM and SPCAM yielded similar precipitation extremes
in the western United States and during winter but vastly different results in the southeastern United States
and during summer. The springtime signal in the Midwest, particularly in Figure 4, could suggest that
SPCAM is impacting the transition from predominantly synoptic to convective precipitation, though we do
not investigate this further.
4.1.2. 5-Day Runs

The central and western Uniteed States display significant differences in annual extremes when comparing
the 1- and 2-moment schemes in the ILIAD framework (Figure 5), though fewer than in the climatological
case. These regional disparities are not collocated with those in Figure 2, implying that local microphysical

Figure 5. As in Figure 2 but with comparison of 1MG and 2MG300 (Table 1) annual extremes within the ILIAD
framework.
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effects can cause differences in SPCAM precipitation extremes when varying the number of moments prog-
nosed. Nevertheless, this is the only case where there are significant differences; none occur in the seasonal
comparisons with 1MG and 2MG300 nor in any of the comparisons between the 2-moment schemes. Given
the general lack of stippling, a conclusion consistent with this evidence is that the microphysics parameter-
izations alone (i.e., operating under the same meteorological conditions) do not often lead to significantly
different extremes in SPCAM simulations within CONUS. Instead, an alternate plausible hypothesis is that
precipitation rates are indirectly influenced via feedbacks from the microphysics to the large-scale circu-
lation that operate on longer timescales. These ILIAD runs are more similar to the aforementioned CRM
studies forced by reanalyses at the boundaries (e.g., Bryan & Morrison, 2012; Van Weverberg et al., 2012),
yet our findings, that is, that the local effect of microphysics do not appear to be significant, seem to differ
with those in the literature.

There are several reasons as to why the sensitivities are diminished in SPCAM. One is our use of a 2D domain
in the embedded CRM. Various CRM studies (Phillips & Donner, 2006; Wilhelmson, 1974; Zeng et al., 2008)
have noted that updrafts, especially the most intense ones associated with deep convection, have faster
speeds in 3D simulations. Phillips and Donner (2006) and Zeng et al. (2008) found that this led to higher
graupel mixing ratios, and more graupel could potentially make the distinction between graupel and hail
more important. Cloud dynamics would also affect the balance between warm rain and cold rain produc-
tion because more moderate updrafts would favor increased coalescence of cloud water while faster vertical
velocities lead to higher penetration, resulting in more ice (e.g., Redelsperger et al., 2000). A second possi-
ble cause for the reduced sensitivities is the fact that the data were averaged over the CRM domain within
the GCM column, thus perhaps making a comparison to domain-mean (as opposed to domain-maximum)
precipitation rates from CRM studies more appropriate. A third confounding factor is the limited vertical
resolution (30 levels), which is restricted to match that of CAM. Khairoutdinov et al. (2009) found a depen-
dence of cloud distribution and convection on vertical resolution, so it is possible that future SP models with
an increased number of vertical levels could show more realism and/or sensitivity to experiments.

The findings here are robust regardless of the percentile used to denote extreme values (Figures S4-S6), lend-
ing support to the idea put forth by Khairoutdinov and Randall (2003), namely, that nonlocal feedbacks can
amplify microphysical sensitivities that would otherwise be inoperative or suppressed due to prescription
of meteorological boundary conditions in limited-domain CRM simulations. It is also interesting to com-
pare our finding with that of Li et al. (2012), who found significant disparities between CAM and SPCAM
even when the model's large-scale fields were replaced with NCEP reanalysis data at each time step. Here,
the model is simply initialized with reanalysis fields for short, 5-day runs, yet little difference between the
sundry microphysics schemes is observed.
4.1.3. Evidence of Large-Scale Circulation Changes

The results in sections 4.1.1 and 4.1.2 support seeking evidence of large-scale circulation changes that could
lead to the hypothesized feedbacks on extreme precipitation. Feng et al. (2018) compared two microphys-
ical schemes within a convection-permitting model and found that one parameterization simulated more
stratiform rainfall within MCSs, resulting in heating profiles that were top heavier and had a sharper heat-
ing maximum. This in turn led to the strengthening of midlevel mesoscale convective vortices brought on
by increased potential vorticity generation in this region, helping deepen the synoptic scale trough within
which the MCSs were embedded. Dry air intrusion, followed by increased evaporative cooling, allowed the
systems to last longer and affect the large-scale circulation. This change in synoptic flow described by Feng
et al. (2018) is a somewhat local phenomenon, with differences in heating profiles ultimately feeding back
on the same storm, with the caveat that MCSs travel O(1,000 km) over their lifetime. More importantly, how-
ever, MCSs have a lifetime of about 1 day, so we would expect to see effects from this process in the ILIAD
runs. Indeed, it may partially explain the results in Figure 5, especially since most of the signal is in the Great
Plains, where MCSs are frequent and produce much of their rainfall (Feng et al., 2018). However, as stated
above, effects that manifest in the climatological, but not ILIAD, runs imply nonlocal feedbacks affecting
extreme precipitation. Figure 6a compares 1MG and 2MG300 heating rates at their respective midtropo-
spheric (400–800 hPa) peaks in each grid column, and Figure 6b shows differences in the zonal mean. We
see that the largest differences occur from about 20S–20N. While we do not attempt to further connect heat-
ing rates with the large-scale circulation, we note that this is consistent with the idea of a nonlocal feedback.
We also looked at changes in convective available potential energy but found it larger nearly everywhere in
CONUS when using 1-moment as opposed to 2-moment microphysics (Figure S7).
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Figure 6. Climatological 2MG300 (Table 1) heating rates minus those of 1MG, averaged across times with columns
with 𝜔500 hPa < 0 hPa d−1. (a) Difference in the midtropospheric (400–800 hPa) peaks in the climatological heating
profile; only columns with peaks (between 400 and 800 hPa) less than 100 hPa apart are colored. (b) Zonal mean of
difference in heating rates.

The top row of Figure 7 reprints some of the climatological results from section 4.1.1, while the bottom
row shows the respective differences in daily mean pressure velocity at the 500-hPa level (𝜔500). In the
cells/regions with statistically significant differences, the response in precipitation extremes generally fol-
lows that expected from the differences in 𝜔500 (which can be on the order of 30%), particularly between
Panels 7a and 7d and between 7c and 7f. There is less similarity when comparing 1MG and 2MG300 in
the summer (between Panels 7b and 7e), especially in the southwestern United States. Low humidity, or
relatively modest “extremes” (leading to small return values, as seen in Figure 1), could serve as an expla-
nation. Note that an exact correspondence between the two rows of Figure 7 is not expected for multiple
reasons. The differing output frequencies of precipitation and 𝜔500 is one problem, which leads to another:
it is not possible to pull 𝜔500 values from the same time steps as the rainfall extremes. Thus, the bottom row
of Figure 7 shows differences averaged over the entirety of the corresponding season and therefore might be
more telling of shifts in mean precipitation. Similarities between the top and bottom rows, then, hint at shifts
in the precipitation rate distribution that move both the mean and extremes in the same direction, while dis-
parities imply changes in the shape of the distribution. Lastly, as described further below, one would expect
strong precipitation events to be proportional not only to the upward motion but to the moisture content
(which was unfortunately not output) as well.

Figure 7. Climatological 2MG300 (Table 1) 2-year return value minus that of (a) 1MG in the annual, (b) 1MG in JJA,
and (c) 2MG600 in MAM, with asterisks denoting grid cells with statistically significant differences. 2MG300 daily
mean 𝜔500 subtracted from that of (d) 1MG in the annual, (e) 1MG in JJA, and (f) 2MG600 in MAM.
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Table 2
Number of CONUS Cells with Statistically Significant Differences

Season 1MGa 2MH300a 2MG600a Reshuffling median
Annual 31 1 0 1
DJF 1 0 0 0
MAM 1 5 32 0
JJA 39 11 2 9
SON 0 3 0 0
aIn climatological comparison with 2MG300.

4.1.4. Estimating Natural Variability of SPCAM Return Values

It is possible that 7 years is too short an integration period, such that, despite the statistical lengths we
have gone to try to ensure a robust signal, the differences we see are artificially significant, and attempts
at interpretation are moot. To test this, we grouped the climatological output into 28 years (consisting of
the four microphysics experiments of 7 years each). We then randomly reshuffled the 28 years and redid
our analysis, with the idea that this gives a sense of the signal in a dataset where none is expected. We
did this reordering 600 times, and the median number of CONUS cells flagged each season as statistically
significant by our algorithm is listed in the last column of Table 2. Note that in calculating the median, for
each reshuffling and season, the three values generated (from comparing the “four” microphysics schemes)
are taken as individual data points (as opposed to being summed), so that a fair comparison can be made to
the actual climatological results (the middle three columns in Table 2). We see that our statistical procedure
generally reports no significant differences when reshuffling the data, except during JJA. This suggests that,
at least for extreme precipitation, signal detection over interannual variability is more difficult in JJA, which
is in line with the findings of Elliott et al. (2016) regarding summertime MCSs.

4.1.5. Comparing with Observations

While there are significant differences in the climatological runs (Figures 1–4), the disparities in return
values are small in comparison to those when measuring against observations. We show here only the com-
parison of the 1MG case to observations (Figure 8); the maps of the other three microphysics schemes
(Figures S8-S10) look very similar. SPCAM systematically underestimates the magnitude of precipitation
rates when compared to the CPC HPD data, particularly when looking at annual, summer, and fall extremes,
with the closest (spatial) agreement in the winter. While this might seem to be at odds with the conclusions

Figure 8. As in Figure 2 but the 1MG (Table 1) 2-year return value is subtracted from that of the CPC HPD
observations.

CHARN ET AL. 11 of 16



Earth and Space Science 10.1029/2019EA000731

Figure 9. A 2-year return value for 2MG300 (Table 1) in the ILIAD framework. The legend axis matches that in
Figure 10 for ease of comparison with observations.

of Li et al. (2012), the conclusions are in fact quite similar; notably, the model underestimates in the south-
eastern United States while showing better agreement, or even overestimation, in the north, particularly in
the 2MG600 case.

Figures 9 and 10 show the maps of return values for the 2MG300 ILIAD case and the CPC observations,
respectively. One might expect that the ILIAD framework, with its short, 5-day runs initialized by reanalysis
data, better captures the location, if not the magnitude, of precipitation events. Comparing with Figure 1,
this appears to be the case at least in the summer, with the largest extremes placed further south in the
Midwest, closer to Iowa. Thus, as in Li et al. (2012), it seems that winter precipitation events dominated by
synoptic systems are better represented in terms of both magnitude and location, whereas summer events
dominated by convective processes are potentially subject to greater errors, even in SPCAM.

Several studies (Fildier et al., 2018; O'Brien et al., 2016; Rauscher et al., 2016) have shown empirical evidence
for the idea that, for strong events, precipitation rates are approximately equal to the cloud-base upward
moisture flux, which is the product of vertical velocity (in pressure coordinates) and specific humidity. As
mentioned above, 3D CRM simulations generally exhibit larger updraft speeds, particularly at the highest

Figure 10. A 2-year return value for the CPC HPD observations.

CHARN ET AL. 12 of 16



Earth and Space Science 10.1029/2019EA000731

Figure 11. As in Figure 2 but with comparison of 1MG and 2MG300 (Table 1) in experiment with +4 K SSTs.

percentiles: Phillips and Donner (2006) found that the most vigorous 1% of updrafts were 20–40% faster, and
Wilhelmson (1974) found that the updraft in a 3D thunderstorm simulation was twice as fast. Indeed, the
latter study found that the maximum rainfall intensity in 3D was about three times that of the 2D thunder-
storm. Thus, it is possible that embedding a 3D CRM domain (instead of a 2D one) within each GCM column
would result in a closer match to observations. Increasing the horizontal resolution of the CRM might also
help: Ooyama (2001) showed in 2D simulations of a single-cell cloud that 1-km resolution resulted in higher
rainfall intensities than when using 2 km, which in turn yielded a peak precipitation rate twice that in a
4-km experiment. Nevertheless, this effect is not a surety, especially in a 3D setup: Bryan and Morrison
(2012) found that domain accumulated precipitation—which, as noted above, might be the more relevant
quantity in SPCAM—was relatively similar between a 4- and a 1-km simulation of a squall line. And in fact,

Figure 12. Present-day 2-year return value subtracted from that of the +4 K
simulation. Asterisks denote grid cells with statistically significant
differences between the two extreme precipitation distributions.

precipitation decreased with 0.25-km resolution due to increased entrain-
ment which weakened the system intensity.

4.2. Uniformly Increased SSTs

Finally, we analyzed identical free-running simulations but with SSTs
uniformly increased by 4 K. Again, there are substantial regions with dif-
ferences when comparing the 1- and the 2-moment schemes over the
whole year as well as summertime (Figure 11). In this case, however,
the stippling is not confined to the southwestern United States in the
summer; parts of the Midwest show significant differences as well, with
1MG showing more extreme precipitation rates further east, 2MG300
further west. As when using present-day SSTs, there is no detectable sig-
nal when comparing 2MG300 and 2MH300. The springtime signal when
comparing 2MG300 and 2MG600 (Figure 4) also disappears.

We also investigated changes in return values when going from the
present climate to the +4 K SST climate. We would generally expect the
most intense precipitation events to increase in magnitude with warming
but does the response depend on the microphysics scheme used within
SPCAM? Figure 12 suggests the answer is no for annual extremes within
CONUS: the return values significantly increase almost everywhere, but
there is not much distinction between the four cases. There is some slight
variation in the spatial structure, but generally, the largest increases (in
an absolute sense) are in the Midwest, with secondary increases on the
West and East Coasts.

A potentially interesting and similar simulation would be a pseudo-global
warming experiment, as done by Pall et al. (2011), within the ILIAD
framework. That is, first gather results from two (ensembles of) climato-
logical (SP)CAM runs, one forced with observed historical time series of
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radiative and surface boundary conditions, the other with 4xCO2 (alternatively, the increased amount of
CO2 necessary to produce an average of 4 K global warming) and the corresponding surface boundary condi-
tions, as estimated by a fully coupled atmosphere-ocean model, for example, (SP)CESM. Take the difference
in atmospheric variables between the future and present climates in, say, the month of the ILIAD simulation
and add it to the corresponding reanalysis fields used as initial conditions. This set of integrations would be
like the “counterfactual” case in event attribution studies, for example, Pall et al. (2011, 2017), except that
instead of being a scenario without already occurred anthropogenic emissions, it represents a future world
with continuing emissions. The local effect of changing microphysics schemes on return values in a warmer
climate could then be evaluated in an ILIAD framework as in section 4.1.2.

5. Conclusions
Earlier studies have found that superparameterization, which is a mechanism to introduce convection-
permitting processes into GCMs, can increase the fidelity of the precipitation extremes simulated with
these models. However, even as increasing numbers of climate models transition to convection-permitting
or convection-resolving atmospheric dynamics, microphysical processes will still require parameterization.
Experiments with limited-domain CRMs have shown that rainfall statistics are sensitive to the choice of
microphysical representations. However, it was previously unclear whether nonlocal feedbacks in a global
model would amplify or diminish such a response.

In this study we compare precipitation extremes generated by SPCAM for various microphysical configu-
rations. In the climatological simulations, we find significant differences in both present-day and warmer
climates, particularly between the extreme statistics generated with the 1- and the 2-moment schemes dur-
ing summer and the whole year. Short, reanalysis-initialized runs performed via the ILIAD framework
suggest that this response is mostly due to effects on the large-scale circulation that then feed back into
rainfall extremes. This conclusion is supported by comparing mean 500-hPa vertical velocity maps, whose
differences we hypothesize stem from variations in vertical heating profiles caused by the disparate micro-
physics representations. Despite the disparities in rainfall statistics, we also find that none of the four
analyzed microphysical parameterizations yield good agreement with rain gauge data, as SPCAM consis-
tently underestimates the observations. And in fact, if the intensity extremes are in turn underestimated
in the observational data sets (both the one used here and others produced in the past), the discrepancies
between SPCAM and the data would be further amplified. Recent work done by Risser et al. (2018) showed
that current gridded precipitation products have diminished variability and extreme values due to the inter-
polation of a fractal field in precipitation. They argue that an improved product would first estimate the
extreme value distribution locally and only afterwards interpolate the climatology.

Our results are perhaps contrary to what might be expected based on the results of Elliott et al. (2016),
namely, that global feedbacks lead to internal variability of storms that dwarfs sensitivity to microphysics
configurations. Although, like Elliott et al. (2016), we found significant interannual noise in the summer-
time, we also found that nonlocal feedbacks magnify and highlight differences that might otherwise have
gone undetected in shorter experiments. However, at least for the configuration and resolution used, none
of the microphysical schemes tested are clearly preferable in terms of biases in return values of extreme pre-
cipitation. Helpful improvements in microphysics parameterizations might address both frozen and liquid
processes. In the case of the former, better understanding of ice formation and evolution during aggrega-
tion and riming—which are poorly constrained processes and made even more difficult by the nonphysical
partitioning of hydrometeors into discrete snow/ice/graupel/hail categories—is needed (Grabowski et al.,
2019). For the latter, implementing stochasticity into the collision-coalescence process, possibly using a
Lagrangian, particle-based approach (Grabowski et al., 2019; Shima et al., 2009) might lead to a faster onset
of rainfall due to some droplets growing faster than predicted in the usual continuous, deterministic for-
mulation (Telford, 1955). In addition to broader work improving microphysics parameterizations, future
work should involve seeing whether increasing the resolution, particularly that of the internal CRM, helps
SPCAM align more closely with observations in its representation of rainfall extremes.

Appendix A
A.1. Controlling the False Discovery Rate
Once 𝛼FDR, the level at which it is desired to limit the false discovery rate (section 3.3) is chosen, the proce-
dure for rejecting null hypotheses is as follows. For each comparison between two datasets in a given season,
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and given N finite p values pi with i = 1, … ,N, sort the pi into ascending order. Note that N is bounded above
by N ≤ 175, the number of GCM grid cells covering CONUS given the resolution used for the GCM spatial
grid. Using standard statistical notation, these p values are now denoted with parenthetical subscripts, such
that p(1) ≤ p(2) ≤ … ≤ p(N). Local null hypotheses are now rejected if their respective p values are no
larger than pFDR:

pFDR = max
i=1,… ,N

[
p(i) ∶ p(i) ≤ (i∕N)𝛼FDR

]
. (A1)

Thus, it can be seen that this method, known as the Benjamini-Hochberg procedure, requires even smaller
p values to reject a local null hypothesis than would be needed when examining individual grid points in
isolation.
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