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EPIGRAPH 

 

“To take a Walk in the Gardens of the Palace of the Tuileries, and describe the statues there, all in 

marble, in which the ancient Divinities and Heroes are represented with exquisite Art, would be a 

very pleasant amusement, and instructive entertainment, improving in history, mythology, poetry, 

as well as in statuary. Another walk in the Gardens of Versailles, would be useful and agreeable. 

But to observe these objects with taste and describe them so as to be understood, would require 

more time and thought than I can possibly spare. It is not indeed the fine arts, which our Country 

requires. The useful, the mechanic arts, are those which we have occasion for in a young Country, 

as yet simple and not far advanced in Luxury, although perhaps much too far for her Age and 

Character. I could fill volumes with descriptions of Temples and Palaces, Paintings, Sculptures, 

Tapestry, Porcelain if I could have time. But I could not do this without neglecting my duty. The 

science of government it is my duty to study, more than all other sciences; the arts of legislation 

and administration and negotiation ought to take the place of, indeed exclude, in a manner, all 

other arts. I must study politics and war, that our sons may have liberty to study mathematics and 

philosophy. Our sons ought to study mathematics and philosophy, geography, natural history and 

naval architecture, navigation, commerce, and agriculture in order to give their children a right to 

study painting, poetry, music, architecture, statuary, tapestry, and porcelain” 

John Adams 
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Molecular magnetism is a field highly reliant on understanding the electronic structure of 

the molecule in question. In Chapter 1 of this dissertation, we review the connection of state 

structure to bonding of ligands and review contemporary understanding of energy state manifolds, 

with a focus on cobalt complexes and transition metals. These complexes are used to demonstrate 

the growth of the study of molecular magnetism, and we discuss the growth of theory with the 
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application of spectroscopic and magnetic techniques for their use in probing state structure. In 

Chapter 2, we explore the use of ligand coordination to fine-tune the electronic structure of 

transition metals and characterize a series of molecules through spectroscopy and magnetometry. 

This is done by synthesizing the first reported Co(II) and Co(I) mesoionic carbene complexes. In 

Chapter 3, we explore the connection of spectroscopy and magnetometry through the study of 

highly symmetric octahedral Co(II) complexes and propose a new method of modelling magnetic 

data in systems with highly complex electronic structures in order to address current problems in 

modelling systems with complex state structures.   



1 

 

Chapter 1: An introduction of molecular magnetism at the 

crossroads of symmetry, crystal field approximations, and 

Ligand Field Theory 

 

1.1 Molecular Magnetism 

 

Magnetic materials have long been a fascinating subject to mankind. From the early days 

of civilization and our obsession with the magical properties of lodestone, to modern day 

optimization and tuning of magnetic materials for a variety of technologies, our understanding of 

one of nature’s forces has paralleled our growth as a society, particularly since the dawn of the 

industrial age. Any discussion of this field inevitably leads to questions of size limitation, as 

control over magnetism at the smallest level would lead to breakthroughs in a variety of 

technologies. These lines of thought always boil down to the barrier of classical physics and 

quantum mechanics and it was this exploration of size limitation that led to the discovery of Mn12,
1-

2 a molecule that spawned the field of Single-Molecule Magnetism (SMM).  No overview of 

molecular magnetism would be complete without a discussion of this ground-breaking molecule; 

however, such reviews as introductions are ubiquitous in the field. To avoid this inevitable trope 

in magnetic literature, we start a few decades earlier on the seminal quantum mechanical 

descriptions of magnetism, explore the growth and use of symmetry, Crystal Field Theory, and 

Ligand Field Theory as they pertain to magnetic behavior, and eventually return to the inexorable 

Mn12 cluster at the crossroads of these elegant models to set the stage for the research presented 

herein. 

We start with the basis of magnetic parameterization; the response of a given substance 

measured in molar magnetization (M), to an external magnetic field (H), is defined as the magnetic 

susceptibility (χ).3 In mathematical terms we express this using Equation 1.1: 



2 

 

𝜒 =
𝜕𝑀

𝜕𝐻
 (1.1) 

       

Equation 1 is generalizable for all magnetic measurements; however, there tends to be two limiting 

regimes of magnetic response when measuring the effects of an external field on the magnetization. 

This arises from the fact that there are a finite number of spins that can act as a source of magnetic 

moment and at high field the magnetization can reach saturation as all unpaired electrons in the 

system orient along the field’s axis. This effect usually manifests itself as a curve approaching 

some limit in a plot of M vs H. At low enough fields, varying from sample to sample, the 

magnetization dependence on the field can be written as a linear response, shown in Equation 1.2: 

 

𝑀 =  𝜒𝐻 (1.2) 

 

It is within this region of linearity that the seminal equation, the Curie Law,3 asserts its 

influence on the field of magnetism. The Curie Law is directly related to Equation 1.2 and takes 

the form: 

                

𝜒 =  
𝐶

𝑇
 (1.3) 

 

This equation was originally proposed before the discovery of quantum mechanics and was 

originally formulated to act as a descriptor of what we now call Curie paramagnetism. It is used to 

describe the inverse relationship between temperature and susceptibility with a material-specific 

constant, C. At the time of its formulation the nature of C remained unknown; but deviations from 

Curie paramagnetism, and the advancements in quantum physics, gave hints about the origin of 

this constant. This relationship has an inherent quantum mechanical origin and can be found in the 
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molar magnetization, a value which arises from the summation of the magnetic responses of each 

thermally populated state according to a Boltzmann distribution: 

𝑀 = 
𝑁 ∑ (

−𝜕𝐸𝑛

𝜕𝐻
) exp (−

𝐸𝑛

𝐾𝑇)𝑛

∑ exp (−
𝐸𝑛

𝐾𝑇)𝑛

 (1.4) 

It is important to note that Equation 1.4 relies on no assumptions other than being a 

canonical ensemble and that if one can properly calculate each individual state of a system, it can 

be treated as an analytical solution and also allows us to rationalize the Curie constant.3  As energy 

states should be discrete values within any system on the quantized scale, any physical parameter 

that attempts to model a behavior that is inherently quantum mechanical in nature will be reliant 

on those discrete states; thus, many systems having simple energy manifolds obey the Curie Law. 

However, as anyone that has studied anything on the quantum scale already knows, many systems 

are more complex than simple Curie paramagnets and state calculations are far from trivial. Those 

who study in the field often use simplifications in order to rationalize and predict magnetic 

properties. The most notable of these methods is the Van Vleck formula which, given some 

rearrangement to put into terms of susceptibility, is provided in Equation 1.5:4 

𝜒 =

𝑁 ∑ (
𝐸𝑛

(1)2

𝑘𝑇
− 2𝐸𝑛

(2)
) 𝑒𝑥𝑝 (

−𝐸𝑛
(0)

𝑘𝑇
)𝑛

∑ 𝑒𝑥𝑝 (
−𝐸𝑛

(0)

𝑘𝑇
)𝑛

 (1.5) 

The Van Vleck Formula relies on the approximations that H/kT is small and that the 

energies can be expanded based on increasing powers of H. This approximation is particularly 

useful as the Van Vleck Formula allows for comparisons of magnetic systems, provided that any 

measurement performed on a sample’s magnetic properties is done in the region of linear response 
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of M vs. H. This simplification allow us to return to the Curie Law and provide quantification for  

the Curie constant.3 In systems without spin-orbit coupling that are magnetically isotropic, 

meaning there is no directionality in the magnetic moment, energy states scale based on the g-

factor which is approximately 2, the moment of the electron also known as the Bohr-Procopiu5-6 

magneton  (μβ), and the spin multiplicity of the ground state. This can be expressed mathematically 

in the simplified form of the Van Vleck formula given in Equation 1.6: 

𝜒 =
𝑁𝑔2𝛽2

3𝑘𝑇
𝑆(𝑆 + 1) (1.6) 

This expression often acts as the benchmark in framing our understanding of molecular 

magnetic behavior. As the expression Ng2/3k in the cgsemu unit system (the most common unit 

system used in practice in molecular magnetometry) comes out to 0.12505, or approximately 1/8, 

the susceptibility of a system acts as the easiest way to determine whether a system is acting as a 

Curie paramagnet. When the temperature dependence is removed from χ by taking the product of 

susceptibility and temperature we get χT, a parameter that becomes the same value across all 

temperatures for Curie paramagnets and can be approximated simply with Equation 1.7:  

𝜒𝑇 = 
𝑛(𝑛 + 1)

8
 (1.7) 

 with n being the number of unpaired electrons. This horizontal response acts as the baseline for 

our studying of molecular magnetism as deviations in χT allow us to determine whether something 

is behaving in typical Curie fashion or whether there are influences on the energy manifold on the 

system which may arise from magnetic anisotropy, coupling between spin centers, or other 

phenomena. 
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1.2 Magnetic Anisotropy 

Deviations in χT from Curie behavior typically become more pronounced as temperature 

is lowered and the thermal population of states become more pronounced.3 One of the most 

common influences leading to deviation in Curie behavior is magnetic anisotropy, which can be 

generalized as the propensity of the electron density and magnetic moment to favor a direction due 

to some electromagnetic interaction. The source of anisotropy can be traced to unquenched orbital 

angular momentum introduced through spin-orbit coupling. The following three conditions must 

be met in order for an ion to retain its orbital angular momentum and provide anisotropy: (1) 

degenerate orbitals, (2) the orbitals that are degenerate must be symmetrically related across a 

main axis rotation so that their linear combination forms a spherical harmonic, and (3) there is 

space within the orbitals in question for electrons to freely move between these orbitals without 

violating the Pauli exclusion rule.7-8 These conditions manifest commonly in both d-block and f-

block elements, but as the focus of this dissertation will be on primarily first row transition-metals, 

particularly Co(II), we will frame our examples in the context of the 3d elements.  

Transition metals have 2 pairs of orbitals that can meet the above criteria as shown in Figure 

1A.7, 9 These sets correspond with the orbitals that can be linearly combined to form spherical 

harmonics, in this case the ml = ± 1 and ± 2 orbitals, i.e. the dxz/dyz and dxy/dx
2

−y
2 orbitals. Any 

transition metal complex that forms degenerate sets containing these orbitals has the potential to 

generate magnetic anisotropy, provided that the electron filling is conducive to such a pathway. 

For example, as shown in Figure 1B, a d4 ion in an octahedral environment can generate orbital 

angular momentum in the low-spin state as the electron freely passes between degenerate orbitals 

that contain the dxz/dyz pair. In the high-spin state, the only electron capable of moving between 

degenerate orbitals belongs to the eg set. As this pair of orbitals cannot be combined into a spherical 
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harmonic with orbital angular momentum, anisotropy will not be generated through this electron 

configuration nor through any that don’t meet the requirements above.  

The specific mechanism of magnetic anisotropy is also highly dependent on the system 

that is being studied and the generation of orbital angular momentum is not restricted to the ground 

state. In fact, it is somewhat rare for transition metals to generate anisotropy in such a manner as 

ligand-field effects can lift the degeneracy of orbitals in the absence of strict symmetry. Another 

source of anisotropy can be found in a paramagnetic system which lacks spin-orbit coupling within 

the ground state but is able to mix with excited states that retain their orbital angular momentum. 

Figure 1: A) Spherical and cubic harmonics of the 3d orbitals. Color depicts phase of the 

eigenfunction. 1B) Two examples of d4 orbital splitting in an octahedral environment showing a 

system with first order  orbital angular momentum (left) and without (right).  
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This mixing with an excited state with orbital angular momentum may lift degeneracies in the 

ground state of the spin system by creating a preferred directionality of the electron motion i.e., 

creating magnetic anisotropy.10 This effect is similar to the splitting of states caused by the Zeeman 

effect but notably happens in the absence of a magnetic field, shown in Figure 2. This effect is 

known as Zero Field Splitting or ZFS.  

 As the effects of ZFS by definition only take place in the absence of orbital angular 

momentum in the ground state, it is possible to quantify the anisotropy of the system using simple 

Figure 2: Qualitative look at the Ms states of an S = 3/2 ion showing the effects by Zero Field 

Splitting as well as Zeeman Splitting in an applied field with blue shading showing field strength 
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phenomenological spin Hamiltonians.3 To do so, we introduce the symmetric and traceless tensor, 

D, in Equation 1.8: 

Ĥ𝑍𝐹𝑆 = 𝐒 ∙ 𝐃 ∙ 𝐒 (1.8) 

Use of this Hamiltonian has become ubiquitous in the field of molecular magnetism, and 

it is the most common way of parameterizing transition metal magnetism. It gives a model that 

easily reconstructs magnetic data by simplifying the anisotropy generated through state mixing 

into a term that quantifies the splitting in Ms states. As the D-tensor has nine components in the 

form Duu (u = x, y, z) whose experimental determination is no trivial task, the Hamiltonian is often 

further restricted in terms of the axial component, also known as the easy-axis of magnetization 

along the z axis, shown in Equation 1.9:10 

Ĥ = 𝐷Sz
2 (1.9) 

Positive D values typically correspond to the lower moment states being the ground state 

as shown in Figure 2, and negative D values are typically indicative of the opposite. D values are 

usually small energy values, and we will report all values in this manuscript using wavenumbers 

(cm−1) as our unit of choice. This parameter can be thought of as a measurement of the magnetic 

anisotropy of the system. Although there are deeper explorations of the math behind this tensor 

and other parameters that we can use to quantify the non-axial components, for simplicity’s sake 

we will leave them for discussions in other pieces of literature.10  
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1.3 The Evolution of Crystal-Field Approximations into Ligand-Field Theory 

Parameterizing the energy manifold and state splittings of paramagnetic systems to 

quantify the anisotropy has been a continuous challenge in the field.11 One of the most popular 

methods to approach this problem has been through the application of the crystal-field (CF) 

potential and its successor, Ligand-Field Theory (LFT).12 The CF method simplifies metal-ligand 

bonding into interactions of point charges using spherical harmonics under the assumption that 

any ion bound feels its surroundings in the form of a one-electron potential. There have been many 

approaches at modelling predictive crystal-field parameters including the Superposition,13 Angular 

Overlap,14-15 and Point Charge Models;16 however, each of these models have issues in their 

generalizability as the CF potential does not adequately account for interactions such as covalency, 

polarizability, or mixing of orbitals and states.  

With that being said, CF parameters can still be successfully used as a perturbation in 

effective Hamiltonians allowing for quantification of state-splitting.17 In this manuscript we will 

refer to two parameterization schemes starting with the most widely-used, the Wybourne 

notation,18 given in Equation 1.10:  

𝐻̂𝐶𝐹 = ∑∑𝐵𝑘𝑞𝐶̂𝑞
(𝑘)

(𝜈𝑖,𝜑𝑖)

𝑘,𝑞𝑖

 (1.10) 

with 

𝐶̂𝑞
(𝑘)

= (
4𝜋

2𝑘 + 1
)

1
2
𝑌̂𝑞

(𝑘)
 (1.11) 

In Wybourne notation, 𝐵𝑘𝑞 are the Wybourne CF parameters, i covers all unpaired 

electrons in the valence shell, k and q cover all spherical harmonic components allowed by 

symmetry, and 𝐶̂𝑞
(𝑘)

 are the spherical harmonic operators in the form given in Equation 1.11. The 
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operators consist of twenty-seven terms of spherical harmonics which are used to describe the 

environment of an ion, but the number of terms may be reduced due to the spatial and time 

inversion symmetry operations of the ion. For 3d ions in axial symmetry (such as the octahedral 

complexes discussed in this dissertation), the terms can be limited to the cubic terms (B20, B40) and 

the terms that express non-cubic deviations (B44 for tetragonal distortions and B43 for trigonal 

distortions). Wybourne notation is commonly used in spectroscopy and is often used in tandem 

with Ligand-Field Theory, which we will be discussing later in this section. 

The other class of parameterization to review is the Stevens method, which differs slightly 

from Wybourne notation in the use of operator equivalents, 𝑂̂𝑘
(𝑞)

, for tesseral harmonics rather than 

the generalized spherical harmonics of Wybourne notation and the radial components included in 

the 𝐴𝑘
𝑞〈𝑟𝑘〉𝑖 term.19 Stevens notation is widely used in computational approaches as tables of matrix 

elements are widely available20 and many fitting programs17 take advantage of their relatively 

simple mathematical implementation. The Stevens notation in the operator equivalent form are 

expressed in Equation 1.12 in terms of total angular momentum: 

𝐻̂𝐶𝐹 = ∑𝐴𝑘
𝑞〈𝑟𝑘〉𝑖𝑂̂𝑘

(𝑞)
(𝐽𝑧 , 𝐽±)

𝑘 ,𝑞 

 (1.12) 

The Stevens CF parameters are often written in a “B” notation such that 𝐵𝑘
𝑞
 = 𝐴𝑘

𝑞〈𝑟𝑘〉𝑖. 

These parameters can be easily related to Wybourne notation through ratios given in Table 1).12 

Similar to Wybourne notation, k values cover all harmonic oscillators allowed by symmetry but 

are restricted to even values of k due to the necessity of time-invariance symmetry in the use of 

the operator equivalents.12 For most cases, k can be limited to ranks 2, 4, and 6.  
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Table 1: Ratio of CF parameters of Wybourne notation (𝐵𝑘𝑞) and Stevens notation (𝐵𝑘
𝑞

=

𝐴𝑘
𝑞〈𝑟𝑘〉𝑖) 

k q 𝑩𝒌𝒒/𝑩𝒌
𝒒
 

2 0 2 

2 1 −√6/6 

2 2 √6/3 

4 0 8 

4 1 −2√5/5 

4 2 2√10/5 

4 3 −2√35/35 

4 4 4√70/35 

6 0 16 

6 1 −4√42/21 

6 2 16√105/105 

6 3 −8√105/105 

6 4 8√14/21 

6 5 −8√77/231 

6 6 16√231/231 

 

The Stevens operator equivalents (𝑂̂𝑘
(𝑞)

) to the spherical harmonic operators of Wybourne 

notation (𝐶̂𝑘
(𝑞)

) offer the distinct advantage of being able to act directly on many-electron states.12 

This advantage stems from the fact that Stevens operator equivalents directly act on the total 

angular momentum, J (or L), and can be scaled to the spherical harmonics of Wybourne through 

proportionality factors, 𝜃𝑘, through the use of the Wigner-Eckart theorem.21 The operator 

equivalents can be found in Appendix A. 

Combining the change of notation with the operator equivalent method and the 

proportionality factors gives us our Hamiltonian of choice for modelling CF parameters in this 

manuscript, Equation 1.13: 
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𝐻̂𝐶𝐹  =  ∑ ∑ ∑ 𝜎𝑖
𝑘𝐵𝑘𝑖

𝑞 𝜃𝑘𝑂̂𝑘𝑖
𝑞

𝑘

𝑞=−𝑘𝑘=2,4,6

𝑁

𝑖=1

(1.13) 

Three of the four terms of this Hamiltonian have already been discussed above, leaving 

only one term left that needs clarification. The σ term of Equation 1.13 is the orbital reduction 

factor and is composed of the product of two individual parameters, κ and A.22 The κ parameter is 

an empirical term that acts as a correction for shifts in orbital moment caused by covalency and 

loss of symmetry and has a range from 0 to 1, with smaller values accounting for greater covalency 

and distortions and larger values indicating less covalency or distortions in the bonding scheme. 

The A parameter is a term that accounts for state mixing through symmetry and ranges from 1 to 

1.5, with a value of 1 indicating a strong ligand-field causing less mixing as states are split far 

from each other, and a value of 1.5 indicating a weak ligand-field allowing for more mixing of 

states leading to an increase in orbital moment. 

The definition of the orbital reduction factor relies heavily on understanding what 

constitutes a strong or weak ligand-field and can serve as our springboard to discuss this key 

concept which is a staple in many branches of modern-day inorganic chemistry. The evolution of 

the ligand-field developed out of a necessity to give physical meaning to CF parameters.11 

Although the groundwork for LFT was laid using group theory by Bethe in 1929,23 LFT’s origin 

in molecular magnetism truly began with Linus Pauling’s series on “The nature of the chemical 

bond.”24 Throughout these papers Pauling attempted to dissociate paramagnetism from the crystal-

field theory that had been proposed by Van Vleck,25 Penney,26 and Schlapp27; however, Van Vleck 

ended up building upon Pauling’s work and combined it with Mulliken’s molecular orbital (MO) 

theory28 to give the LFT foundation that we still use to this day.29 Contemporary LFT asserts that 

the splitting of orbital energies can be qualitatively determined through the use of symmetry. The 
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most well-known and widely taught application of LFT is the study of octahedral transition metal 

complexes, a topic which happens to coincide with one of the main points of study in this 

dissertation. It is in the framework of octahedral complexes where we begin our exploration of 

LFT. 

Let us consider Co(II), a d7 ion. In the absence of bonded ligands, the free-ion d orbital 

energies are degenerate as shown on the left side of Figure 3.22, 30 Once ligation occurs, the orbital 

energies split based on the symmetry of coordination. The relative energies of orbitals rise or fall 

based on the electron repulsion that occurs due to the overlap with bonding axes. In octahedral 

(Oh) symmetry, this leads to two sets of d orbitals: the lower energy t2g set, which is comprised of 

the dxy, dxz, and dyz orbitals that have no direct overlap with the bonding axes, and the higher energy 

eg set, comprised of the dx
2
− y

2 and dz
2 orbitals, located along the bonding axes. The splitting of 

these sets of orbitals in Oh symmetry is often denoted as ΔO and is referred to as the crystal-field 

Figure 3: Splitting of d orbitals in octahedral symmetry for Co(II). The dashed line indicates the 

energy threshold where pairing energy is less than the splitting energy, ΔO.  
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splitting. Once ΔO reaches a larger enough energy threshold, the filling of d orbitals changes as it 

becomes more energetically favorable to pair electrons rather than fill the higher energy orbitals.  

 The concept of ΔO is the watershed which separated CF approximations into LFT.30 It was 

Van Vleck’s study29 of this splitting which revealed one of the key weaknesses of CF 

approximations: considering ligands as strictly electrostatic potentials fails in predicting the 

splitting caused by ΔO. Van Vleck chose to treat this splitting strictly as a semi-empirical parameter 

of the system and realized the value wasn’t determined solely by the electrostatic potential.30 Over 

time, the definition of ΔO evolved to incorporate four contributions: (1) the electrostatic effect, (2) 

σ donation from ligands to the metal center, (3) π donation from ligands to the metal center, and 

(4) π backbonding from metal to ligand. In short, stronger electrostatic interactions, stronger σ 

donation, and stronger π back-bonding leads to larger ΔO values, while weaker electrostatic 

interactions and stronger π-donation leads to smaller values. The CF gets a nod in the nomenclature 

of LFT, as ligands that create large ΔO values are called strong-field ligands and weak-field ligands 

produce smaller ΔO values. 

 Quantifying ΔO is usually done by spectroscopic means and is oft defined in terms of the 

differential of quanta number, Dq, with ΔO equaling 10Dq.31 This relationship only holds true for 

d1 ions in the weak-field limit.  For transition metal complexes that have more than one electron in 

their d orbitals, the interelectron repulsion must be accounted for. This is done with the Racah 

parameters, A, B, and C, parameters that are linear combinations of radial repulsion functions, Fk, 

defined by Condon and Shortley.32-33 These parameters are presented in Equations 1.14 – 1.16: 

𝐴 =  𝐹0 −
1

9
𝐹4 (1.14) 

𝐵 =  
1

49
𝐹2 −

5

441
𝐹4 (1.15) 
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𝐶 = 
5

63
𝐹4 (1.16) 

The three parameters above can be condensed into expressions of B, as the A variable can be set 

to zero as much of its effect is already accounted for in free-ion approximations, and C can be 

approximated as 4.633 B.34  

 With the electron repulsion parameterized with B, we are able to correlate spectroscopic 

measurements with energy splittings. This is done with the use of Tanabe-Sugano diagrams by 

measuring excitation energies.35 A Tanabe-Sugano diagram plots the predicted energies of 

different states of an ion in a plot of Energy/B vs Dq/B, as seen in Figure 4 for a d7 ion.36 Provided 

Figure 4: Tanabe-Sugano diagram of a d7 ion 
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that you can measure more than one energy excitation, ratios between excitations can be used to 

approximate the values of Dq and B. 

 There are many states calculated and plotted on the Tanabe-Sugano diagram, only some of 

which are spin-allowed, dictating their relative intensities via standard absorption spectroscopy 

measurement techniques. For Co(II), the ground state of the free-ion is 4F (using the 2S+1L 

formalism) with the first allowed excited state being 4P, as shown on the left side of Figure 5 and 

in the Tanabe-Sugano diagram above.22 As discussed, coordinating ligands in an octahedral 

geometry splits the energy levels of the ground state based on the splitting of the d orbitals. This 

leads to four quartet states, given here from lowest energy to greatest in the octahedral state (free-

ion state) notation: 4T1g(
4F), 4T2g(

4F), 4A2g(
4F), and 4T1g(

4P). The transition 4T1g(
4F) → 4T2g(

4F) is 

Figure 5: State diagram of Co(II) with free-ion states and d orbital splitting on the left with state 

and orbital splittings caused by octahedral coordination shown on the right. Energy splittings 

between octahedral states are labeled  Δ1-3 and are defined as electronic excitations. Ligands are 

presumed to be weak-field. 
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the first spin-allowed transition (labeled Δ1 in Figure 5). This excitation is equivalent to ΔO, and it 

corresponds to the one-electron excitation from the t2g set to the eg set. Similar logic can be applied 

to the other transitions, 4T1g(
4F) → 4A2g(

4F) and 4T1g(
4F) → 4T1g(

4P), labeled Δ2 and Δ3 

respectively. Setting the relative ground state energy of 4T1g(
4F) as 0, the transitions can be 

approximated in terms of Dq and B using Equations 1.17-1.20:22 

∆1=  5 𝐷𝑞 − 7.5 𝐵 +
1

2
𝑄 (1.17) 

∆2=  15 𝐷𝑞 − 7.5 𝐵 +
1

2
𝑄 (1.18) 

∆3=  𝑄 (1.19) 

with 

𝑄 = (225𝐵2 + 100𝐷𝑞2 + 180𝐷𝑞𝐵)
1
2 (1.20) 

 

 These spectroscopic parameters, treated through the lens of LFT, can give physical 

meaning to CF parameters in more predictive ways than when treated as purely electrostatic 

potentials. This semi-empirical accounting of covalency in MOs through Dq and B has led many 

researchers to quantify their relationship to CF parameters.37-43 For 3d transition metals in 

octahedral symmetry, the only term required to model the coordinated ligands is B40 in perfect 

cubic symmetry, with the inclusion of B20 and B43 or B44 (in cases with trigonal or tetragonal 

distortions respectively).44 Using the notation developed by Griffith, Morrison, and Ballhausen the 

perfectly cubic portion of CF parameters can be related to Dq with Equations 1.21-1.24:38, 40, 43 

 

𝐵20 = 0  (1.21) 

𝐵40 = 21𝐷𝑞  (1.22) 
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𝐵43 = −2√70𝐷𝑞  (1.23) 

𝐵44 = 21√
5

14
𝐷𝑞  (1.24) 

Non-cubic portions of these terms from tetragonal and trigonal distortions have been 

parameterized by Ballhausen. In his formalism he parameterizes the deviations using Dq, Dσ, and 

Dτ for trigonal symmetry and  Dq, Ds, and Dt for tetragonal symmetry.40 The trigonal terms are 

defined using Equations 1.25-1.28 and the tetragonal terms are defined with Equations 1.29-1.32: 

⟨𝑡2𝑔
± |𝑉𝑡𝑟𝑖𝑔|𝑡2𝑔

± ⟩ = 𝐷𝜎 + 
2

3
𝐷𝜏 (1.25) 

⟨𝑡2𝑔
0 |𝑉𝑡𝑟𝑖𝑔|𝑡2𝑔

0 ⟩ = −𝐷𝜎 −  6𝐷𝜏 (1.26) 

⟨𝑡2𝑔
± |𝑉𝑡𝑟𝑖𝑔|𝑒𝑔

±⟩ = √2𝐷𝜎 + 
5√2

3
𝐷𝜏 (1.27) 

⟨𝑒2𝑔
± |𝑉𝑡𝑟𝑖𝑔|𝑡𝑒2𝑔

± ⟩ =  
7

3
𝐷𝜎 (1.28) 

and 

⟨𝑑𝑥2−𝑦2|𝑉𝑡𝑒𝑡𝑟𝑎|𝑑𝑥2−𝑦2⟩ = 2𝐷𝑠 −  2𝐷𝑡 (1.29) 

⟨𝑑𝑧2|𝑉𝑡𝑒𝑡𝑟𝑎|𝑑𝑧2⟩ = −2𝐷𝑠 − 6𝐷𝑡 (1.30) 

⟨𝑑𝑥𝑦|𝑉𝑡𝑒𝑡𝑟𝑎|𝑑𝑥𝑦⟩ = 2𝐷𝑠 −  𝐷𝑡 (1.31) 

⟨𝑑𝑥𝑧|𝑉𝑡𝑒𝑡𝑟𝑎|𝑑𝑥𝑧⟩ = −𝐷𝑠 +  4𝐷𝑡 (1.32) 

 

 With these distortions parameterized, the adjusted conversion factors into Wybourne 

notation become Equations 1.33-1.35 for trigonal symmetry: 

𝐵20 = −7𝐷𝜎 (1.33) 

𝐵40 = −14𝐷𝑞 − 21𝐷𝜏 (1.34) 

𝐵43 = −2√70𝐷𝑞 (1.35) 
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and Equations 1.36-1.38 for tetragonal symmetry: 

𝐵20 = −7𝐷𝑠 (1.36) 

𝐵40 = 21𝐷𝑞 − 21𝐷𝜏 (1.34) 

𝐵44 = 21√
5

14
𝐷𝑞 (1.34) 

 Lastly, the CF operators can also be related to the ZFS Hamiltonian, provided that the ion 

in question does not have any first order angular momentum.20 This approximation is often used 

to model magnetic behavior and the relationship is given by: 

𝐷 = 3𝐵2
0𝜃2 (1.35) 

1.4 Single-Molecule Magnetism 

Let us take a second to review. In Section 1.1, we examined how a Curie paramagnet 

behaves, and learned that magnetic moment was a result of quantized states with unpaired electrons 

being thermally populated (Equation 1.4). In Section 1.2, the deviations from Curie paramagnetism 

as a result of anisotropy were explored, as was the introduction to states being split through 

perturbation theory. In Section 1.3, we further delved into perturbation theory by reviewing the 

effects of symmetry in the lens of LFT and parameterized state splittings with CF approximations. 

With these concepts at hand, we now have most of the tools needed to understand the complete 

complex electronic structure of a paramagnetic ion. The Hamiltonian to describe the perturbations 

of a paramagnetic ion’s energy manifold is given by Equation 1.36: 

𝐻̂ =  𝐻̂𝐶𝐹 + 𝐻̂𝑆𝑂𝐶 + 𝐻̂𝐸𝑋 + 𝐻̂𝑍𝐸𝐸 (1.36) 

This Hamiltonian is composed of the crystal-field approximations (Equation 1.13), spin-

orbit coupling, the exchange interaction, and lastly, the Zeeman effect.17 The CF Hamiltonian can 

be used to approximate the energy splittings caused by symmetry and can also be used to 
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approximate ZFS contributions when there is no orbital angular momentum through the 

relationship given in Equation 1.35.   

The spin-orbit coupling Hamiltonian for 3d ions is given by:17 

𝐻̂𝑆𝑂𝐶 = ∑𝜆𝑖 (𝜎𝑖 𝐿⃗̂
 
𝑖𝑆̂
 
𝑖) 

𝑁

𝑖=1

(1.37) 

where λ is the spin-orbit coupling constant specific to the ion, σ is the orbital reduction factor 

discussed in the CF approximations, and 𝐿⃗̂ 𝑖 and 𝑆̂ 𝑖 are the orbit and spin operators.3 This term is 

only used for systems that retain orbital angular momentum, and the orbital reduction factor is 

used to empirically adjust the amount of splitting caused by SOC in cases where momentum is 

partially quenched by distortions in geometry. The next term in the full Hamiltonian is given by: 

𝐻̂𝐸𝑋 = −2 ∑ (𝑆 𝑖𝐽𝑖̿𝑗𝑆̂
 
𝑗) 

𝑖,𝑗∈𝑁

𝑖≠𝑗

(1.38) 

with J being the coupling constant between spin centers which acts as a splitting value of spin-

states. This Hamiltonian typically only applies to coupled spin-centers in polynuclear systems. In 

mononuclear complexes this value can normally be approximated to zero as long-range 

interactions in the solid-state are very weak. Lastly, the final term in the free-ion Hamiltonian is 

the Zeeman interaction given by:3 

𝐻̂𝑍𝐸𝐸 = 𝜇𝐵 ∑(𝜎𝐿⃗̂ 𝑖 ∙ 𝐼 ̿ + 𝑆̂ 𝑖 ∙ 𝑔̿𝑖) ∙ 𝐵⃗ 

𝑁

𝑖=1

(1.39) 

where μB is the Bohr magneton, 𝐼 ̿ is the identity matrix of appropriate dimensionality, g is the 

Landé g-factor, and 𝐵⃗  is the external magnetic field. The Zeeman effect occurs on any system with 

magnetic moment and is a function of the field as well as both the spin and orbital moments.  
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 These components allow a comprehensive modelling of most magnetic systems by acting 

as perturbations on the free-ion and this method works whether they are d-block or f-block, 

mononuclear or polynuclear. Again, we return to octahedral Co(II) to visualize the effects these 

perturbations have on a free-ion in Figure 6. As we can see even in our truncated view, the energy 

manifold of a free-ion can be incredibly complex when under the effect of many perturbations. 

Even in “simple” systems that do not contain first-order orbital-angular momentum, understanding 

Figure 6: State diagram of a mononuclear octahedral Co(II) ion showing the effects of crystal-

field splitting, spin-orbit coupling, with a zoomed in view of the 4T1g(
4F) state to show the 

Zeeman effect splitting MJ states 
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and measuring this collection of states is no trivial task. Nevertheless, researchers have developed 

both spectroscopic and magnetic measurements to probe these states.45-46  

It was the exploration of magnetic states through the use of magnetometers which 

unearthed an unforeseen effect in certain systems. Studies of nanoparticles showed that there were 

materials that acted as paramagnets at low temperatures with anomalously large susceptibilities, 

and more importantly, their magnetic moment could be “blocked” upon the application of an 

external field for certain amounts of time.47 This blocking effect would leave remnant magnetic 

moment upon removal of the field, similar to a ferromagnetic material. Strangely, this remnant 

magnetization would fade over time and also seemed to have some temperature dependence. This 

effect would be dubbed superparamagnetism. 

With insight of state composition, the mechanism of superparamagnetism could be 

elucidated.46-47 Researchers began to posit that this blocked moment may be result of an energy 

barrier between degenerate magnetic states. Since these nanoparticles were small enough that they 

were composed of a single magnetic domain acting in concert as a giant-spin, the application of 

an external field lifted the degeneracy of the ground spin-states through the Zeeman effect. The 

nanoparticles would then assume the magnetic moment of the lower energy state. Upon removal 

of the field the degeneracy would be restored, and the nanoparticles would slowly relax to equal 

populations of the ground magnetic states based on the amount of thermal energy available.48 Once 

his behavior became well documented, many began to wonder: was there a size limitation, and 

was it possible for a well-defined single molecule to exhibit superparamagnetism?  

The answer came as an emphatic yes, with the magnetic characterization of a 12-center Mn 

cluster in 1993, shown in Figure 7. 1-2 This cluster was the first well-defined molecule that 

exhibited blocking of the magnetization with a time and temperature-dependence, albeit only at 
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4K. But what was the source of this energy barrier? The researchers determined that due to the 

lack of symmetry of the ions, the molecule did not retain first order orbital angular momentum. 

The cluster did, however, have a net ferromagnetic interaction between the ions giving a ground 

spin-state of Ms = ±10, and much like the superparamagnetic nanoparticles, this net interaction 

could be approximated as one “giant” spin as they acted together in unison. This model was proven 

to be quite effective, and the energy barrier was assigned as the splitting of the degenerate ground 

Ms state of ±10 (Figure 7 right). This was a succinct explanation of the superparamagnetic behavior 

of this ion; when a field was applied, the Zeeman effect lifted the degeneracy of the Ms states 

causing the Ms = −10 state to be the most populated (Figure 8). When the field was removed, the 

barrier blocked the spins from freely relaxing to the degenerate set. As this was based on the model 

of an effective spin Hamiltonian, the barrier was defined as Ueff, and quantification of this barrier 

relied on the ZFS Hamiltonian by adjusting it for this effective barrier: 

𝑈𝑒𝑓𝑓 = 𝐷Sz
2 (1.40) 

Figure 7: The first characterized single-molecule magnet, colloquially known as the Mn12 cluster 

(left). On the right, a qualitative look at the magnetic states of Mn12 providing an energy barrier 

to relaxation of the magnetic moment 
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Unfortunately, the use of ZFS would cause the initial design principles for the first decade 

and a half of SMMs to focus on building larger and larger clusters, with the rationale being that 

the energy barrier would scale exponentially with increased spin and only linearly with D. The 

benchmark system studied during this period was a Mn6 cluster with S = 12, blocking temperature 

of 4.5 K, and Ueff measured at 62 cm-1 in 2007.49  Numerous clusters were made in pursuit of 

increasing spin, but even manyfold increases resulted in ineffective SMMs.50  The pitfall of this 

strategy was in the application of the ZFS Hamiltonian in characterizing Ueff for a cluster. D values 

were primarily meant to parameterize the splitting of states caused by mixing. Treating the 

effective barrier of a spin cluster as a giant spin with the axial anisotropy term, rather than as a 

function of coupling, proved to be a poor model in predicting magnetic properties. This approach 

ignored the fact that spin centers in a large cluster can cancel each other’s moments out through 

antiferromagnetic interactions or by simply being pointed opposite of each other based on the 

symmetry and bonding of the cluster. Many advances in the synthesis and understanding of 

Figure 8: (Left) Qualitative view of Ms states under an external magnetic field (blue shading) 

causing a lift of degeneracy, triggering the Ms = −10 state to become the ground state (Right) 

Upon removal of the external field, the degeneracy of the Ms states is returned but equal population 

is blocked by the energy barrier from  Ms = ±10 to Ms = 0 
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molecular magnetism were made, yet progress in the unique design goals of SMMs was 

frustratingly hard-won. 

The introduction of lanthanide-based SMMs offered an interesting new perspective on 

design principles to increase Ueff. The magnetic characterization of lanthanide phthalocyanine 

sandwich complexes (Ln = Tb, Dy, Ho, Er, Tm, or Yb) by Ishikawa et al. in 2003 proved to be a 

major leap forward in the field.51 This study on these complexes showed that a pursuit of higher 

nuclearity not the only possibility, and, that given the right system, anisotropy could be thought of 

as a synthetically-controllable parameter. With the Tb analog being the best-in-class, a single ion 

ended up displaying a higher effective barrier (~230 cm−1) than any SMM involving the family of 

multinuclear clusters. 

The source of this advantage in superparamagnetism came from the choice in metal center, 

and it was a conceptual model, ported from solid-state magnetism and given the new versatility of 

molecular synthetic tunability, that provided the answer.52 Lanthanide SMMs have a characteristic 

that transition-metal SMMs lack; their 4f valence orbitals are contracted and have minimal 

interaction with ligands. This has two main consequences: (1) the orbitals maintain near-

Figure 9: Crystal structure of a Tb phthalocyanine anion magnetically characterized by Ishikawa 

et al. in 2003. Phthalocyanine sandwich complexes were the first reported lanthanide SMMs 
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degeneracy leaving the spin-orbit coupling mostly preserved providing anisotropy to the ion, and 

(2) lanthanides generally have only weak covalent interaction with ligands and their bonding acts 

much more like point charge interactions. For single-ion lanthanide-based SMMs, these design 

principles formulate a starting point whereby ideal crystal-field shapes could be predictive of the 

barrier which controls relaxation between magnetic states. Idealized shapes came in the form of 

oblate and prolate electron distributions for the lanthanides. Using the shapes as charge potentials, 

the ideal shape for Tb’s electron configuration, for example, is oblate spheroid, matching well with 

the stabilization by sandwiching, rigid, phthalocyanine ligands. This simple single-ion 

(magnetocrystalline) anisotropy model provides a general intuition to guide synthesis and further 

exploration. An explosion of synthetic, physical characterization, and theoretical, efforts on highly 

anisotropic lanthanide systems has resulted in a series of dysprosium complexes53-55 with 

considerably stronger magnetic properties, the current state-of-the-art being a single-ion magnet 

showing blocking behavior at 80 K with a Ueff of 1541 cm−1. 

Advancements in Ln SMMs also helped pave the way for new transition metal SMM 

design principles. With the gains Ln SMMs were showing, some in the field moved away from 

maximizing spin to maximizing anisotropy. There were two main approaches to do this - enforce 

strict symmetry to preserve spin-orbit coupling or maximize state interactions to increase ZFS 

anisotropy with less emphasis on the ligand symmetry. Many have offered predictions to maximize 

ZFS values, with a notable addition by Gomez-Coca et al,56 but these predictions proved mercurial 

as the empirically-based ZFS parameter cannot reliably be used to forecast the effects of covalency 

on state interactions. On the other hand, success was found in preserving spin-orbit coupling by 

focusing on ligand binding modes that enforce strict symmetries. One geometry that had particular 

success was linear coordination,57-59 with the current largest barrier being a linear Co(II) complex 
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published by Bunting et al in 2018 with a Ueff of 450 cm−1. Although this complex had the largest 

barrier reported for a transition metal, it lacked a measurable blocking temperature as a result of 

barrier relaxation dynamics.  

Through the study of the above Dy and Co complexes, it seems that the discipline is fast 

approaching the physical limit of single-ion magnetism and the best system so far showcases 

superparamagnetic behavior slightly above liquid nitrogen temperatures. These gains are amazing 

from the point of view of what seemed theoretically feasible a decade ago – let alone synthetically 

demonstrated. They also point to an exciting prospect – SMM research has reached a point where 

it has the potential to connect with many other fields across science and technology. Doing so is 

no longer a distant theoretical possibility, it only depends upon expanding the models from simply 

how to make “the best” SMM by a narrow, self-determined set of criteria, to a more general goal 

of how to design the magnetic structure and transition probabilities for any goal involving control 

over the magnetic relaxation in a molecule. This wider set of goals is an exciting challenge that 

will necessarily broaden the scope of SMM research. At its essence, it requires versatility. 

A large part of the movement towards versatility in SMM design can be described as a 

push to higher nuclearity, with the caveat that preservation of the anisotropy comes before building 

nuclearity. Advancements in increasing nuclearity have come in the form of single-chain magnets, 

the 1D analog of SMMs, and other higher-dimensional systems with varied results,60-62 but as no 

system has shown the same strength in superparamagnetic properties that the Dy systems have 

shown, there is vast potential in developing building blocks from highly anisotropic SMMs. If one 

can synthesize an SMM with ligand motifs that can be modified to increase nuclearity, one could 

unlock higher dimensional magnetic materials with fascinating properties. However, to synthesize 

such a building block, significant groundwork would need to be laid to understand the effects of 
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metal-ligand bonding and what effects change the magnetic properties. In Chapter Two of this 

dissertation, I will review our attempts at building ligand motifs that would potentially act as the 

template for SMM building blocks. 

Another issue in the field to be addressed is developing consistent modelling techniques 

that give some insight into physical meaning without overparameterization. We have discussed 

much about the potential pitfalls of effective Hamiltonians and their limitations; however, through 

the use of LFT and CF approximations we can potentially build methods that accurately predict 

both spectroscopic and magnetic properties. In Chapter Three, I will review our attempts at 

modelling octahedral Co(II) through a combination of spectroscopic and magnetic data. 
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Chapter 2: Exploring the properties of Co complexes ligated 

by mesoionic carbenes  

 

2.1 Introduction 

Using ligand coordination to fine-tune the electronic structure of transition metals is a 

mature area of both organometallic and inorganic coordination chemistry.63 The discovery of 

distinctly new properties and reactivity, therefore, is often contingent upon the use of ligands that 

induce non-standard perturbations upon the metal center. An iconic example was the introduction 

of N-heterocyclic carbene (NHC) ligands where strong σ-donation and wide steric tunability led 

to an explosion of newly accessible organometallic reactivity. NHC-ligated complexes with nearly 

every transition metal have been isolated to target luminescent, magnetic, catalytic, and a wide 

range of other properties.64 In addition to NHCs, the electronic versatility of carbenes has 

diversified to include systems such as the strong σ-donating and π-accepting cyclic alkyl-amino 

carbenes (CAACs)65 and the more purely σ-donating mesoionic carbenes (MICs) (Figure 10).66-70 

Figure 10: Cobalt complexes bearing carbenes with different donor and acceptor properties. 

Shown here are some of the first complexes containing CAACs (left), NHCs (middle), and MICs 

(right) 
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These variable electronic properties offer an intriguing and less explored contrast to the NHCs, 

especially for first-row transition metal complexes where only 36 such MIC complexes have been 

reported in the Cambridge Structural Database as of the original publication of this paper.  

Amongst the transition metals, complexes of Co(II) provide some of the most diverse and 

interesting electronic structure behavior due to an inherent ground-state bistability from Kramer’s 

degeneracy and relatively large spin-orbit coupling.71 Tetrahedrally-coordinated high-spin Co(II) 

is particularly intriguing from an electronic structure standpoint. While its 4A2 ground state has no 

first order orbital moment, it does have a wide variability in ligand-field strength, distortions in 

symmetry, and spin-orbit coupling that all contribute to a rich manifold of low-lying excited states. 

These provide a source of electronic structure tunability, opening up diverse applications from 

olefin oligomerization,72 electrocatalytic C-C bond formation,73 quantum sensing and 

computing,74 as well as molecular spintronics,75 and single-molecule magnetism (SMM).76-82 

 Despite intense interest in both Co(II) and MICs, there are no examples of structurally-

characterized complexes combining this metal-ligand pair. In fact, only two MIC complexes with 

any Co oxidation state have been previously characterized, both being Co(III).83 Additionally, 

while there have been a small number of reported SMMs containing carbenes in the literature,58, 

84-91 no comprehensive magnetic study on a series of simple metal halide carbenes of any type is 

available, nor have the magnetic properties of any MIC-containing compound been explored, 

leaving an invaluable characterization method for complex electronic structures untapped. To this 

end we synthesized and used a combination of optical absorption spectroscopy and magnetometry 

to characterize a series of tetrahedral complexes comprising CoX2
DippMIC2 (X = Cl⁻, 1; Br⁻, 2; and 

I⁻, 3) (Figure 11). In addition to the new information garnered about the Co(II)-MIC interaction, 

we demonstrate the further control over the magnetic anisotropy through the halide ligand, with 
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an approximate doubling of the axial zero field splitting (ZFS) anisotropy constant |D| between 1 

and 3. In this dissertation, I will also present yet unpublished data that was not included in the 

original manuscript regarding our investigations on redox properties as well as further 

spectroscopic and magnetic investigations. 

 

2.2 General Methods and Procedures 

Experimental Procedure 

 All chemicals were purchased from commercial suppliers unless otherwise indicated. All 

air and moisture-sensitive compounds were handled using a standard mBraun glovebox containing 

purified N2 or standard Schlenk line techniques using an argon atmosphere. Solvents for moisture-

Figure 11: (Top) Reaction scheme for compounds 1-3. (Bottom) Crystal structure of 1 with 

spheres representing C (grey), Co (dark blue), N (light blue), and Cl (green). Hydrogen atoms 

have been omitted for clarity 
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sensitive reactions were purified on an activated alumina column and stored over a 1:1 mixture of 

3 Å and 4 Å molecular sieves. All non-volatile solids were dried at 110 °C under vacuum.92 

Physical Measurements  

Single crystal X-ray diffraction data for all compounds were collected at 100 K on a Bruker 

κ Diffractometer with a Mo Kα radiation source equipped with an Apex II Area Detector. 

Structures were solved using Olex93 via the SHELXT94 routine and refined with SHELXL.95 

Magnetic data was collected on a Quantum Design Magnetic Properties Measurements System 3 

SQUID Magnetometer in Direct Current scan mode. Magnetic measurements were performed on 

crushed crystallized samples pressed into plastic sample holders to prevent torquing. DC 

susceptibility measurements were collected with HDC = 1000 Oe with a sweep rate of 4 K/min. 

All data were corrected for diamagnetism using Pascal’s constants.96 Fitting of magnetic data was 

done using PHI.17 UV-Vis-IR absorption spectroscopy was performed using an Agilent Cary 5000 

with dry THF as the solvent. Elemental analysis (CHN) was performed by Midwest Microlab. Far 

IR Magnetospectroscopy (FIRMS) measurements were performed by the National High Magnetic 

Field Laboratory 5 mg of a polycrystalline sample of 1-3 at 4.2 K for IR energies <900 cm−1 using 

a Bruker Vertex 80v vacuum FTIR spectrometer with a resolution of 0.3 cm−1. 

Ligand Synthesis [DippMIC-H]Cl 

Synthesis of the triazolium salt was adapted from literature procedure.97 A neat mixture of 

2,6-diisopropylaniline (75 mmol, 13.30 g) was mixed with half an equivalent of isoamyl nitrite 

(37.5 mmol, 4.39 g) at room temperature. The dark red solution was allowed to sit at room 

temperature for 4 h and then stored at -20 °C and allowed to crystallize overnight. The resulting 

slurry was filtered and washed with cold ethanol and the triazene was isolated as large yellow 
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blocks which were used without further purification (yield 42%, 31.5 mmol, 11.5 g). Triazolium 

chloride salts were synthesized from the resulting triazene in the presence of 1.5 equivalents (47.3 

mmol, 5.13 g) of tert-butyl hypochlorite in dry dichloromethane at −78 °C. Upon addition of the 

oxidant, the solution immediately turned dark purple/brown and was stirred for 30 minutes. A 

slight excess of phenylacetylene (42.3 mmol, 4.32 g) was then added and the reaction stirred 

overnight in the dark and allowed to slowly come to room temperature. The solvent was then 

removed in vacuo, and the resulting purple powder was triturated for 2 hours in diethyl ether. The 

resulting slurry was filtered and the triazolium salt was isolated as an off-white powder (Yield 

65%, 10.3 g). 1H-NMR (CD3CN, 300 MHz): 9.17 (s, 1H), 7.77 (td, 2H), 7.61-7.48 (m, 7H), 7.44-

7.41 (m, 2H), 2.46 (sept, 2H), 2.38 (sept, 2H), 1.32 (d, 6H), 1.18 (d, 6H), 1.12 (d, 6H), 1.01 (d, 

6H). 

Synthesis of CoX2
DippMIC2 (X = Cl, Br, I) 

Free mesoionic carbene was generated from the deprotonation of [DippMIC-H]Cl (1 mmol, 

0.502 g) in a slurry of 5 mL THF upon addition K(N(SiMe3)2) (1 mmol, 0.199 g) dissolved in 10 

mL THF. The resulting mixture instantly turned brown upon addition of base and produced a white 

precipitate. The reaction was allowed to proceed overnight. KCl was removed via centrifugation 

and the supernatant containing free DippMIC was added to 0.45 equivalents of CoX2 (X = Cl, Br, 

I) and stirred for 6 hours. Volatiles were removed in vacuo and the solid was washed with Et2O to 

remove excess MIC. The remaining solid was dissolved in THF, transferred into a tared vial, and 

the solvent was removed in vacuo to produce sapphire blue, aqua, and green CoCl2
DippMIC2 (1), 

CoBr2
DippMIC2 (2), and CoI2

DippMIC2 (3) respectively. Yields were 62%, 56%, and 55% for 1, 2, 

and 3 respectively. Sapphire blue, aqua, and green crystals suitable for X-ray analysis were 

obtained by slow diffusion of pentane into toluene. Solid samples were air stable for at least 6 
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months stored in vials stored at room temperature but were susceptible to degradation in wet 

THF—presumably from the protonation of ligand from water. CHN analysis (calc., found) for 1: 

C (72.44, 73.23), H (7.41, 7.60), N (7.92, 7.29); for 2: C (66.84, 67.68), H (6.84, 6.89), N (7.31, 

7.36); for 3: C (61.79, 61.77), H (6.32, 6.38), N (6.76, 6.43). 

Reduction of CoX2
DippMIC2 (X = Cl, Br, I)  

All three halide analogs of the Co(II) complex were susceptible to one electron reduction 

to their Co(I) analogs. 0.250 g of CoX2
DippMIC2 was reduced using 1 equivalent of Na in an 

amalgam of Hg in 10 mL THF. The reaction was stirred overnight, and each analog turned into a 

dark red solution. NaX (X = Cl, Br, I) and Hg were removed via centrifugation and the supernatant 

was collected and solvent removed in vacuo to produce dark red powders of CoClDippMIC2 (4), 

CoBrDippMIC2 (5), and CoIDippMIC2 (6). Due to reactions not going to completion and similar 

solubility properties preventing purification between reactants and products, yields were not 

calculated. Single crystals suitable for X-ray analysis were grown by slow vapor diffusion of 

pentane into toluene solutions. 

 

Reduction of CoClDippMIC2  

To investigate the ability of MICs to stabilize the Co(0) analog, reduction of CoClDippMIC2 

(0.250g, ~0.25 mmol) was reacted with 1 equivalent of Na in an amalgam of Hg. The reaction was 

allowed to stir overnight, and the mixture turned from a dark red solution into a black solution. 

NaCl was removed via centrifugation and solvent removed in vacuo to give Co(κ2-DippMIC)2 (7). 

Due to purity issues, percent yield was not calculated. Crystals suitable for X-ray analysis were 

produced through vapor diffusion of pentane into product dissolved in toluene 
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2.3 Results and Discussion  

Compounds 1–3 were obtained in good yield by treatment of a THF solution of the free 

MIC with the corresponding divalent cobalt halogen precursors (CoX2, X = Cl⁻, Br⁻, I⁻; Figures 

11 and 12).The structures of 1–3 were confirmed by X-ray crystallography and elemental analysis. 

As expected, in the solid-state, all three complexes have similar coordination environments 

although they crystallized in distinct space groups (P𝟏̅, P21/n, and Pccn respectively). Select bond 

angles and distances between the cobalt center and ligands are tabulated in Table 2. The Co 

coordination environment in all three complexes is distorted tetrahedra with approximate C2v 

symmetry. The phenyl substituents are arranged with parallel faces, which can be attributed to π-

stacking interactions. Cobalt–carbene distances are comparable to bis-NHC bis-halide Co(II)    

 

Figure 12: Crystal structure of 2 (left) and 3 (right) with spheres representing C (gray), Co (dark 

blue), N (light blue), Br (orange), and I (purple). Hydrogen atoms have been omitted for clarity. 
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Table 2: Selected bond lengths, angles, and distortion parameters for complexes 1-3 

 

complexes.98-99 The angular distortion from ideal tetrahedral geometry was calculated using an 

angular distortion parameter: 

𝜏𝛿 =  
360 − (𝛼 +  𝛽)

141
𝛿 (2.1) 

𝛿 =  
𝛽

𝛼
 (2.2) 

where α and β define the largest and second largest L-Co-L angles.100 All three structures are 

remarkably similar in terms of total distortion from ideal tetrahedral geometry, with τδ values of 

~0.89 being found for all three structures. 

 Variable temperature magnetic susceptibility (T = 1.8–300 K) and variable field (H = −7–

7 T) DC magnetometry data were collected and fit globally (Figure 13) using an effective spin 

Hamiltonian with axial zero-field splitting (ZFS) and Zeeman contributions (Equation 2.3) using 

the PHI software package.17  

 

𝐻̂ = 𝐷𝑆𝑧
2 + 𝑔𝑖𝑠𝑜𝜇𝐵𝑆 ∙ 𝐵 (2.3) 

 

 

 d(Co-C) (Å) d(Co-X) (Å) 
α (largest L-

Co-L) (°) 

β (second 

largest L-Co-

L) (°) 

τδ 

CoCl2
DippMIC2 

(1) 
2.061/2.062 2.256/2.262 117.25(6) 116.87(1) 0.890 

CoBr2
DippMIC2 

(2) 
2.044/2.054 2.408/2.416 116.79(3) 114.28(4) 0.895 

CoI2
DippMIC2 (3) 2.089 2.609 117.25(0) 117.25(5) 0.890 
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To reduce correlation between the effective g value and our phenomenological anisotropy term, 

an isotropic g value was used. Parameter error bars were determined through the PHI software, as 

were the residual values used to locate minima within the parameter space (Equation 2.4): 

𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙 =  [ ∑ (𝑀𝑒𝑥𝑝 − 𝑀𝑐𝑎𝑙𝑐)
2

𝑝𝑜𝑖𝑛𝑡𝑠

𝑖=1

] [ ∑ (𝜒𝑒𝑥𝑝 − 𝜒𝑐𝑎𝑙𝑐)
2

𝑝𝑜𝑖𝑛𝑡𝑠

𝑖=1

] (2.4) 

 

Best fit values of D = −6.54 ± 0.02, −8.27 ± 0.01, and −9.67 ± 0.01 cm−1, and g = 2.24, 

2.25, and 2.36, were obtained for 1, 2, and 3, respectively. Errors in the g value were negligible 

Figure 13: (Top Left) Magnetic susceptibility data (black) and fits of compounds (colored lines) 

1-3. Fits were modelled in conjunction with M vs. H data, here labeled 1-3, corresponding with 

the modelled compound.  
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compared to the quoted number of significant figures. A two-dimensional analysis of the parameter 

space was used to locate additional minima in the residuals with positive D values [Figure 14 (1), 

Figure 15 (2), Figure 16 (3)]. Best-fits constrained within these local minima yield D = 8.04 ± 0.02 

(1), 10.47 ± 0.03 (2), and 9.68 ± 0.02 (3) cm−1 and g = 2.24 (1), 2.26 (2), and 2.36 (3). Based on a 

residual analysis (Equation 2.4), the global minima (negative D values) were reduced by factors 

of 22% (1), 83% (2), and 96% (3) compared to their positive counterparts (Table S2). 

  

 

Figure 14: Survey of the effects of D and g on compound 1 showing two wells of best fits 

corresponding to a positive and negative D value. Dark red signifies best fit with blue signifying 

poor fits 

Figure 15: Survey of the effects of D and g on compound 2 showing two wells of best fits 

corresponding to a positive and negative D value. Dark red signifies best fit with blue signifying 

poor fits 
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Table 3: Best fits of compounds 1-3 for both positive and negative D wells seen in the surveys 

 

 Samples 2 and 3 displayed obvious signs of temperature independent 

paramagnetism (TIP) consistent with a susceptibility contribution unaffected by the 

Boltzmann population. To account for this, empirical values of χTIP = 0.0001, 0.0008, and 

0.0007 cm3mol-1 were employed for 1, 2 and 3, respectively, similar in magnitude to other 

four-coordinate Co complexes reported in the literature.101 

 Although there are no direct comparisons for the ZFS values available in the 

literature for bis-carbene bis-halide Co(II) complexes, these values are within the range of 

reported values for bis-carbene two coordinate Co(I) complexes (D = −8.2, −0.11, and 33.4 

 Negative D fit 
Negative D 

residual 
Positive D fit 

Positive D 

residual 

CoCl2
DippMIC2 (1) 

D = -6.54 ± 0.02 
g = 2.24 0.05695 

D = 8.04 ± 0.02 

g = 2.24 
0.07284 

CoBr2
DippMIC2 (2) 

D = -8.27 ± 0.01 

g = 2.25 
0.02008 

D = 10.47 ± 0.03 

g = 2.26 
0.12033 

CoI2
DippMIC2 (3) 

D = -9.67 ± 0.01 

g = 2.36 
0.00518 

D = 9.68 ± 0.02 

g = 2.36 
0.12586 

Figure 16: Survey of the effects of D and g on compound 3 showing two wells of best fits 

corresponding to a positive and negative D value. Dark red signifies best fit with blue signifying 

poor fits 
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cm-1), and two and three coordinate isoelectronic Fe(I) complexes (D = 19.8, −13.6 cm-

1).84, 87 It is interesting that axial D-values for 1-3 approach the magnitude of lower-

coordinate systems, as typically lower-coordination of similar complexes leads to higher 

D-values due to smaller crystal fields. 

 Complexes 1-3 display room temperature χMT values of 2.37, 2.63 and 2.79 

cm3mol−1K, respectively (Figure 13, top left). The value of χMT down to ~25 K is largely 

independent of temperature, especially for 1, while 2 and 3 show large contributions from 

TIP. At lower temperatures, the drop accelerates to reach χMT ≈ 1.6 cm3mol−1K for each 

compound. The room-temperature values are significantly larger than the spin-only value 

for a tetrahedrally coordinated d7 metal with S = 3/2, suggesting a large second-order orbital 

contribution. This contribution is a manifestation of mixing excited states into ground 

states, with lower-field ligands (i.e. Cl⁻ > Br⁻ > I⁻) bringing excited states closer in energy 

to the ground state. The room-temperature magnetic susceptibilities of these compounds 

are larger than their bis-NHC, bis-halide Co counterparts,102 while being slightly less than 

previously reported two- and three-coordinate Co(II) and isoelectronic Fe(I) carbene-based 

SMMs.58, 87 

The tuning effect induced by the halide series was also apparent in spectroscopic 

data. Normalized to max intensity, UV/Vis/near-IR absorption data (Figure 17) show two 

distinct regions of excited energy states ranging from roughly 18,000–13,000 and 11,000–

5,500 cm−1, in close agreement with reported bis-NHC bis-halide Co(II) complexes.98
 

These regions correspond to the transitions of the tetrahedral 4A2(
4F) ground state to the 

excited 4T1(
4F) and 4T1(

4P) states, with the 4A2(
4F) → 4T2(

4F) transition outside of our 

measurement window.103 The spectra of the complexes show a clear red-shift with 
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increasing halide size for both regions, which can be attributed to the lower ligand-field 

strength of the heavier halides. Both regions for all three complexes contain multiple 

features resulting from spin-orbit coupling and splitting of the parent tetrahedral geometry 

to C2v symmetry, which splits the 4T1 states into their 4A1, 
4B2, and 4B1 components.104 To 

quantify the ligand field, Tanabe-Sugano diagrams were used to calculate Dq values.105 

Using the median energy value from the two excitation ranges in the absorption data to 

approximate a non-distorted tetrahedral excitation, Dq and B were calculated as Dq = 394, 

387, and 367 cm-1 and B = 635, 615, and 571 cm-1 for  complexes 1-3, respectively. These 

Figure 17: Normalized absorbance data for compounds 1-3 in THF showing red shifts as halide 

size increases 
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values are slightly larger than their phosphine-halide analogs, indicative of stronger σ-

donation of the MIC ligands.106 

 The ligand field of the complex plays a critical role in the low-lying energy states 

caused by ZFS. The two components contributing to ZFS are the minor direct spin-spin 

interactions and the dominant second-order spin-orbit coupling (SOC) introduced by 

mixing of ground and excited states.107 Computational101, 108 and experimental109-113 works 

have shown how anisotropy can be influenced via heavy atom coordination with further 

corroboration for ligand influence on ZFS in tetrahedral Co halide complexes emerging 

over the past several years.79, 114-115 Complexes 1–3 show a clear trend in their |D| values 

consistent with the expected electronic-structure effect. Specifically, we can attribute this 

trend to three effects: (1) Ligand-field strength correlates inversely with halide size, 

bringing the Co excited-states lower in energy for larger halides (Figure 17). This decreased 

ligand-field strength allows more mixing between Co states, which incorporates more SOC 

into the ground state. (2) Covalency in halides increases with halide size, yielding a larger 

contribution of ligand character to the molecular orbitals. (3) Relativistic effects in the 

larger halides allow for greater SOC, an effect that is enhanced due to the increased 

covalency and mixed states. 

 Post-publication, we attempted to further probe the magnetic properties of 1-3 

through the use of Far-IR Magnetospectroscopy (FIRMS).116 This method can be used to 

determine ZFS values by measuring the response of low-energy excitations to a magnetic 

field. Any excitation that has a response to a magnetic field must be from or coupled to a 

paramagnetic state; conversely, if the absorption has no response it is from some vibrational 

mode in the solid with no magnetic moment. The ZFS value of the chloride analog was not 
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able to be resolved due to it being below the limit of detection; however, both 2 and 3 had 

measurable ZFS values. CoBr2
DippMIC2 was measured to have a ZFS value of -14.0 cm−1 

while CoBr2
DippMIC2 was measured to be -19.1 cm−1 as shown in Figure 18 and Figure 19. 

Figure 18: (Left) Measured shifts in Far-IR data of (2) in response to a magnetic field. These 

values are used to predict (right) the ZFS of the compound 

Figure 19: (Left) Measured shifts in Far-IR data of (3) in response to a magnetic field. These 

values are used to predict (right) the ZFS of the compound 
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These FIRMS data correspond well with the predicted trend and modeled D values 

calculated through PHI. 

 The redox properties of these complexes were also probed. Complexes 1-3 were 

reacted with one equivalent of sodium amalgam. Although single-crystals were obtained 

through vapor diffusions, purification was never achieved as the reactions would not go to 

completion and reactants and products had very similar solubility properties. Crystal 

structures obtained showed three-coordinate Co(I) complexes as shown in Figure 20 (Cl), 

Figure 21 (Br), and Figure 22 (I). A second reduction was also attempted on the unpurified 

Co(I) complex in an attempt to probe the Co-MIC reactivity. After reacting overnight with 

an equivalent of sodium amalgam and crystalizing through vapor diffusion, a Co(II) 

product (Figure 23) was formed that seemed to have gone through two oxidative additions 

across the benzyl C-H bond followed by a reductive elimination, suggesting that Co-MIC 

complexes may act as C-H activation catalysts. Again, due to purity issues, further 

characterization was not completed. 

Figure 20: X-ray structure of CoClDippMIC2, C (gray), Co (dark blue), N (light blue), and Cl 

(green), Hydrogen atoms have been omitted for clarity. 
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Figure 22: X-ray structure of CoIDippMIC2, C (gray), Co (dark blue), N (light blue), and I (purple). 

Hydrogen atoms have been omitted for clarity. 

 

Figure 21: X-ray structure of CoBrDippMIC2, C (gray), Co (dark blue), N (light blue), and Br 

(orange). Hydrogen atoms have been omitted for clarity. 
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2.4 Conclusion 

In summary, we present the first synthesis and electronic-structure analysis of 

Co(II)–MIC complexes. These compounds show clear correlations between halide size, 

excited-state energies, and ZFS. Analysis of magnetic and spectroscopic data revealed the 

ability of ligands to incorporate varying levels of second-order SOC into the metal center 

itself. The synthesis of these complexes paves the way for further studies on Co–MIC 

complexes to probe carbene effects on low-coordination environments. Now that a baseline 

for understanding changes in axial anisotropy in carbene-containing compounds has been 

set, future work will focus on making direct comparisons between MIC complexes and 

their NHC/CAAC counterparts. Expanding upon these trends will allow targeted 

Figure 23: X-ray structure of Co(κ2-DippMIC)2, C (gray), Co (dark blue), N (light blue), and I 

(purple). Hydrogen atoms have been omitted for clarity. 
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development of systems that exploit the unique nature of the MIC ligand to control 

electronic and magnetic structure. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The material in Chapter 2 of this dissertation was adapted from: Mantanona, A.J, Tolentino 

D.R., Cay, K.S., Gembicky, Jazzar, R., M., Bertrand, G., and Rinehart, J. D “Tuning electronic 

structure through halide modulation of mesoionic carbene cobalt complexes”. Dalton Trans., 2020, 

49, 2426-2430. The dissertation author is the primary author of this publication. Reproduced by 

permission of The Royal Society of Chemistry 

  



48 

 

Chapter 3: Modeling the molecular magnetism of near-

perfect octahedral Co(II) complexes with physically intuitive 

parameterization 

 

3.1 Abstract  

A central intuition in single-molecule magnetism is that a well-isolated, bistable 

ground state can be achieved by maximizing axial anisotropy. For a mononuclear transition 

metal complex, anisotropy is often best achieved by manipulating the strength and 

symmetry of the crystal field to generate mixing via the spin-orbit interaction. The resulting 

electronic structures defy simple description and chemical intuition is often sought using 

qualitative terms or in the extension of phenomenological spin Hamiltonians where the 

fitting parameters have limited or unclear physical significance. To study the consequences 

of these approximations, we describe the electronic structure of two nearly-perfect 

octahedral complexes, [Co(MeCN)6](PF6)2 and [Co(DMSO)6](BPh4)2, using 

straightforward optical and magnetic characterization methods. Although these molecules 

manifest many of the same magnetic signatures, including slow magnetic relaxation (HDC 

= 800 Oe) and large deviations from spin-only behavior, the use of crystal field parameters 

and the application of symmetry allows us to describe the magnetic and electronic behavior 

of these molecules with less reliance on phenomenological Hamiltonians. The inclusion of 

optical data provides a restriction on the fit that is much more in line with the energy scale 

of standard crystal field splittings, thus allowing the identification of unphysical parameters 

more easily. This approach allows for descriptions of the data that are consistent with the 

expected Co(II) ion spin-orbit coupling, empirically observed octahedral splitting, and 

mixing between the 4F and 4P states. 
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3.2 Introduction 

Among first-row transition metal ions, octahedral divalent cobalt is well-known for 

its strong magnetic anisotropy.117 This magnetic anisotropy, or preferred orientation of the 

ground state angular momentum, is a product of the spin-orbit coupling tethering the spin 

system to unquenched orbital moment.118 Because of the comparable energy scales of 

Coulombic, crystal field, and spin-orbit Hamiltonian terms, these ions have some of the 

most complex electronic structures on the periodic table (Figure 6). This complexity 

requires a reserved approach to parameterization often leading to phenomenological 

Hamiltonians where, for example, orbital moments are accounted for using effective g 

values and mixing of angular momenta components are accounted for with zero-field 

splitting (ZFS) parameters. This parameterization is extremely successful for describing 

systems without large contributions from the orbital moment and even for highly 

anisotropic systems when high-field electron paramagnetic resonance (EPR) data are 

available. When only powder-average magnetometry data is available, the results become 

far less reliable and in highly anisotropic systems ZFS values can generally only be 

considered fitting parameters with limited physical meaning.119 In order to provide some 

quantification to low-symmetry systems, magnetization data is often fit to the axial term of 

a ZFS Hamiltonian, with higher order terms added as necessary if allowed by symmetry 

and spin state. 

 With its high level of complexity and variability, it is unsurprising that researchers 

have found many methods to approach the problem of modeling molecular magnetism for 

the Co(II) ion. Notably, a Hamiltonian developed by Griffith and Figgis has had success in 

describing octahedral complexes that distort from perfect symmetry.38, 120-122 This approach 
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describes the mixing of ground and excited states of the d7 ion using an orbital reduction 

factor which simplifies mixing and covalency into a singular term by assuming the orbital 

angular momentum of the 4P excited state can be scaled from the ground 4T1g state. Using 

this approach, the calculations are greatly simplified and allow for any deviations from 

perfectly octahedral complexes to be fit using a distortion parameter. This method has been 

fairly successful in reproducing magnetic data, particularly with a method developed by the 

Pardo group;22 however, the lack of physical significance is still elusive due to 

oversimplification or overparameterization. 

 Herein we explore the fitting results of various perturbation approaches in systems 

with relatively high symmetry allowing us to probe the propensity of solutions with dubious 

physical meaning. The previously reported complexes [Co(DMSO)6](BPh4)2
123 and 

[Co(MeCN)6](PF6)2
124. provide particularly striking examples where acceptable fits on 

magnetic data to various Hamiltonians can be found but meaning is practically limited due 

to the many correlated fitting parameters. Sakiyama et al. analyzed the static magnetic 

Figure 24: Crystal structures of [Co(MeCN)6]
+2 (left) and [Co(DMSO)6]

+2 (right). Respective 

counter ions not shown. 
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properties of the DMSO adduct using the TP equivalence method described by Griffith and 

Figgis.123 Analysis of this compound focused on axial and rhombic distortion parameters 

which led to good fits of the magnetic data. Additionally, the Dunbar group recently 

reported125 a study on the acetonitrile adduct which employed a similar approach using 

spin-orbit coupling in tandem with axial (𝐵2
0) and transverse (𝐵2

2) crystal field parameters 

to describe this system. Both approaches use phenomenological terms to overcome the 

challenge of the complexities of multiple interactions of similar energy. While the 

employment of crystal field parameters allows for good mathematical fits which can be 

used to study and compare magnetic data, physical significance of parameters eludes this 

approach. The use of only two crystal field parameters leads to incomplete pictures of the 

electronic structure which is a byproduct of analysis that is limited by the sole use of 

magnetic data in their fits. Given our observations of slow magnetic relaxation under an 

applied field in highly symmetric, simple solvent adducts of Co(II), we attempted to 

develop a new approach to fitting magnetic data using simple magnetometry and absorption 

spectroscopy to model the magnetic properties and electronic structure on the basis of 

crystal field theory using PHI, a software package developed by the Chilton group.17 This 

approach allows for results with some limited physical significance, and importantly, 

results obtained by fitting can be checked through comparisons to spectroscopic data. 

 

3.3 Materials and General Methods 

 

Experimental Procedure 

All chemicals were purchased from commercial sources unless otherwise noted. 

Acetonitrile and DMSO were dried over a mixture of activated 3Å and 4Å molecular sieves. 
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Synthesis of [Co(MeCN)6](PF6)2 was adapted from that of [Co(MeCN)6](BF4)2 as 

described by Dunbar and coworkers.124 Under dinitrogen atmosphere, acetonitrile (20 mL) 

was added dropwise to a mixture of NOPF6 (1.0 g, 5.7 mmol) and Co powder in excess (2.0 

g, 34 mmol). Effervescence was immediately observed.  After completion of the addition, 

dissolved NO was removed under reduced pressure (10⁻1 torr) and the mixture was stirred 

at room temperature for 12 h. The resulting peach/pink solution was centrifuged, and the 

supernatant extracted with acetonitrile and concentrated under vacuum. Peach-pink crystals 

suitable for single-crystal X-ray diffraction analysis and magnetometry measurements were 

grown from vapor diffusion of Et2O into acetonitrile. CHN elemental analysis was 

performed by Midwest Microlabs. CHN (measured, projected) C: 23.64, 24.22 H: 5.78, 

3.05 and N: 12.68, 14.12. Synthesis of [Co(DMSO)6](BPh4)2 was adopted from a synthesis 

reported by Sakiyama.126 Briefly,  Co(II) nitrate hexahydrate (1.0 g, 3.4 mmol) was refluxed 

in 2.0 mL of DMSO for one hour in the presence of NaBPh4 (2.4 g, 6.8 mmol) with 

precipitation of purple crystals upon cooling. Purple crystals suitable for single-crystal X-

ray diffraction analysis were grown upon recrystallization from a minimal amount of 

DMSO consistent with literature procedure. 

 

Physical Measurements 

Single crystal X-ray diffraction data were collected at T = 100 K on a Bruker κ 

Diffractometer with a Mo Kα radiation source and an Apex II Area Detector. The structure 

was solved using Olex2 93 via the SHELXT94 routine and refined using full-matrix least-

squares procedures with SHELXL.95 Magnetic data were collected using a Quantum Design 

Magnetic Properties Measurements System (MPMS3) Superconducting Quantum 
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Interference Device (SQUID) Magnetometer in Direct Current (DC) scan mode. Magnetic 

measurements were performed on randomly oriented, crushed microcrystalline samples 

interspersed in the inert wax eicosane to provide thermal bath contact and prevent crystallite 

torquing at high field. Samples were sealed under vacuum in a custom quartz tube with a 

thin shelf to designed to avoid end effects (i.d. = 4 mm; D & G Glassblowing Inc.). All data 

were corrected for diamagnetism using Pascal’s constants.96 UV-Vis absorption 

spectroscopic data was collected as acetonitrile or DMSO solutions in quartz cuvettes using 

an Agilent Cary 5000 UV-Vis-NIR spectrometer. 

 

3.4 Results and Discussion 

 [Co(MeCN)6](PF6)2 crystallizes in the R3̅ space group. The metal complex sits on 

a site of 3̅𝑚(D3d) symmetry described by equivalent Co – N bonds (d = 2.110 Å) and a 1.8° 

trigonal distortion from Oh. This negligible distortion is rare among homoleptic, octahedral 

Co(II) complexes with electronic degeneracy; typically, octahedral complexes are subject 

to Jahn-Teller distortions that give rise to D4h symmetry.117 Using the SHAPE software which 

measures distortions from perfect polyhedron,127-129 the inner-coordination sphere of the solid-

state complex is perfectly octahedral up to the level of accuracy provided by this measurement 

with the distortion from a perfect octahedron measuring at 0.00000 (Table 4).  

Table 4: Deviations in geometry for [Co(MeCN)6]
+2 calculated from ideal six-coordinate structures 

 

 

 

 

 

[Co(MeCN)6]
+2 

Ideal Structures Description Deviation 

HP-6 Hexagon 33.33322 

PPY-6 Pentagonal pyramid 30.43692 

OC-6 Octahedron 0.00000 

TPR-6 Trigonal Prism 16.73672 

JPPY-6 Johnson pentagonal pyramid 34.02824 
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Table 5: Deviations in geometry for [Co(MeCN)6]
+2 calculated from ideal six-coordinate structures 

  

The crystal structure of [Co(DMSO)6](BPh4)2 used for magnetic data collection was 

consistent with the reported structure, crystallizing in the P1̅ space group with anisotropic trigonal 

distortions of approximately 3.2°. The DMSO adduct shows a Jahn-Teller elongation along one 

axis of the CoO6 core, with two bond lengths of 2.219 Å compared to a range of 2.065 – 2.094 Å 

for the other distances. Performing the same continuous SHAPE measurement as the acetonitrile 

adduct, the CoO6 core was measured as a near-perfect octahedron with a 0.18643 measured 

distortion. The next closest geometry, trigonal prismatic, had a SHAPE parameter of 15.31632.  

In the absence of an applied DC field, neither [Co(MeCN)6]
+2 nor [Co(DMSO)6]

+2 

showed any notable dynamic magnetic properties; however, upon the application of a field, 

both complexes showed measurable frequency dependence, as shown in Figure 25 and 

Figure 26 for [Co(MeCN)6]
+2 as well as Figure 27 and Figure 28 for [Co(DMSO)6]

+2. The in-

phase and out-of-phase components vs. frequency were fit simultaneously with a 

generalized Debye equation (Equation 3.1).118  

𝜏−1 = τ0
−1 exp (−

Ueff

kB𝑇
) + C𝑇n (3.1) 

               

[Co(DMSO)6]
+2 

Ideal Structures Description Deviation 

HP-6 Hexagon 32.38670 

PPY-6 Pentagonal pyramid 28.34593 

OC-6 Octahedron 0.18643 

TPR-6 Trigonal Prism 15.31632 

JPPY-6 Johnson pentagonal pyramid 31.59745 
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Figure 25: Out-of-phase AC susceptibility vs Frequency of [Co(MeCN)6](PF6)2 under an applied 

DC field of 800 Oe 

Figure 26: In-phase AC susceptibility vs Frequency of [Co(MeCN)6](PF6)2 under an applied 

DC field of 800 Oe 
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Figure 27: Out-of-phase AC susceptibility vs Frequency of [Co(DMSO)6](BPh4)2 under an applied 

DC field of 800 Oe 

Figure 28: In-phase AC susceptibility vs Frequency of [Co(DMSO)6](BPh4)2 under an applied DC 

field of 800 Oe 
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This form of the generalized Debye equation has two terms, the first being an Orbach 

or over barrier process (τ0
−1 exp (−

Ueff

kB𝑇
)), and the second being a Raman or vibrationally-

coupled process (C𝑇n). Data were fit to Orbach and Raman/vibrationally-coupled processes 

although the low barrier (Ueff) and relatively small measurement range preclude drawing 

concrete conclusions as to the nature and number of these processes. The χ′ (in-phase) and 

χ′′ (out of phase) dependency plots vs frequency and temperature were collected with an 

applied DC field of 800 Oe and peaks were plotted in an Arrhenius-like plot (Figure 29 and 

Figure 30). The higher temperature region was dominated by an Orbach process while at 

lower temperatures, Raman relaxation effects become the fastest available mechanism.  

Figure 29: Arrhenius plots of relaxation times versus temperature for [Co(MeCN)6](PF6)2 Black 

lines are fits to a multi-term relaxation model, Equation 3.1, while the dashed red line represents 

the Orbach-only fit 
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Using these processes to fit the relaxation behavior gave an attempt time for the 

acetonitrile adduct of τ0 = 6.2 x 10-8 s, effective barrier (Ueff) of 29.6 cm-1, and a Raman relaxation 

constant of C = 3.62 x 101 K-ns-1 with n = 2.005 (Figure 29). The DMSO adduct was fit with τ0 = 

2.7 x 10-7 s, Ueff of 24.0 cm-1, and C = 2.18 x 101 K-ns-1 with n = 2.860 (Figure 30). Although these 

results are important to note, the significance of the parameters of this fit are not the focus of this 

paper and are more thoroughly discussed in other works in the literature.116 

 Temperature dependence of the magnetic susceptibility (χT vs. T) for both 

complexes was studied between T = 1.8 and 300 K under a bias field of HDC = 1000 Oe. 

At room temperature, χMT values of 3.30 and 3.05 emu K mol-1 were found for the MeCN  

Figure 30: Arrhenius plots of relaxation times versus temperature for [Co(DMSO)6](PF6)2 Black 

lines are fits to a multi-term relaxation model, Equation 3.1, while the dashed red line represents 

the Orbach-only fit 
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(Figure 31) and DMSO (Figure 32) analogs respectively which exceeds the spin-only value 

of χMT = 1.875 emu K mol-1. The χMT values for both complexes decline minimally until 

approximately T = 250 K, at which point the decline accelerates, eventually reaching 

minimum values of χMT = 1.91 and 1.71 emu K mol-1 at 1.8 K for the MeCN and DMSO 

analogs, respectively. Field-cooled and zero-field-cooled data were superimposable, 

indicating that relaxation was fast enough to equilibrate the system on the timescale of DC 

data collection. As reported by Sakiyama,123 we also observed a notable dip in the 

susceptibility of the DMSO analog at around 240 K, attributable to a change in crystal 

Figure 31: Temperature independent magnetic susceptibility of [Co(MeCN)6](PF6)2 (black) with 

fits using subsequent perturbations containing empirical CF fits (red line), spin-orbit coupling 

and orbital reduction (dashed orange line), symmetry-lowering distortion (dotted green line), and 

applying orbital reduction to only the orbital reduction factor (dash-dot purple line) 
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structure, therefore all modelling on the DMSO analog was done using data below this dip. 

Multiple models were employed to fit this data, these will be discussed below.  

To probe the low-lying electronic structure, magnetization vs. field data were also 

collected in the region of non-linearity (1.8 K < T < 7 K) with larger intervals up to 300K 

(Figure 33-Figure 40). As expected from the dynamic data observations, magnetic hysteresis 

was not observed in either system. Modelling on this data was done in conjunction with the 

susceptibility data, this will also be discussed below. 

Figure 32: Temperature independent magnetic susceptibility of [Co(DMSO)6](BPh4)2 (black) 

with fits using subsequent perturbations containing empirical CF fits (red line), spin-orbit 

coupling and orbital reduction (dashed orange line), symmetry-lowering distortion (dotted green 

line), and applying orbital reduction to only the orbital reduction factor (dash-dot purple line) 
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Figure 33: Magnetization data (black circles) of [Co(MeCN)6](PF6)2 fit using empirically derived 

crystal field data using the 𝐵4
0 term. Data and fits range from 1.8 K (dark blue) to 300 K (dark 

red). 

Figure 34: Magnetization data (black circles) of [Co(MeCN)6](PF6)2 fit using empirically derived 

crystal field data using the 𝐵4
0 term and spin-orbit coupling. Data and fits range from 1.8 K (dark 

blue) to 300 K (dark red). 
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Figure 35: Magnetization data (black circles) of [Co(MeCN)6](PF6)2 fit using empirically derived 

crystal field data using the 𝐵4
0 and 𝐵4

3 terms as well as spin-orbit coupling. Data and fits range 

from 1.8 K (dark blue) to 300 K (dark red). 

Figure 36: Magnetization data (black circles) of [Co(MeCN)6](PF6)2 fit using empirically derived 

crystal field data using the 𝐵4
0 and 𝐵4

3 terms as well as spin-orbit coupling, restricting the orbital 

reduction term to the Zeeman effect. Data and fits range from 1.8 K (dark blue) to 300 K (dark 

red). 
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Figure 37: Magnetization data (black circles) of [Co(DMSO)6](BPh4)2 fit using empirically 

derived crystal field data using the 𝐵4
0 term. Data and fits range from 1.8 K (dark blue) to 300 K 

(dark red). 

Figure 38: Magnetization data (black circles) of [Co(DMSO)6](BPh4)2 fit using empirically 

derived crystal field data using the 𝐵4
0 term and spin-orbit coupling. Data and fits range from 1.8 

K (dark blue) to 300 K (dark red). 
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Figure 39: Magnetization data (black circles) of [Co(DMSO)6](BPh4)2 fit using empirically 

derived crystal field data using the 𝐵4
0 and 𝐵4

3 terms as well as spin-orbit coupling. Data and fits 

range from 1.8 K (dark blue) to 300 K (dark red). 

Figure 40: Magnetization data (black circles) of [Co(DMSO)6](BPh4)2 fit using empirically 

derived crystal field data using the 𝐵4
0 and 𝐵4

3 terms as well as spin-orbit coupling, restricting the 

orbital reduction term to the Zeeman effect. Data and fits range from 1.8 K (dark blue) to 300 K 

(dark red). 
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UV-Vis-IR spectroscopy was used to roughly determine the electronic excited energy 

states of the two complexes. The ligand field splitting of an octahedral or nearly octahedral Co(II) 

complex is well-described using only the d-d transitions appearing within the UV/visible/near IR 

energy range. Three prominent spin-allowed transitions are expected from excitations of the 

4T1g(
4F) ground state to the 4T2g(

4F), 4A2g(
4F), and 4T1g(

4P) excited states (Figure 5). These states 

provide an empirical basis for the octahedral crystal field terms such that the parameter space can 

be significantly reduced. This is vital as the spin orbit coupling results in a significant increase in 

complexity.22 To assess the energy of the excited d-electron states in our systems, absorption 

Figure 41: On the left is shown the solution-state UV-Vis-NIR spectroscopic data of 

[Co(MeCN)6](PF6)2 supplemented by lower-energy ATR-IR data (normalized scale). To the right 

of this figure are energy states generated in simulations in PHI showing the splitting of the 4T1g(
4F) 

ground state (purple) from the first set of excitations in the 4T2g(
4F) state (red) and the second set 

of excitations 4A1g(
4F) state (blue). The figures show progressive perturbations on the Co(II) ion 

with A using the empirically derived B4
0 term, B including spin-orbit coupling and orbital reduction 

terms, C including a B4
3crystal field term, and D restricting orbital reduction to acting only on the 

Zeeman component of the Hamiltonian. The fifth simulation, E, employs the Hamiltonian used in 

the literature description of this complex. 
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spectra were collected in acetonitrile and DMSO solutions (λ = 250 – 1500 nm) as well as solid-

state ATR-IR spectra. As previously reported,130 the absorption (Figure 41) for the acetonitrile 

adduct centered at λ = 1091 nm (9116 cm⁻1) corresponds to the ν1 = 4T1g(
4F)4T2g(

4F) transition, 

while the three-feature peak contains the ν2 = 4T1g(
4F)4A2g(

4F) transition and the ν3 = 4T1g(
4F) 

4T1g(
4P) transition. To determine which peak corresponds to which transition, we employed peak 

fitting of the spectra to determine a 3-peak best fit of the data. The peaks of best fit were found at 

𝐸/ℏ𝑐 =  19250, 20222, and 21408 cm⁻1, and used to estimate a Racah B parameter and Dq value 

via a d7 Tanabe-Sugano diagram.35 Assuming the two peaks of higher energy  were the result of a 

solution based distortion which would split the triplet term, we assigned the ν3 = 4T1g(
4F) → 

4T1g(
4P)  transition as the average of these two peaks, while the ν2 = 4T1g(

4F) → 4A2g(
4F) transition 

was assigned to the peak centered at 19250 cm−1 (519 nm). Using these values, we obtained values 

of B = 862 cm⁻1 and Dq = 989 cm⁻1.  

The DMSO analog has a similar spectrum with a bathochromic shift for all peaks as shown 

in Figure 41; however, the solution-based distortion only resulted in the appearance of two 

prominent features in the visible region which were used to calculate crystal field parameters. The 

ν1 = 4T1g(
4F) → 4T2g(

4F) transition was assigned to the peak centered at 7200 cm−1 (1389 nm), with 

the ν2 = 4T1g(
4F) → 4A2g(

4F) transition centered at 18474 cm-1 (541 nm) and the ν3 = 4T1g(
4F) → 

4T1g(
4P)  transition centered at 20482 cm−1 (488 nm). Analysis via the Tanabe-Sugano diagram 

yields the Racah parameter B = 959 cm−1 and a Dq value of 829 cm−1.  

To fit the magnetometry data, we employed the Hamiltonian in Equation 3.2: 

 

𝐻̂ =  𝜎𝜆𝐿⃗̂ ∙ 𝑆̂ + ∑ ∑ ∑ 𝜎𝑖
𝑘𝐵𝑘𝑖

𝑞 𝜃𝑘𝑂̂𝑘𝑖
𝑞

𝑘

𝑞=−𝑘𝑘=2,4,6

𝑁

𝑖=1

+ 𝜇𝐵 (𝜎𝐿⃗̂ 𝑖 ∙ I̿ + 𝑆̂ 𝑖 ∙ gI)̿ ∙ 𝐵⃗ (3.2) 
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where σ is the orbital reduction factor, λ is the spin-orbit coupling parameter, 𝐿⃗̂  and 𝑆̂  are orbit and 

spin respectively, 𝐵𝑘𝑖
𝑞 𝜃𝑘𝑂̂𝑘𝑖

𝑞
 are the crystal field parameters with their associated Stevens operators, 

μB is the Bohr magneton, 𝐼 ̿is the identity matrix of appropriate dimensionality, g is the Landé g 

factor, and 𝐵⃗  is the external magnetic field. This Hamiltonian can be broken up into three main 

Figure 42: On the left is shown the solution-state UV-Vis-NIR spectroscopic data of 

[Co(MeCN)6](PF6)2 supplemented by lower-energy ATR-IR data (normalized scale). To the right 

of this figure are energy states generated in simulations in PHI showing the splitting of the 4T1g(
4F) 

ground state (purple) from the first set of excitations in the 4T2g(
4F) state (red) and the second set 

of excitations 4A1g(
4F) state (blue). The figures show progressive perturbations on the Co(II) ion 

with A using the empirically derived 𝐵4
0 term, B including spin-orbit coupling and orbital 

reduction terms, C including a 𝐵4
3crystal field term, and D restricting orbital reduction to acting 

only on the Zeeman component of the Hamiltonian. The fifth simulation, E, employs the 

Hamiltonian used in the literature description of this complex 



68 

 

parts with the first term containing the spin-orbit coupling, the second term containing the crystal 

field parameters, and the third encompassing the Zeeman effect. The use of this Hamiltonian for 

the modelling of magnetic data in octahedral Co(II) provides several advantages. First, the 

inclusion of the first term allows a more accurate representation of the perturbation caused by the 

presence of first-order orbital angular momentum in near-perfect octahedral Co(II) systems. 

Secondly, the modelling of the crystal field terms can be guided by optical spectroscopy using 

conversion factors from Dq giving physical checks on the magnitudes of each crystal field term. 

Lastly, this model allows us to probe a large temperature space, with multiple states contributing 

to the magnetic properties observed while using an isotropic g factor.  

Magnetization data and molar susceptibility were modeled using crystal field parameters 

derived from UV-Vis spectroscopy utilizing the PHI program developed by the Chilton Group.17 

Using the crystal-field parameters defined by Ballhausen40 and converting them to a usable form 

in PHI through the conversions found in Mulak and Gajek12 the energy splitting of both adducts 

were modeled in tandem with the magnetic data.  The resulting value was used as the crystal field 

acting on the free ion with PHI. For the acetonitrile adduct, this crystal field value (𝐵4
0 = 2596 cm-

1) gives energy splittings that are in good agreement with the excitations seen in the spectroscopic 

data (Figure 41A) correlating with the first two excitations in the 4F ground state but does not give 

the third d-d excitation to the 4P state as calculation of this state is not included in the basis utilized 

by the PHI software. Additionally, this fit models the magnetization data quite well (Figure 33); 

however, it failed to properly model the susceptibility at higher temperatures (Figure 31).  To 

address this, the spin-orbit coupling and orbital reduction were fit in PHI to give fit values of λ = 

−167.0 and σ = 0.95. Although this method gave a better fit of the magnetic data (Figure 34) and 

the energy diagram was somewhat consistent with the spectroscopic data (Figure 41B), it still 
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struggled to model the susceptibility at high temperatures. We then included a reduction of 

symmetry by including the 𝐵4
3 term in PHI in tandem with the spin-orbit and orbital reduction 

terms. Fitting these three parameters simultaneously gave λ = −171.5, σ = 0.87, and a trigonal 

distortion value of −3961 cm-1. This series of fits seemed to properly simulate the high temperature 

data magnetic data (Figure 35); however, the shifts in energy caused by the orbital reduction factor 

led to much lower simulated energies for excitations (Figure 41C)  as well as fits that did not model 

the low temperature magnetization data as accurately as the previous fits. We attribute this to the 

drop in the orbital reduction factor, a variable that is used to incorporate the effects of covalency 

and mixing of excited states into the Hamiltonian. This acts as a scaling factor on the energies of 

this system, and although the magnetic susceptibility is fit well, the energy diagram shows that 

incorporation of the orbital reduction factor on this scale in this system is inappropriate for 

modeling magnetic behavior. To address this, we decided to fit the orbital reduction term on the 

Zeeman portion of the Hamiltonian only. This limits the corrective factor of the orbital reduction 

term to the smallest perturbation allowing the energy manifold to be defined by the SOC and 

crystal field terms. This fit gives values of λ = −143.4, σ = 0.92, and a 𝐵3
4 value of -1669 cm-1 

allowing for a comparable fit of the magnetic data (Figure 36) while maintaining the correct 

excitation energies in simulations (Figure 41D). We also employed the Hamiltonian used in the 

previous literature report of this complex by Saber et al125. Using the values employed in this report 

gave us good fits on the magnetic data; however, the energy manifold is poorly simulated as shown 

in Figure 41E. When compared to our approach, it is clear this method addresses the energy 

problems inherent to using orbital reduction factors while simultaneously giving a consistent way 

of modeling the magnetic properties from crystal field values. 
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 We repeated the same series of fits on the DMSO adduct using the spectroscopic 

data to find the initial crystal field value. Consistent with its weaker field, the 

spectroscopically-derived crystal field value for the DMSO adduct was also smaller (𝐵4
0 = 

2176 cm-1). This fit is adequate in regard to the magnitude for susceptibility and 

magnetization. The simulated energies of this system are on par with the spectroscopic data 

(Figure 42A); however, the overall fits to the data are poor. Introduction of the spin-orbit 

coupling term and orbital reduction terms gave best fits of λ = −171.5 and σ = 0.48 which 

led to much better magnetic fits, but the energies of excitations were greatly reduced by the 

orbital reduction factor (Figure 42B). Applying a trigonal distortion of -1130 cm-1 did not 

significantly alter the energy or other fitting values to this system (Figure 42C), but upon 

applying the orbital reduction to only the Zeeman portion of the Hamiltonian, quality fits 

were obtained with the inclusion of the trigonal distortion parameter. This fit gave values 

of λ = -127.7, σ = 0.76, and a trigonal distortion value of -1602 cm-1. Importantly, the fit 

models both the magnetic data and energy spectrum effectively (Figure 42D). The drop in 

the spin-orbit coupling term may be explained by the distortion itself, with coupling being 

less effective as the distortion increases.  

 

3.5 Conclusion 

 The magnetic complexity of first-row transition metals with unquenched orbital 

moment is arguably greater than that of the lanthanides. The near-perfect octahedral Co(II) 

complexes studied herein are exemplary of this complexity, with energetically important 

crystal-field, spin-orbit, and Coulombic interactions all shown to influence the magnetic 

fitting parameters. Oriented-crystal magnetometry and magnetic spectroscopies are ideal 
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for extracting a full phenomenological model of the ground state of such systems; however, 

it may not be feasible to apply these methods to every system. To reduce the number of 

parameters, we move to a more realistic wavefunction, using d-d transition energies in the 

visible range to give a first approximation for the crystal field splitting parameters. This 

approach draws from the intuition of coordination chemistry where the electronic structure 

of a metal complex is often taken as roughly tetrahedral or octahedral plus some additional 

distortion. The systems studied herein were chosen as ideal cases to study and test various 

approaches based on easily attainable spectroscopic measurements and readily accessible 

magnetic data fitting software. Though not the first, these data provide a strong example of 

the danger of employing an orbital reduction factor without clearly defined restrictions. 

This factor should rarely be considered physically significant as it manipulates multiple 

Hamiltonian terms, is often highly correlated, and can be associated with multiple 

interpretations. While the use of spectroscopic data employed herein is rudimentary, it 

allows multiple independent datasets spanning a wide energy range to be used for 

restricting the parameter space of complex magnetic Hamiltonians. The simple nature of 

the data collection and fitting procedure are perhaps the most important part as they could 

allow the evaluation of this method with minimal alteration of current methods. Additional 

work to understand if this model can be expanded is currently in progress and further studies 

of similar compounds will be conducted to see whether other relations can be drawn from 

Racah parameters, crystal field terms, and magnetic behavior. Possibly, much of the 

remaining phenomenological nature of the fits is due to the lack of inclusion of the 4P state. 

Future studies will attempt to corroborate the fit parameters with data from ab initio 

calculations as well as EPR and low-temperature spectroscopy. 
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The material in Chapter 3 of this dissertation is currently in preparation: Mantanona, A.J, 

Li, J., Gembicky, M., and Rinehart, J. D “Modeling the molecular magnetism of near-perfect 

octahedral Co(II) complexes with physically intuitive parameterization”. The dissertation author 

is the primary author of this publication. 
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Appendix A 

 

Definitions of the Stevens operators in terms of orbital angular momentum17.  
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