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ABSTRACT OF THE DISSERTATION 
 

Performance Analysis of Modern Communication Networks under Hostile Environment. 
 

 
by 

 

Turki Yousef A Alkhamees 

 

Doctor of Philosophy in Electrical Engineering (Communication Theory and Systems) 
 

University of California San Diego, 2024 
 

Professor Laurence B. Milstein, Chair 
 

 

Most modern communication networks suffer from both intentional and unintentional 

interference. In this dissertation, we investigate three separate issues in modern wireless 

communication networks: sensing disruption attacks on cognitive radio networks (CRNs), sharing 

disruption attacks on cognitive radio non-orthogonal multiple access (CR-NOMA), and error 
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analysis in millimeter-wave (mmWave) communication under unintentional interference 

environments. 

In the first problem, we propose a different approach for sensing disruption attacks in 

CRNs. We examine the optimal strategy for an intelligent adversary who aims to manipulate busy 

bands so that they appear to be free. This approach involves contaminating noise power 

measurements, as demonstrated through a two-step sensing scheme that combines energy detection 

with noise power estimation by secondary users. We demonstrate that the optimal strategies for 

sensing link disruptions include equal-power and partial-band flipping, from deriving the 

maximum average number of missed detections under specific power constraints of the adversary.  

Secondly, we examine the vulnerabilities of spectrum sharing in a CR-NOMA network, 

proposing a new type of attack termed sharing disruption. This attack disrupts the channel 

estimation phase, leading to a denial-of-service (DoS) for secondary users. We derive the optimal 

power allocation to maximize disruption, calculating the maximum average number of DoS bands 

under specific adversary power constraints. Additionally, we compare optimal power allocation 

with uniform power allocation.  

Lastly, we investigate the error performance of mmWave bands in the presence of 

unintentional interference. This analysis is motivated by the anticipated increase in number of 

users in near future. We examine 𝑀-ary quadrature amplitude modulation (𝑀 − 𝑄𝐴𝑀)  across 

Nakagami−𝑚 channels, taking into account the impacts of directional antennas and blockage. We 

derive the average probability of error with employing a stochastic geometry framework that 

provide different insights for mmWave networks, particularly in device-to-device (D2D) 

communications. 
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Chapter 1 :                                                                                         

Introduction 

1.1 Background and Motivation:  

In modern days, most technologies in the wireless communication industry aim to solve 

the challenge of spectrum scarcity. The reason for this challenge is the dramatic increase in the 

number of users over the past decades. In response to this rising demand, many technologies have 

emerged to optimize the use of available spectrum or to operate on newly unlicensed bands. 

Cognitive radio network (CRN) is one these technologies that was proposed to solve the 

spectrum scarcity dilemma by efficiently utilizing the spectrum [1]. One paradigm of CRN is to 

enable unlicensed users, known as secondary users (SUs), to access the spectrum without 

interfering with licensed users, known as primary users (PUs) [1],[2]. To achieve this, the SUs 

need to engage in spectrum sensing (SS), which requires them to detect the activity of PUs. Many 

detection techniques have been studied to sense the bands, such as energy detector (ED), matched 

filter detector, and cyclostationary detector. These techniques are discussed in references [3] and 

[4]. The simplest of these techniques is ED. However, ED leads to the problem of noise uncertainty 

[5], which has led researchers to study combination of energy detection with estimated noise power 

(ED-ENP) as in [1,6,7,8]. Past studies have used outdated noise samples from previous sensing 

periods to estimate noise power levels, a process known as the estimated noise power (ENP), as in 

[6], and [8]. An alternative method involves a random training phase that achieves nearly optimal 

performance [7]. Nevertheless, all these techniques can have vulnerabilities that may be targeted 
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by adversaries to disrupt the SS, highlighting the importance of examining the these techniques 

under malicious activities. For more insight, see references [9,10,11]. 

Another technology is known as, cognitive radio non-orthogonal multiple access (CR-

NOMA) which, is combining CR with non-orthogonal multiple access (NOMA) [12,13,14,15,16]. 

The goal of that is to increase the network capacity, and hence to utilize the spectrum more 

efficiently. Research about CR-NOMA has been extensively studied [15,16,17,18]. However, 

Ding et al. [17] investigated the impacts of user pairing in CR-NOMA by ensuring the quality of 

service (QoS) for PUs. Following this study, many researchers have expanded on this foundation 

by applying CR-NOMA strategies in multiple-input multiple-output (MIMO) environments [18] 

and investigating power allocation in multi-carrier (MC) NOMA systems [19]. These studies 

typically assume perfect channel state information (CSI), an ideal scenario that is not realistic. In 

fact, [20] evaluated the performance of downlink NOMA systems with imperfect CSI. 

Furthermore, [15], suggested that challenges in resource allocation within CR-NOMA, given 

imperfect CSI, remain an open problem, presenting a significant obstacle that could be exploited 

by adversaries to diminish system performance.  

The adoption of millimeter-wave (mmWave) technology, operating at frequencies starting 

around 28 GHz, for 5G and future 6G communications can help solve the spectrum scarcity 

problem [21]. In most countries, mmWave bands were licensed for military applications or left 

unlicensed [21]. Integrating them into the cellular communication is set to enhance the total 

throughput [22]. However, as the number of users is expected to rise, the challenges such as 

blockage and higher path losses become more apparent on the performance as shown, in 

[22,23,24]. Consequently, evaluating the error analysis is essential to improve the reliability and 

efficiency of these networks as the number of user increases.  
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Due to the solutions of the spectrum scarcity problem, intentional (also known as 

adversarial interference) or unintentional interference can be introduced. Intentional interference 

is orchestrated by adversaries seeking to disrupt communication links. One example is the 

adversary launching jamming techniques. For more details on other examples, see [25] and [26]. 

The implications of intentional interference extend beyond academic concerns, posing real threats 

to public safety, including terrorism, vandalism, and other crimes. 

The imperfections and limitations of modern communication systems can show the 

importance of examining both types of interference. The importance lies in conducting worst-case 

scenario analyses. The reason behind this is to help develop more robust technologies that ensure 

reliable and secure communication. 

1.2 Dissertation Organization: 

Chapter 2 introduces a different type of sensing disruption known as flipped attacks. The 

sensing disruption happens by flipping the busy bands, making them look free to the SUs. The 

mechanism of sensing disruption is illustrated via a two-step sensing scheme. An optimal strategy 

for flipped attacks is studied. Lastly, analytical and numerical results illustrate the efficiency of 

attacks on system parameters.  

Chapter 3 explores the vulnerabilities of spectrum sharing in CR-NOMA networks. Also, 

it introduces a new type of attack that can cause denial of service (DoS) for several SUs in CR-

NOMA. An analytical expression for the average probability of DoS is studied. Additionally, a 

disruption strategy involving optimal power allocation is discussed. To conclude, a comparison 

between uniform and optimal power allocation by the adversary is provided.  

Chapter 4 examines the error performance of mmWave communications within dense 

interference environments. Using a stochastic geometry approach, the probability of error and the 
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Laplace transform of the aggregate interference are studied. Specifically, the average probability 

of error for 𝑀 − 𝑄𝐴𝑀 is derived over the Nakagami−𝑚 channel. Finally, the impact of directional 

antennas and blockages on error performance in mmWave device-to-device (D2D) networks is 

illustrated. 
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Chapter 2 :                                                                                               

Attacks Optimization of CR                                                                                        

2.1 Introduction:  

SS introduces vulnerabilities in CRNs [9,10,11], which adversaries may exploit through 

various attacks, such as spectrum sensing data falsification (SSDF) and Primary User Emulation 

(PUE). In SSDF attacks, adversaries pose as SUs, and send signals that affect global decisions. 

These attacks are typically driven by motives of either vandalism, which aims to overload the 

Fusion Center (FC) with incorrect reports of busy bands; or exploitation, aiming to flood the FC 

with false reports about free bands [27]. On the other hand, PUE attacks occur during the SU’s 

sensing period, termed as sensing disruption. Reference [28,29] have shown that PUE attacks can 

significantly affect the performance of CRNs. For example, one method involves sending a 

Gaussian signal into unoccupied bands to degrade the accuracy of SS at the SUs. Comprehensive 

details on these attacks and their countermeasures are illustrated in [9,10,11].  

The focus of this study is on disrupting the sensing period in CRNs, specifically targeting 

the busy bands and changing their status to appear free. These so-called flipping attacks have not 

been extensively examined in the literature, which has predominantly concentrated on sensing 

disruptions of free bands to make them appear occupied, known as spoofing attacks [30,31,32]. 

Flipping attacks are particularly hurts the performance of CRNs in two different manners: they not 

only cause interference between SUs and PUs, undermining the fundamental principles of CRNs, 

but they also lead to the misclassification of the bands, consequently decreasing the total network 

throughput. 
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The outline of this chapter is as follows: Section 2.2 presents preliminaries and general 

formulation. The optimal strategy for flipping busy bands is described in Section 2.3. The 

numerical results are presented in Section 2.4, and Section 2.5 summaries this chapter.  

2.2 Preliminaries and General Formulation: 

In this chapter, we assume the spectral range of interest consists of 𝑈 bands, the same as 

the number of SUs, to achieve a worst-case scenario analysis. We examine the impact of an 

adversary on a CRN where there are at least 𝑈 SUs that adopt an ED-ENP. Note that the adversary 

intends to disrupt the sensing slot. Furthermore, 𝑈 bands are divided into two sets of bands: a set 

of sensed-free bands (𝐵௙௥௘௘) and a set of sensed-busy bands (𝐵௕௨௦௬) 

In Section 2.1.1, we discuss the two-step sensing protocol presented in [6]. The 

performance of an ED-ENP when an adversary is present is evaluated in Section 2.1.2. The 

assumptions regarding the knowledge available to an intelligent adversary and the framework of 

the attacks are presented in Section 2.1.3. 

2.2.1 Two-Step Sensing: 

The two-step sensing procedure is proposed in the IEEE 802.22 [34] and ECMA 392 [35] 

standards, which use sporadic long sensing periods (SPs) for fine sensing, and more frequent short 

SPs for fast sensing, as illustrated in Figure 2.1. A detailed description of the two-step detection 

scheme is shown in Figure 2.2, where a high-precision detection algorithm such as a feature 

detector is employed in the fine-SP mode. If a given band is sensed as being free during the fine-

SP mode, the noise power level is estimated. These bands are denoted as 𝐵ாே௉ . A simple 

radiometer was implemented in the fast-SP mode. Therefore, the bands that are sensed as free 
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Figure 2.1:The proposed Two step sensing in the IEEE 802.22 scheduling mechanism [34]. 

can be expressed as 𝐵௙௥௘௘ = 𝐵ாே௉ ∪ 𝐵௙௔௦௧, where 𝐵௙௔௦௧ is the set of sensed-free bands in the fast-

SP mode. 

Based on [34] and [35], the SUs in the network are either in fine-SP mode or fast-SP mode. 

The rationale behind this was to avoid measurements of overlapping for the SUs. Note that various 

key parameters of the system, such as sensing schedule and type of sensing, are publicly known 

[34,35]. Therefore, an adversary can be aware of this sensing mechanism and use this information 

to degrade the performance of the CRN. 

2.2.2 Performance of an Energy Detector with Estimated Noise 

Power (ED-ENP): 

The detection of a signal in an additive white Gaussian noise (AWGN) channel was 

investigated in [36]. The energy of the received waveform at the 𝑘௧௛ band (i.e., the 𝑘௧௛ SU), 𝑟௞(𝑡), 

was measured over the bandwidth 𝑊 (Hz) and approximated as follows: 

ଶ

ேబ
∫ [𝑟௞(𝑡)]ଶ்

଴
𝑑𝑡 ≈

ଵ

ఙೖ,೙
మ ∑ ቚ𝑦௜

(௞)
ቚ

ଶ

= 𝑌ா஽
(௞)ே

௜ୀଵ ,                                     (2.1) 
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where 𝑁଴ is the one-sided noise power spectral density (PSD) and 𝜎௞,௡
ଶ = 𝑁଴𝑊. The summation 

in (2.1) from [36] was approximated as a Gaussian statistic; therefore, we have the following 

detection problem: 

𝐻଴:       𝑦௜
(௞)

= 𝑛௜
(௞)

          

𝐻ଵ:    𝑦௜
(௞)

= 𝑥௜
(௞)

+ 𝑛௜
(௞)

 ,                                                         (2.2) 

where 𝑥௜
(௞) is the 𝑖-th signal sample, the noise samples 𝑛௜

(௞)
 ∼ 𝐶𝒩 ( 0, 2𝜎௞,ௌௌ

ଶ  ) are i.i.d., and 

𝐻଴ and 𝐻ଵ are the “signal absent” and “signal present” hypotheses, respectively. The ED test 

statistic, 𝑌ா஽
(௞) , has either a central chi-square (𝜒ଶ)  probability density function (PDF) with 

2𝑁 degrees of freedom (DOF) or a noncentral 𝜒ଶ PDF with 2𝑁 DOF [36]. For a given desired 

probability of a false alarm, denoted as 𝑝ி஺
஽ாௌ, threshold 𝐾 was set based on the Neyman-Pearson 

criterion. This is only possible if the noise power is known [1,3,4]. If the SU estimates the noise 

power, the presence of an intelligent adversary can contaminate the estimate. Therefore, the test  

 

Figure 2.2: Two-step Detection scheme of the 𝑘௧௛ SU that is proposed in [6]. 



9 

statistic of ED-ENP for the 𝑘௧௛ SU can be derived by modifying the result of [6], to include the 

presence of an intelligent adversary, as shown below: 

𝑌ா஽ିாே௉
(௞)

=
1

𝜎ො௞,஺
ଶ  ൬

1

2𝑁
൰ ෍ቚ𝑦௜

(௞)
ቚ

ଶ

  ≷ 

ே

௜ୀଵ

𝐾 

=
௒ಶವ

(ೖ)

ఙෝೖ,ಲ
మ =  

ቀ
భ

మಿ
ቁ ∑ ቚ௬೔

(ೖ)
ቚ
మ

   ಿ
೔సభ

భ

మಾ
∑ ቚ௡

ష೔
(ೖ)

ାఈೖ௝
ష೔
(ೖ)

ቚ
మ

     ಾ
೔సభ

≷  𝐾,                                   (2.3) 

where 𝑀 = 𝑊𝑇௙௜௡௘ is the number of samples in the fine-SP mode, and 𝑁 = 𝑊𝑇௙௔௦௧ is the number 

of samples in the fast-SP mode, 𝑇௙௜௡௘ is the fine-SP time interval, and 𝑇௙௔௦௧ is the fast-SP time 

interval. Also note that the term 𝜎ො௞,஺
ଶ  in (2.3) is a maximum likelihood estimate (MLE) of the noise 

power. For simplicity, we assume that the samples 𝑦௜  for  𝑖 < 0, are those in which the SUs 

estimate the noise power. In this way, 𝑦ି௜ is described as an outdated sample, where ideally it 

contains only the “noisy sample” (i.e., the noise and adversary samples only), and is given by, 

𝑛ି௜ + ඥ𝛼௞𝑗ି௜, for 𝑖 = {1, . . , 𝑀}. The thermal noise after the bandpass filter is modeled as zero-

mean complex additive Gaussian noise at the 𝑘௧௛ band (i.e., ~𝐶𝒩൫0,2𝜎௞,௡
ଶ  ൯). In addition, the 

adversary signal after the bandpass filter is distributed as ~𝐶𝒩൫0, 2𝛼௞𝑃௞,஺൯, and is transmitted to 

the 𝑘௧௛ allowable (i.e., free) band during the fine-SP mode, where 𝛼௞  is the path loss factor 

between the intelligent adversary and the 𝑘௧௛ SU. Also, note that the term 𝑃௞,஺ is the power of the 

adversary signal in the 𝑘௧௛ band. In this chapter, we assume that the path loss factor, 𝛼௞, is constant 

across all bands (i.e., 𝛼௞ = 𝛼) and is assumed to be known to the adversary. This assumption is 

common in the literature on CRN attacks and examples can be found in [9] and [11]. The adversary 

and the noise signals are assumed to be independent of each other.  It can be shown that for a long 

observation interval, 𝜎ො௞,஺
ଶ ~𝜒ଶ with 2𝑀 DOF and a scale parameter equal to 𝜎௞,ாே௉

ଶ  [37].  
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One of the popular models used in the literature [1,3,6], assumes that the PU signal is a 

Gaussian signal, with a PDF of ~𝐶𝒩(0, 2𝑆௞), where 2𝑆௞ is the power of the PU signal on the 𝑘௧௛ 

band and the signal-to-noise-ratio (SNR) is denoted by  𝛾௞ ≜ 𝑆/ 𝜎௞,ௌௌ
ଶ  of the PU in the 𝑘௧௛ band. 

Because both 𝜎ො௞,஺
ଶ  and 𝑌ா஽

(௞)
 have a central chi-square distribution, the ratio of these two 

distributions in (2.3), with proper scaling, is a central ℱ-distribution [6,38,39]. Therefore, the false 

alarm probability of ED-ENP, 𝑝ி஺,ா஽ିாே௉
(௞) , and the detection probability of ED-ENP, 𝑝஽,ா஽ିாே௉

(௞) , 

can be expressed as regularized incomplete beta functions as shown below [40]: 

                 𝑝ி஺,ா஽ିாே௉
(௞)

= 𝑃𝑟ቄ𝑌ா஽ିாே௉
(௞)

> 𝐾 | 𝐻଴ ቅ = 𝐵෨ ቀ𝑀, 𝑁,
ଵ

 ௄௪ାଵ
 ቁ,                          (2.4) 

𝑝஽,ா஽ିாே௉
(௞)

= 𝑃𝑟ቄ𝑌ா஽ିாே௉
(௞)

> 𝐾 | 𝐻ଵ ቅ   = 𝐵෨ ቆ𝑀, 𝑁,
ଵ

 ௄ቀ
ೢ

(భశം)
ቁାଵ

 ቇ,                  (2.5) 

where  𝐵෨(𝑢, 𝑣, 𝑧) =
ଵ

஻(௨,௩)
 ∫ 𝑥௨ିଵ (1 − 𝑥)௩ିଵ𝑑𝑥

௭

଴
, 𝐵(𝑢, 𝑣)  is defined as the beta function 

𝐵(𝑢, 𝑣) = Γ(𝑢) Γ(𝑣)/Γ(𝑢 + 𝑣) , and 𝑤 ≜ (𝑁/𝑀) ൫𝜎௞,ாே௉
ଶ /𝜎௞,ௌௌ 

ଶ ൯ . For large 𝑁  and 𝑀 , the 

probabilities 𝑝ி஺,ா஽ିாே௉
(௞)  in (2.4) and 𝑝஽,ா஽ିாே௉

(௞)  in (2.5) can be expressed using a Gaussian 

approximation as follows [40]: 

𝑝ி஺,ா஽ିாே
(௞)

≈ 𝑄 ൮
௄ି 

഑ೖ,ೄೄ
మ

 ഑ೖ,ಶಿು
మ

഑ೖ,ೄೄ
మ

഑ೖ,ಶಿು
మ ට

ಾశಿ

ಾಿ
 

൲ =  𝑄 ൮
௄

഑ೖ,ೄೄ
మ

഑ೖ,ಶಿು
మ ට

ಾశಿ

ಾಿ
 

−
ଵ

ට
ಾశಿ

ಾಿ
 

൲,                   (2.6) 

𝑝஽,ா஽ିா
(௞)

≈ 𝑄 ൮
௄ି  

഑ೖ,ೄೄ
మ

഑ೖ,ಶಿು
మ (ଵାఊ)

഑ೖ,ೄೄ
మ

഑ೖ,ಶಿು
మ  (ଵାఊ)ට

ಾశಿ

ಾಿ
 

൲ =  Q ൮
௄

഑ೖ,ೄೄ
మ

഑ೖ,ಶಿು
మ  (ଵାఊ)ට

ಾశಿ

ಾಿ
 

−
ଵ

ට
ಾశಿ

ಾಿ
 

൲.        (2.7) 
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It is challenging to design a detector if the PU signal has an unknown deterministic 

waveform. However, the probability of detection can be approximated as in (2.7) if the PU SNR 

is in the low-SNR regime (for more details, see [6]). Note that the false alarm probability is similar 

to that of detecting a Gaussian signal because no PU is present. Therefore, for the remainder of 

this paper, we consider only the case of a PU signal as a complex Gaussian waveform.  Note that 

the noise power of the 𝑘௧௛  SU during the fine-SP mode is equal to 𝜎௞,ாே௉
ଶ =  𝜎௞,௡

ଶ ൫1 +

𝛼௞𝑃௞,஺/ 𝜎௞,௡
ଶ ൯, whereas the noise power during the fast-SP mode is 𝜎௞,ௌௌ

ଶ =  𝜎௞,௡
ଶ . If there are no 

attacks (i.e., 𝑃௞,஺ = 0), then 𝜎௞,ாே௉
ଶ =  𝜎௞,௡

ଶ .  

However, a perfect estimate of noise power is impossible in two-step sensing 

(i.e., 𝜎௞,ாே௉
ଶ ≠ 𝜎௞,௡

ଶ ) [1,5,6]. This implies that there is some residual error when estimating 𝜎ො௞,஺
ଶ . In 

[5], the approach used is a more practical model; that is, the noise process is assumed to be 

Gaussian, but the variance is off by some factor. As in [5], we can model the same approach for 

two-step sensing because 𝑌ா஽ିா
(௞)  is also approximately a Gaussian random variable, and we can 

say that the ratio 𝜎௞,ௌௌ
ଶ /𝜎௞,ாே௉

ଶ  can be bounded, as  𝜎௞,ௌௌ
ଶ /𝜎௞,ாே௉

ଶ ∈ [1/𝜌௞ , 𝜌௞], for any positive 

value of 𝜌௞, where 𝜌௞ is a parameter that quantifies the size of the residual error value of the ratio 

between 𝜎௞,ௌௌ
ଶ  and 𝜎௞,ாே௉

ଶ . When 𝜌௞ = 1 , robust detection can be achieved. For 𝜌௞ ≠ 1 , the 

robustness of detection cannot be achieved at SUs [1,2,5,6] in a low SNR regime. Therefore, a 

noise uncertainty problem may arise in the detection scheme. Even if the SU observes an infinite 

number of samples, the robustness of the detection cannot be guaranteed because of a phenomenon 

known as the SNR wall [5]. The SNR wall is defined as the minimum value of the SNR at which 

it is impossible to detect values below it, even when the number of observed samples approaches 

infinity.  
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 In this chapter, for simplicity, we assume that the actual noise variance is identical across 

all bands, that is  𝜎௞,௡
ଶ =  𝜎௡

ଶ. Therefore, the residual error is also the same across all the bands, 

which means 𝜌௞ = 𝜌.  In addition, the SNR of the PUs is assumed to be the same across all the 

bands so that 𝛾௞ = 𝛾. All of these assumptions lead to a more tractable solution. 

Note that even in the absence of an adversary, there will be missed detections of the busy 

bands owing to the residual error from estimating the noise power, the probability of which is 

𝑝ெ஽ = 1 − 𝑚𝑖𝑛
ఙೖ,ೄೄ

మ /ఙೖ,ಶಿು
మ ∈[ଵ/ఘ,ఘ]

𝑝஽,ா஽ି
(௞)

 = 1 − 𝑄 ቌ
௄ି  (ଵାఊ)/ఘ

 (ଵାఊ)/ఘට
ಾశಿ

ಾಿ
 

ቍ = ቌ
௄ି  (ଵାఊ)/ఘ

 (ଵାఊ)/ఘට
ಾశಿ

ಾಿ
 

ቍ , where 

(∙) is the cumulative distribution function of the standard normal distribution. For the remainder 

of this chapter, we express 𝑝ெ஽ = ቌ
௄ି  (ଵାఊ)/ఘ

 (ଵାఊ)/ఘට
ಾశಿ

ಾಿ
 

ቍ. 

2.2.3 Framework for Flipping Attacks: 

We assume that the intelligent adversary knows the receiver structure, type of standard, 

sensing time, desired probability of false alarm of the SUs, 𝑝ி஺
஽ாௌ , and status of the 𝑈  bands. 

Additionally, to ensure the adversary’s goal of flipping as many bands as possible, we assume that 

all the 𝑈 bands are ENP bands. ENP bands refer to the available free bands during the fine-SP 

mode. These 𝑈  bands should be the same in number as the SUs, as seen in [30,31,41]. The 

adversary cannot precisely estimate/learn all of the aforementioned information that is assumed 

above. However, it is commonly assumed in the literature [30,31,32,33,41] that the adversary has 

full knowledge of at least some information. Therefore, the results of this chapter present a worst-

case analysis and provide an upper bound for the SS disruption.  
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Note that the number of missed detections of busy bands is equivalent to the number of 

flipped bands. This occurs because a missed detection happens when the PU signal is not detected, 

which can be caused by inaccurate noise power estimation. When the adversary contaminates the 

estimated noise power, the band is flipped, resulting in it no longer being considered busy by the 

PU. Our main focus is on determining the average number of missed detections, denoted by 𝐵௙. 

Lemma.1: Let us now define 𝑞௞ as the probability of missed detection in the 𝑘௧௛ band. In 

addition, let  𝐵 = {1, 2, 3, … , 𝑈} be the set of bands available for sensing, and initially assume that 

all of them are busy when the SUs sense them in fast-SP mode (i.e., ห𝐵௕௨௦௬ห = 𝑈). Then, 𝐵௙ can 

be expressed as the sum of the individual missed detection probabilities for each band, as shown 

below in (2.8): 

𝐵௙ = ∑ 𝑞௞            
௎
௞ୀଵ                                                                (2.8) 

Proof: Let 𝑋௞ (𝑘 =  1, 2, . . . , 𝑈) be a binary random variable, such that 𝑋௞ = 1 indicates that the 

𝑘௧௛ band is successfully flipped to be free, and 𝑋௞ = 0 indicates that the attempt to flip the 

𝑘௧௛ band was unsuccessful (i.e., sensed to be busy). Therefore, the expected value of the sum of  

𝑋௞ over all 𝑘 values was the average number of missed detections.  

𝐵௙ = 𝐸{∑ 𝑋௞
௎
௞ୀଵ } = ∑ 𝐸{𝑋௞}௎

௞ୀଵ = ∑ 𝑞௞
௎
௞ୀଵ                                                       (2.9) 

∎ 

 The objective of the adversary in the flipping attacks with a total power 𝑃஺, is to maximize 

the average number of missed detections of the SUs during the fast-SP mode, subject to the 

adversary contaminating the ENP bands during the fine-SP mode. Hence, we have the following 

optimization problem: 
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max
 ௉ೖ,ಲ,∀௞∈{ଵ,..௎}

    ∑ 𝑞௞
௎
௞ୀଵ ,                                                     (2.10) 

                                                                𝑠. 𝑡  𝑃௞,஺ ≥ 0, ∀𝑘 ∈ {1, . . 𝑈}, ∑ 𝑃௞,஺
௎
௞ୀଵ = 𝑃஺. 

 A defense strategy for SUs is to employ a more robust detector in the fine-SP mode. 

However, implementing this strategy comes at the cost of a longer sensing period, resulting in a 

reduced throughput. 

2.3 Optimization of Flipping Attacks: 

 In this section, we analyze the optimal strategy for sensing link disruption under the 

assumption that both the number of ENP bands and the number of busy bands equals 𝑈, the total 

number of bands. We then consider a more realistic case, in which the number of ENP bands 

differs from the number of busy bands. 

2.3.1 Optimal Sensing Disruption for Flipping Attacks: 

 As discussed earlier, from (2.7), we can directly determine that the flipping probability is 

equivalent to 𝑞௞, which can be shown to be 

𝑞௞ = 1 − 𝑝஽,ா஽ିாே௉
(௞)

 = ൮
௄ି

഑ೖ,ೄೄ
మ

഑ೖ,ಶಿು
మ (ଵାఊ)

഑ೖ,ೄೄ
మ

഑ೖ,ಶಿು
మ  (ଵାఊ)ට

ಾశಿ

ಾಿ
 

൲  = 

⎝

⎜
⎛ ௄

భ

ቆ
ഀ ುೖ,ಲ

 ഑೙
మ శഐቇ

 (ଵାఊ)ට
ಾశಿ

ಾಿ
 

−
ଵ

ට
ಾశಿ

ಾಿ
 

⎠

⎟
⎞

.    (2.11) 

The spoofing probability 𝑝௞, from (2.6), can be expressed as,  

𝑝௞ = 𝑝ி஺,ா஽ିாே௉
(௞)

    = 𝑄 ൮
௄ି

഑ೖ,ೄೄ
మ

഑ೖ,ಶಿು
మ

഑ೖ,ೄೄ
మ

഑ೖ,ಶಿು
మ  ට

ಾశಿ

ಾಿ
 

൲.                                       (2.12) 
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From (2.12), the adversary should increase 𝜎௞,ௌௌ
ଶ  to spoof free bands. In other words, the adversary 

should jam during the SP-fast mode, similar to the techniques described in [30,31,32]. It is evident 

that there exists a trade-off between spoofing and flipping attacks.  

 By substituting (2.11) into (2.10), we formulate the optimal sensing link disruption as 

follows: 

max
௉ೖ,ಲ,∀௞∈{ଵ,..௎}

    ∑ ቌ
௔

భ

ቀುೖ,ಲశഐቁ
 (ଵାఊ) 

+ 𝑏ቍ௎
௞ୀଵ ,                                 (2.13) 

                         𝑠. 𝑡  𝑃௞,஺ ≥ 0, ∀𝑘 ∈ {1, . . 𝑈},  ∑ 𝑃௞,஺
௎
௞ୀଵ = 𝑃஺,   

where 𝑎 ≜
௄

ට
ಾశಿ

ಾಿ
 

 , and  𝑏 ≜
ିଵ

ට
ಾశಿ

ಾಿ
 

 . The optimization problem in (2.13) is convex, because the 

objective and inequality constraints are both convex [42]. Using the Karush–Kuhn–Tucker (KKT) 

conditions, the optimal power flipping allocation of (2.12) yields the following solution: 

𝑃௞,஺
∗ = ቊ

௉ಲ

௨
,              𝑘 ∈ 𝜑୅

0,          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
,                                                (2.14) 

where  𝜑୅ ≜ ൛𝑘 | 𝜆௞
∗ = 0, 𝑃௞,஺

∗ > 0ൟ  are the flipped bands caused by the adversary’s flipping 

power, and 𝜆௞
∗  is the Lagrangian multiplier. Note that 𝑢  is the number of flipped bands (See 

Appendix A.1). 

The technique described in (2.14) is known as uniform power allocation and is widely 

employed, as seen in previous works [29,30,31]. However, the key distinction lies in the result of 

the approach, which involves flipping the busy band, whereas the other techniques spoof the free 

bands. Additionally, in (2.14), from the adversary’s point of view, equal flipping power allocation 
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is optimal because the adversary is not aware of the system parameter values, in particular, 𝑎, 𝑏, 

𝛾, and 𝜌 for each band.  

2.3.2 Optimal Number of Flipping Bands: 

 The optimal number of flips in (2.14) is unclear. To see this, let the value of the objective 

function given in (2.13) for the optimal solution given in (2.14) as a function of 𝑢 be as follows:  

𝑓(𝑢) = (𝑈 − 𝑢)  ቀ
௔ ఘ

 (ଵାఊ)
+ 𝑏ቁ + 𝑢 ൭

௔൬
ഀುಲ
ೠ ഑೙

మ ାఘ൰

(ଵାఊ)
+ 𝑏൱.                           (2.15) 

Then, the terms in (2.15) can be interpreted as the probability of a missed detection in each band, 

multiplied by the number of occurrences of each. This probability is enhanced by the inaccuracy 

of the noise power estimate and/or the presence of an adversary. We now replace 𝑢 with the real 

continuous variable 𝑥  (i.e., 𝑥 ∈ ℝା ). The extreme-value theorem in [43] states if 𝑓(𝑥) is 

continuous on a closed interval [1, 𝑈], it must hit its maximum and minimum on that interval. To 

find the extreme point 𝑥∗, we solve 𝑓ᇱ(𝑥) = 0. Thus, the optimal number of flipped bands 𝑢∗, is 

⌊𝑥∗⌋ or ⌈𝑥∗⌉. The derivative of 𝑓(𝑥) is given by (2.16):  

𝑓ᇱ(𝑥) = ൭
௔൬ ఈ

ುಲ
഑೙

మ ൰

(ଵାఊ) ௫  
+

௔ఘ

(ଵାఊ)   
+ 𝑏൱ −𝑝ெ஽  −

௔ ൬  ఈ
ುಲ
഑೙

మ ൰

(ଵାఊ) ௫  √ଶగ
𝑒

ି
భ

మ
൮

ೌቆ  ഀ
ುಲ
഑೙

మ ቇ

(భశം) ೣ  
ା

ೌഐ

(భశം)   
ା௕൲

మ

.    (2.16) 

Note that setting 𝑓ᇱ(𝑥) = 0, results in a nonlinear equation, which means that the expression 𝑥∗ 

cannot be derived directly. However, the result in Appendix A.2 shows that  𝑓ᇱ(𝑥) > 0, 𝑓𝑜𝑟 0 ≤

𝑥 < ∞ (i.e., 𝑓(𝑥) continuously increases as 𝑥  increases for 𝑥 > 0). In other words, when the 

number of flipped bands increases, the average number of missed detections also increases. Note 

that, while the adversary attacks the ENP bands during the fine-SP mode, the consequence of 
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flipping busy bands is observed during the fast-SP mode. Previously, it was assumed that ENP and 

busy bands were the same as the total number of bands. Because this will not always be the case, 

we now evaluate the case in which |𝐵ாே௉| and  ห𝐵௕௨௦௬ห are different. As a result, 𝑥∗  is upper 

bounded by |𝐵ாே௉| or ห𝐵௕௨௦௬ห, depending on which of them is smaller. This can be expressed as 

follows: 

-When |𝐵ாே௉| ≥ ห𝐵௕௨௦௬ห, then 𝑥∗ is upper bounded by ห𝐵௕௨௦௬ห, because it is impossible to flip 

more than number of busy bands, regardless of how many bands the adversary attacks. If  𝑃஺ 

is sufficiently large to contaminate all ENP bands (i.e., 𝑃௞,஺
∗ ≤ 𝑃஺ / ห𝐵௕௨௦௬ห), the optimal 

strategy is full-band flipping. That is, the flipping power is identically distributed and can be 

expressed as: 

𝑓(𝑥∗)|௫∗ୀห஻್ೠೞ೤ห = ห𝐵௕௨௦௬หቌ
௔ቆ

 ഀುಲ

ቚಳ್ೠೞ೤ቚ
ା ఘቇ

ଵାఊ 
+ 𝑏ቍ.                            (2.17) 

However, if the number of busy bands increase, the result is flipping a portion of the busy 

bands (i.e., partial-band flipping). This case can be mathematically expressed as follows:  

𝑓(𝑥∗)|௫∗ழห஻್ೠೞ೤ห = 𝑥∗൭
௔൬

 ഀುಲ
 ഑೙

మ ೣ∗ାఘ൰

ଵାఊ 
+ 𝑏൱ + ൫ห𝐵௕௨௦௬ห − 𝑥∗൯𝑝ெ஽.         (2.18) 

-When |𝐵ாே௉| <  ห𝐵௕௨௦௬ห,  the adversary’s goal is to flip all busy bands, but this cannot be 

done because the adversary cannot contaminate more than the ENP bands. Thus, 𝑥∗ cannot be 

greater than |𝐵ாே௉| , which shows that the attack strategy is partial-band flipping. From 

Appendix A.2, 𝑓(𝑥) continuously increases as 𝑥 increases for 𝑥 ≥ 0; thus, the maximum of 

𝑓(𝑥) is achieved when 𝑥∗ = |𝐵ாே௉|, as shown below: 
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𝑓(𝑥) = |𝐵ாே௉|൭
௔൬

ഀ ುಲ
഑೙

మ หಳಶಿುห
ାఘ൰

(ଵାఊ) 
+ 𝑏൱ + ൫ห𝐵௕௨௦௬ห − |𝐵ாே௉|൯ 𝑝ெ஽.            (2.19) 

 Based on the analysis provided, we can conclude that it is impossible for SUs to be flipped 

more than the number of busy bands, whereas the adversary cannot contaminate more than the 

number of ENP bands. Therefore, the maximum average number of missed detections 𝐵௙, is given 

by 

𝐵௙ = 𝑢∗ ൭
௔൬

൫  ഀ ುಲ/഑೙
మ ൯

ೠ∗ 
ାఘ൰

(ଵାఊ)
+ 𝑏൱ + ൫ห𝐵௕௨௦௬ห − 𝑢∗൯ 𝑝ெ஽.                           (2.20) 

Overall, the ratio 
൫  ఈ ௉ಲ/ఙ೙

మ൯

  ௨∗
  in (2.20) plays an important role in the optimal strategy for sensing 

link disruption. Furthermore, with sufficiently large adversary power, full-band flipping is optimal, 

as long as |𝐵ாே௉| ≥ ห𝐵௕௨௦௬ห. Otherwise, the partial-band flipping is optimal.  

2.3.3 Average Number of Missed Detection due to the Adversary 

Presence:  

 In the absence of an adversary (i.e., 𝑢∗ = 0 ), the average number of missed detections in 

(2.20), caused by the residual error from estimating the noise power, is equals to ห𝐵௕௨௦௬ห𝑝ெ஽. To 

demonstrate the effect of flipping attacks dominated by the adversary, we define the average 

number of missed detections primarily because of the presence of the adversary as 

∆𝐵௙ = 𝐵௙ − ห𝐵௕௨௦௬ห𝑝ெ஽.                                                      (2.21) 

When we substitute 𝐵௙ in (2.20) into (2.21), we have 
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∆𝐵௙ = 𝑢∗  ቆቆ
௔ቀ

  ುಲ
ೠ∗ 

ାఘఙ೙
మ/ఈቁ

ఙ೙
మ/ఈ(ଵାఊ)

+ 𝑏ቇ − 𝑝ெ஽ቇ.                             (2.22) 

Here, in the case of partial-band flipping, ∆𝐵௙ is proportional to the adversary power, 𝑃஺, and can 

be expressed as: 

∆𝐵௙ =
௔ ௉ಲ

(ଵାఊ)ఙ೙
మ/ఈ  √ଶగ

𝑒
ି

భ

మ
൬

ೌ൫೎∗శ ഐ഑೙
మ /ഀ ൯

഑೙
మ /ഀ (భశം)

ା௕൰
మ

.                                  (2.23) 

To illustrate the intuition behind (2.23), consider (2.16) and define 𝑐∗ = 𝑃஺/𝑥∗. This allows us to 

express the derivative of the function 𝑓ᇱ(𝑥∗) as: 

𝑓ᇱ(𝑥∗) = ൭
௔൬௖∗ା

ഐ഑೙
మ

ഀ
൰

഑೙
మ

ഀ(భశം)

+ 𝑏൱ − 𝑝ெ஽ −
௔ ௖∗

(ଵାఊ)ఙ೙
మ/ఈ √ଶగ

𝑒
ି

భ

మ
൬

ೌ൫೎∗శ ഐ഑೙
మ /ഀ൯

(భశം)഑೙
మ /ഀ 

ା௕൰
మ

.               (2.24) 

If at 𝑓ᇱ(𝑥∗) = 0, then (2.24) can be simplified as:  

 ቀ
௔൫௖∗ା ఘఙ೙

మ/ఈ൯

ఙ೙
మ/ఈ(ଵାఊ) 

+ 𝑏ቁ − 𝑝ெ஽ =
(௔ ௖∗)௘

ష
భ
మ

⎝

⎜
⎛

ೌቆ೎∗శ
ഐ഑೙

మ

ഀ
ቇ

(భశം)഑೙
మ

ഀ

శ್

⎠

⎟
⎞

మ

(భశം)഑೙
మ

ഀ
√ଶగ

 .                                (2.25) 

In (2.25), when 𝑁, 𝑀, 𝛾, 𝜌, 𝛼, 𝜎௡
ଶ, and 𝑝ி஺

஽ாௌ are fixed, then 𝑐∗is determined. Moreover, the optimal 

flipping power required for each of the flipping bands mentioned in the previous section is 

equivalent to 𝑐∗ . Recall that ⌊𝑥∗⌋ or ⌈𝑥∗⌉ is equal to 𝑢∗ , a positive finite number that can be 

expressed as, 𝑢∗ = 𝑃஺/𝑐∗. Finally, substituting (2.25) into (2.22), we obtain:  

∆𝐵௙ = 𝑃஺/𝑐∗ ቌ
𝑎 𝑐∗

(1 + 𝛾)𝜎௡
ଶ/𝛼 √2𝜋

𝑒
ି

ଵ
ଶ

ቆ
௔൫௖∗ା ఘఙ೙

మ/ఈ൯

(ଵାఊ)ఙ೙
మ/ఈ 

ା௕ቇ

మ

ቍ 



20 

  =
௔ ௉ಲ

(ଵାఊ)ఙ೙
మ/ఈ √ଶగ

𝑒
ି

భ

మ
൬

ೌ൫೎∗శ ഐ഑೙
మ /ഀ൯

(భశം) ഑೙
మ /ഀ

ା௕൰
మ

.                                              (2.26) 

Table 2.1: Main Notations for Chapter 2. 

 
U Total number of bands. 

 
𝐵௙ Average number of flipped 

bands. 
M Number of samples during fine-SP. 

 
∆𝐵௙ Average number of flipped 

bands due to the Adversary. 
N Number of samples during fast-SP. 

 
|𝐵௕௨௦௬| Number of busy bands during 

fast-SP. 

𝜎௞,ாே௉
ଶ Noise power during fine-SP mode 

on the 𝑘௧௛ band. 
 

|𝐵ாே௉| Number of ENP bands during 
fine-SP. 

𝜎ො௞,஺
ଶ  Estimated noise power on the 𝑘௧௛ 

band. 
 

𝜎௞,ௌௌ
ଶ  Noise power during fast-SP 

mode on the 𝑘௧௛ band. 
 

𝑃஺ Total flipping power  𝑃௞,஺ Power flipping allocation on the 
𝑘௧௛ band. 

𝜎௡  
ଶ  Noise Variance (true value). 

 
𝛾 SNR of the PU. 

ρ Residual error parameter from 
estimating 𝜎ො௞,஺

ଶ . 

 

𝛼 Path Loss factor 

𝑞௞ Flipping probability on the 𝑘௧௛ 
band. 

 

𝑝௞ Spoofing probability on the 𝑘௧௛ 
band. 

𝑢 Number of flipped bands 
 

𝐾   Threshold. 

 

 In conclusion, for the case |𝐵ாே௉| >  ห𝐵௕௨௦௬ห, the adversary will not utilize more power 

than 𝑐∗ in each ENP band. If the adversary has excess power, it would look for more ENP bands 

to contaminate until all the ENP bands are contaminated. In the other case, when |𝐵ாே௉| <

 ห𝐵௕௨௦௬ห, according to the discussion in Section III-B, the optimal number of flipped bands cannot 



21 

be greater than |𝐵ாே௉|. Even when the adversary increases the flipping power, there are no 

additional contaminated ENP bands. 

2.4 Numerical Results: 

In this section, the optimal sensing disruption technique is demonstrated through numerical 

simulations. The adversary performs equal power flipping across the ENP bands because there is 

no knowledge of the system parameters such as 𝑁, 𝑀, 𝛾, 𝑝ி஺
஽ாௌ, and 𝜌. We employed equal power 

flipping with varying system parameter values to evaluate flipping optimization. Without loss of 

generality, we assume that 𝜎௡
ଶ = 1 and 𝛼 = 1. Finally, it is desirable to compare flipping attacks 

with existing sensing disruptions.   

2.4.1  Optimal Number of Flipped bands 𝑢∗: 

We demonstrate how the optimal number of flipped bands, 𝑢∗ , varies with ห𝐵௕௨௦௬ห for 

different values of |𝐵ாே௉|, 𝛾, and 𝑃஺. Figure 2.3 shows 𝑢∗ versus ห𝐵௕௨௦௬ห, where the curves are 

parameterized by 𝑃஺ for various ENP bands. The remaining system parameters are set as follows: 

𝑝ி஺
஽ாௌ = 0.05, 𝜌 = 1, 𝑁 = 100 and 𝑀 = 10𝑁 . In Figure 2.3, each curve exhibits a knee, that 

shows a shift from full-band flipping to partial- band flipping. The region to the left of the knee 

indicates that 𝑢∗equals the number of busy bands. As discussed in Section III, if the number of 

ENP bands is greater than the number of busy bands, and the adversary has sufficient power to 

contaminate the ENP measurements of the available SUs, the optimal strategy is to flip all busy 

bands. To the right of the knee, we have ห𝐵௕௨௦௬ห > |𝐵ாே௉|; thus, 𝑢∗is upper bounded by |𝐵ாே௉|, 

and even if the flipping power increases, the adversary cannot contaminate more than the number 

of ENP bands. Thus, the optimal flipping strategy is partial-band flipping. In the second case, the 
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partial-band flipping region occurs when |𝐵ாே௉| >  ห𝐵௕௨௦௬ห, but 𝑃஺  is not sufficiently large to 

contaminate all available ENP bands. Thus, the optimal flipping strategy is to flip a fraction of 

busy bands. With the same setup as in Figure 2.3, Figure 2.4 shows that 𝛾 of the PUs’ signals plays 

an important role in degrading 𝑢∗, regardless of the number of bands that the adversary attacks. 

Comparing Figure 2.4(b) with Figure 2.4(a) for the same values of 𝑢∗,and |𝐵ாே௉|, we see that 

Figure 2.4(a) utilizes a smaller value of 𝑃஺ than Figure 2.4(b) to flip the same number of busy 

bands. This is because 𝛾 in Figure 2.4(a) was lower than that in Figure 2.4(b). Finally, each curve 

exhibits a knee, which is determined by |𝐵ாே௉| and ห𝐵௕௨௦௬ห. 

2.4.2 The effect of System Parameters: 

In Figure 2.5, Figure 2.6, and Figure 2.7, we operate in the region to the right of the knee 

of Figure 2.3, which means that the optimal strategy for the adversary is partial-band flipping. In 

particular, we operate in the region where |𝐵ாே௉| >  ห𝐵௕௨௦௬ห. In these figures, 𝑢∗ is plotted versus 

𝑃஺, with different system parameter setup values. From Appendix A.2, it is clear that 𝑢∗increases 

as 𝑃஺ increases, up to the point where all ENP bands are contaminated.  

In Figure 2.5, we set 𝑁 = 100; 𝑀 = 10𝑁 and 𝜌 = 1, and plot  𝑢∗ for different values of 𝛾, as well 

as different values of the desired probability of false alarm 𝑝ி஺
஽ாௌ . Note that each value of 

𝑝ி஺
஽ாௌ corresponds to a different threshold value. Figure 2.5 (a) shows that when 𝛾 = 0 𝑑𝐵 , 

 𝑢∗increases as 𝑃஺ increases. This is reasonable, because increasing the flipping power implies 

attacking more ENP bands. As a result of 𝛾 increasing,  𝑢∗ significantly decreases, as shown in 

Figure 2.5 (b). In both Figure 2.5 (a) and Figure 2.5 (b), if 𝑝ி஺
஽ாௌ decreases, then the adversary can 

utilize less power for flipping over the same |𝐵ாே௉|, resulting in flipping more of the busy bands. 

The reason is that the threshold, 𝐾, increases, so that it is harder to detect the busy bands.  
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(a) 

(b) 

Figure 2.3: Optimal number of flipped bands 𝑢∗ versus the number of busy bands ห𝐵௕௨௦௬ห: (a) 

|𝐵ாே௉| = 20. (b) |𝐵ாே௉| = 40. 
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(a) 

(b) 

Figure 2.4: Optimal number of flipped bands 𝑢∗ versus the number of busy bands 
ห𝐵௕௨௦௬ห:(a)  𝛾 = −3𝑑𝐵. (b)  𝛾 = 3𝑑𝐵. 
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 As shown in Figures 2.6(a) and 2.6(b), we plot 𝑢∗ for different values of 𝑁 and 𝑀, but we 

set 𝑝ி஺
஽ாௌ = 0.05, 𝛾 = 0𝑑𝐵, and 𝜌 = 1. The results show that  𝑢∗ increased as 𝑁 decreased, as seen 

in Figure 2.6 (a). This is because the more samples the SUs observe during fast-SP, the more 

correct the decisions the SU makes regarding the busy bands.  In contrast, Figure 2.6 (b) shows 

that as 𝑀  increases,  𝑢∗  also increased. This is because an increase in 𝑀  implies that the SUs 

estimate the contaminated noise power more effectively. 

In Figures 2.7 (a) and 2.7 (b), 𝑢∗ is plotted for different values of 𝛾 and 𝜌, with the other 

parameters set as follows: 𝑝ி஺
஽ாௌ = 0.05, 𝑁 = 100 and 𝑀 = 10𝑁. Clearly,  𝑢∗ increases when 𝜌 

increases because robust detection can no longer be guaranteed at the SUs, as shown in both Figure 

2.7 (a) and Figure 2.7 (b). However, if 𝛾  increases, as shown in Figure 2.7 (b),  𝑢∗  decreases 

compared to Figure 2.7 (a) because the SNR of the PU increases; thus, the SUs can better detect 

the busy bands. 

In conclusion, the optimal number of flipped bands is affected by 𝑝ி஺
஽ாௌ, 𝑁, 𝑀, 𝛾, and 𝜌. 

This implies that the optimal flipping power allocation is also affected by these parameters, 

because 𝑃௞,஺
∗ = 𝑃஺/𝑢∗. 

2.4.3 Average Number of Missed Detections 𝐵௙ : 

Figure 2.8 shows the plots of 𝐵௙ versus ห𝐵௕௨௦௬ห, where the curves are parameterized by 𝜌. 

In Figure 2.8 (a) 𝑃஺ = 10, and in Figure 2.8 (b)𝑃஺ = 38. The other parameters were set to 𝑁 =

100, 𝑀 = 10𝑁 , 𝑝ி஺
஽ாௌ = 0.05 and 𝛾 = 0 dB. The interpretation of each knee in the curves in 

Figure 2.8 is that full- band flipping becomes partial-band flipping, for the same reasons as those 

in Figure 2.3. As shown in Figure 2.8, when the slope of the curve is 45௢, we are in the full-band  
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(a) 

(b) 

 

Figure 2.5: Optimal number of flipped bands 𝑢∗versus 𝑃஺: (a)   𝛾 = 0𝑑𝐵 (b)   𝛾 = 3𝑑𝐵. 
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(a) 

 

(b) 

Figure 2.6: Optimal number of flipped bands 𝑢∗versus 𝑃஺ for different values of: (a)   𝑁 (b)  𝑀. 

. 
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flipping region (i.e., 𝑢∗ = ห𝐵௕௨௦௬ห). In this region, the missed detections of the busy bands are 

owing to both the presence of the adversary and 𝜌 ≠ 1, as shown in (2.20). When the slope of 𝐵௙ 

flipping region (i.e., 𝑢∗ = ห𝐵௕௨௦௬ห). In this region, the missed detections of the busy bands are 

owing to both the presence of the adversary and 𝜌 ≠ 1, as shown in (2.20). When the slope of 𝐵௙ 

is determined only by 𝑝ெ஽, the slope only increases linearly with 𝜌. It should be noted that Figure 

2.8 (b) has a larger full-band region than Figure 2.8 (a). This is because the adversary increases 𝑃஺ 

to contaminate all the available ENP bands. 

2.4.4 Average Number of Missed Detections Primarily due to the 

Presence of the Adversary ∆𝐵௙ : 

In Figure 2.9, ∆𝐵௙ is plotted for the case of |𝐵ாே௉| ≥ ห𝐵௕௨௦௬ห.  The remaining parameters 

were set as 𝑁 = 100, 𝑀 = 10𝑁, 𝛾 = 0 𝑑𝐵 and  𝜌 = 1. The interpretation of each knee in the 

curves in Figure 2.9 is equivalent to that in Figure 2.3. The difference between Figure 2.8 and 

Figure 2.9 is in the value of 𝜌, which shows that in the partial-band region, ∆𝐵௙ in Figure 2.9 

becomes constant when ห𝐵௕௨௦௬ห increases, compared with 𝐵௙ in Figure 2.8. Note that an increase 

in 𝑃஺, leads to an increase in ∆𝐵௙, as discussed in Section III-C. A comparison between Figure 

2.9(b) and Figure 2.9(a) shows that increasing 𝑝ி஺
஽ாௌ results in a decrease in 𝐾. For the same flipped 

power, ∆𝐵௙ is more significant in Figure 2.9 (b) than in Figure 2.9 (a). This provides an advantage 

to the adversary in spreading less flipping power over ENP bands. In Figure 2.10, ∆𝐵௙ is plotted 

against 𝑃஺ , with 𝑁 = 100, 𝑀 = 10𝑁 , and various values of 𝑝ி஺
஽ாௌ , 𝛾  and 𝜌 . Additionally, we 

operated in the partial-band region, particularly when |𝐵ாே௉| ≥ ห𝐵௕௨௦௬ห. 
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(a) 

 

(b) 

Figure 2.7: Optimal number of flipped bands 𝑢∗versus 𝑃஺: (a)   𝛾 = 0𝑑𝐵 (b)   𝛾 = 3𝑑𝐵. 
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(a) 

 

(b) 

Figure 2.8:Average number of missed detections 𝐵௙ versus the number of buys bands: (a)𝑃஺ =

10  (b) 𝑃஺ = 38. 
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(a) 

 

(b) 

Figure 2.9: Average number of missed detections ∆𝐵௙ versus the number of buys bands: 
(a) 𝑝ி஺

஽ாௌ = 0.05  (b) 𝑝ி஺
஽ாௌ = 0.005. 
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(a) 

 

(b) 

Figure 2.10: Average number of missed detections ∆𝐵௙ versus𝑃஺: (a) 𝛾 = −3 𝑑𝐵 and  𝜌 = 1 
(b) 𝛾 = 0 𝑑𝐵 and  𝜌 = 1.6. 
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Figure 2.10 shows that ∆𝐵௙ linearly increases when the 𝑃஺ increases. In addition, we can 

see that ∆𝐵௙ of (2.23) is consistent with (2.22), for both Figures 2.10 (a) and 2.10 (b). 

2.5 Summary 

 In this chapter, we observed that increasing the flipping power allows the adversary to flip 

more bands, up to the point where all ENP bands are contaminated. Additionally, we observe that 

an increase in the threshold, 𝜌, or the number of samples during fine-SP (i.e., 𝑀) increases the 

chance of successful flipping attacks, while a decrease in the number of samples during fast-SP 

(i.e., 𝑁 ) also increases flipping attacks. Furthermore, we establish that for the given system 

parameters (𝜌, 𝑁, 𝑀, and 𝑝ி஺
஽ாௌ), ∆𝐵௙ is proportional to flipping power. 
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Chapter 3 :                                                                                             

Attacks Optimization of CR-NOMA  

 

3.1 Introduction:  

  The imperfect CSI poses a challenge in evaluating the performance of CR-NOMA, as 

mentioned earlier. However, in general, the vulnerability of the CSI is studied in the literature, as 

in [25, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53]. In one type of attack, the pilot contamination attack 

(PCA), adversaries send a mimic pilot signal to mislead the base stations or access points. PCA 

has two main objectives: contaminating the channel estimation phase to enhance eavesdropping, 

as in [46, 47], or spoofing legitimate users, as outlined in [48, 49]. Zhou et al. [46] first introduced 

PCA within physical-layer security. Furthermore, [47] has examined PCA’s impact on massive 

MIMO systems. The aim was to minimize the sum rate of downlink transmissions and affect 

secrecy performance. 

Another type of attack, the pilot jamming attack (PJA), disrupts channel measurements by 

sending jamming signals during the estimation phase, as in [50] and [51]. Additionally, studies 

[52] and [53] combined PJA with jamming the data phase, resulting in minimized system 

performance. 

The difference between PCA and PJA stems from their objectives, influenced by the 

system’s security model and performance metrics. Additional details on pilot attacks and 

countermeasures are available in [25,44]. 
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Figure 3.1: An illustration of MC CR-NOMA. 

An adversary can also take advantage of pilot attacks to disrupt the CR-NOMA system. 

The adversary aims to cause a DoS to the SU. To complete the loop, the adversary needs to 

implement PJA because the adversary’s goal is not to listen to users’ messages or to impersonate 

the SUs, because no secrecy protocol is implemented in the system. Therefore, in this chapter, PJA 

in a CR-NOMA system can be a more effective attack than PCA. 

Another motivation to discuss is that most of the current research on NOMA systems 

focuses on the mechanisms of possible attacks and proposed detection schemes to detect these 

attacks, without examining the optimal attack strategies. For example, in [25] and [54], the authors 

pointed out the possibility of a DoS attack or spoofing attacks if there is a large disruption of the 

PCA in different scenarios. 
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The primary focus of this study is to design an intelligent adversary attack that causes a 

DoS to multiple SUs. These are types of DoS attacks because the intelligent adversary desires to 

denial the SUs from utilizing the bands. DoS attacks destroy the main purposes of MC CR-NOMA, 

which include spectrum efficiency and massive connectivity [13,14].  

The outline of this chapter is as follows: Section 3.2 presents the preliminaries and general 

formulation. The downlink outage performance is described in Section 3.3. The numerical results 

are presented in Section 3.4, and Section 3.5 summaries this chapter. 

3.2 Preliminaries and General Formulation: 

In this section, we discuss the framework of the communication model. Subsequently, we 

present assumptions regarding the knowledge available to an adversary, followed by an overview 

of the attack mechanism. Finally, we address the problem formulation related to DoS attacks. 

3.2.1 Communication Model: 

Consider a downlink MC CR-NOMA system with 𝑈 clusters. In each of the 𝑈 clusters, the 

PU and SU are grouped together to serve in the same frequency band (or subcarrier), following 

the NOMA principle [12,14], and different groups are allocated to different frequency bands [19], 

as shown in Figure 3.1. We also assume that the system employs time-domain duplexing (TDD).  

Spectrum sharing in MC CR-NOMA is obtained by constraining the power allocated to the 

SU on each band (cluster), to meet the QoS of the PU [12,17]. This means that the BS needs to 

divide power allocation into two goals. The first is the PU’s reliable reception, and the second is 

the opportunistic transmission to the SU’s [15]. As result of that, the key advantage of CR-NOMA 

its ability to achieve a balance between throughput and fairness [14]. 
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To perform CR-NOMA, the BS transmits a superimposed signal to both the SU and PU in 

the 𝑘௧௛  cluster (i.e., band), as follows [13,15]: 

𝑥௞(𝑛) = ඥ𝑃௞,் ቀ𝑎௞,௣ 𝑠௞,௣(𝑛) + 𝑎௞,௦  𝑠௞,௦(𝑛)ቁ.                                (3.1) 

where 𝑠௞,௣(𝑛)and 𝑠௞,௦(𝑛) denote the transmitted data signal from the BS to the PU and the SU in 

the 𝑘௧௛ band, respectively. Also, the total transmitted power is denoted by 𝑃௞,் at the 𝑘௧௛ band. 

The terms 𝑎௞,௣
ଶ  and 𝑎௞,௦

ଶ correspond to the power allocation coefficients of the PU and the SU, 

respectively, with a constraint of 𝑎௞,௣
ଶ  + 𝑎௞,௦

ଶ = 1. For each cluster 𝑘, ∀𝑘 = {1, … , 𝑈}, and user 𝑖, 

∀𝑖 ∈ {𝑝, 𝑠}, that is either the PU or SU, respectively, the channel from the BS to the user is 

represented as 𝑔௞,௜ = ඥ𝛽௞,௜ℎ௞,௜ , where ℎ௞,௜ ∼ 𝐶𝒩(0,1 ), and 𝛽௞,௜  denotes the large-scale fading 

expressed as 𝛽௞,௜ = 𝑑௞,௜
ିఈ. Here, 𝑑௞,௜ is the distance between the BS and user 𝑖 at the cluster 𝑘. The 

parameter 𝛼 represents the path loss exponent.  

MC CR-NOMA [19] is a technique that aims to allocate power among users (i.e., PU and 

SU) within each band. This power allocation relies on the availability of the users’ CSI at the BS. 

In other words, the BS needs to estimate the CSIs from all clusters and separate the pilot signals 

of each user in each cluster, whether it’s a PU or SU. In order to guarantee that the BS gives higher 

priority to the PUs, as in [18] and [55]. The PUs in the cell must transmit a designated pilot signal 

to the BS. If we assume that the CSI of the 𝑖௧௛ user in the 𝑘௧௛ cluster is estimated at the BS, similar 

to [55], then from the orthogonality principle, the minimum mean square error (MMSE)  estimate 

[37], denoted as, ℎ෠௞,௜ which has a distribution of, 𝐶𝒩൫0, 1 − 𝜎ఌೖ,೔

ଶ ൯, where 𝜎ఌೖ,೔

ଶ = 𝜎௪
ଶ

஻ௌ
/(𝛽௞,௜ +

𝜎௪
ଶ

஻ௌ
) . The term 𝜎௪

ଶ
஻ௌ

 is due to the thermal noise at the BS, which is distributed as ∼

𝐶𝒩൫0, 𝜎௪
ଶ

஻ௌ
൯.  



38 

The intended received signal for users in the 𝑘௧௛band is shown in [20] with an imperfect 

channel estimate. Considering that NOMA is a special case of CR systems, as mentioned in [17], 

and assuming the channel reciprocity holds, similar to [18] and [55], then the intended received 

signals for the PU and SU can be expressed as follows, respectively: 

                              𝑦௞,௣(𝑛) = 𝑔௞,௣ 𝑥௞(𝑛) + 𝑤௞,௣(𝑛)                        

                     = ൫ℎ෠௞,௣ + 𝜀௞,௣ ൯ඥ𝛽௞,௣𝑃௞,் ቀ𝑎௞,௣ 𝑠௞,௣(𝑛) + 𝑎௞,௦ 𝑠௞,௦(𝑛)ቁ + 𝑤௞,௣(𝑛),   (3.2) 

                             𝑦௞,௦(𝑛) =  𝑔௞,௦ 𝑥௞(𝑛) + 𝑤௞,௦(𝑛)                 

               = ൫ℎ෠௞,௦ + 𝜀௞,௦ ൯ඥ𝛽௞,௦𝑃௞,் ቀ𝑎௞,௣ 𝑠௞,௣(𝑛) +    𝑎௞,௦ 𝑠௞,௦(𝑛)ቁ + 𝑤௞,௦(𝑛),   (3.3) 

where 𝑤௜(𝑛) is the received background noise sample at either the PU or SU, and each one is a 

zero-mean complex Gaussian with variance 𝜎௪
ଶ

௞,௜
, for 𝑖 ∈ {𝑝, 𝑠}. 

3.2.2 Attack Model: 

In MC CR-NOMA, constructing PJAs for multiple clusters (i.e., users) appears to be a 

more practical and simple form of attack than PCAs. This is because a single adversary cannot 

simultaneously eavesdrop on multiple legitimate user messages. Moreover, there is always a 

possibility that an adversary cannot know exactly the pilot signal (sequence) of a legitimate user. 

Therefore, the adversary transmits a jamming signal during the channel estimation phase at the 

BS. 

In this chapter, we assume that the adversary knows the total number of bands 𝑈, and the 

targeted SINR of users. We further assume that the adversary is synchronized with the user signal 

during channel estimation, which is a common assumption in pilot attacks 

[45,46,48,47,49,51,52,53]. In addition, we assume that the adversary has full knowledge of the 

distances between the BS and the users in accordance with pilot attacks, as in [45,46,48,49,51,52]. 
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In practice, the adversary will not know the aforementioned information. However, it is 

widespread in electronic warfare literature (see [25,26,44,45]), to assume that the adversary has 

full knowledge of at least some information, and this allows the adversary to inflict worst-case 

performance. Therefore, this chapter emphasized worst-case analysis, which is an upper bound for 

the spectrum sharing disruption. Note that the worst-case analysis is from the perspective of 

legitimate users (i.e., SUs), whereas it is considered optimal jamming on the side of the adversary 

(i.e., intentional interference). 

The authors of [20] indicated that the parameter 𝜎ఌೖ,೛
ଶ , defined in the previous subsection, 

indicates the quality of channel estimation. Based on this, the adversary’s goal of degrading the 

quality of the channel estimate implies that the adversary needs to increase 𝜎ఌೖ,೛
ଶ . The channel 

estimate of the 𝑘௧௛ PU is a modified result from the previous subsection to include the adversary, 

as shown below: 

ℎ௞,௣ = ℎ෠௞,௣ ถ
௘௦௧௜௠௔௧௘ௗ ௖௛௔௡௡  ௖௢௘௙௙௜௖௜௘௡௧ 

+ 𝜀௞,௣ +  𝑔௞,஺ 𝑧௞,஺
ᇩᇭᇭᇭᇭᇪᇭᇭᇭᇭᇫ

 ௘௙௙௘௖௧௜௩௘ ௡௢௦௜௘ 

,                                  (3.4) 

where the channel coefficient from the adversary-to-BS is assumed to have a Rayleigh distribution. 

This means that 𝑔௞,஺ = ඥ𝛽௞,஺ ℎ௞,஺ , where ℎ௞,஺ ∼ 𝐶𝒩 (0,1) , and  𝛽௞,஺ = 𝑑௞,஺
ିఈ . Finally, 𝑑௞,஺ 

denotes as the distance between the BS and the adversary. Note that 𝜀௞,௣ is still the error term, 

which is modeled as a complex Gaussian random variable distributed as in [20].  

From [56], for a given Gaussian channel and Gaussian target signal, the worst-case 

jamming scenario occurs when a Gaussian signal is transmitted. To accomplish this, the adversary 

must transmit a complex Gaussian signal on the 𝑘௧௛ band distributed as 𝑧௞,஺~𝐶𝒩൫0, 𝑃௞,஺൯, where 

𝑃௞,஺ is the adversary power in the 𝑘௧௛ band. The adversary signal is assumed to be independent of 

both 𝜀௞,௣ and ℎ௞,௣. It is also assumed that the adversary signal is independent of ℎ௞,஺. Conditioned 
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on ℎ௞,஺ , we apply the linear MMSE principle [37]. Therefore, the variance is obtained by 

modifying the variance from the previous subsection 3.2.1 to include the adversary and is given 

by 

𝑣𝑎𝑟൫ℎ෠௞,௣൯ = 𝑣𝑎𝑟൫ℎ௞,௣൯ − 𝑣𝑎𝑟 ቌ𝜀௞,௣ + ඨ
𝛽௞,஺

𝛽௞,௣
 ℎ௞,஺ 𝑧௞,஺ቍ 

= 1 − ቆ
(ఙೢ

మ
ಳೄାఉೖ, ಲ  ห௛ೖ,ಲ ห

మ
௉ೖ,ಲ)

ఉೖ,೛ା(ఙೢ
మ

ಳೄାఉೖ, ಲ  ห௛ೖ,ಲ ห
మ

௉ೖ,ಲ)
ቇ

ᇩᇭᇭᇭᇭᇭᇭᇭᇭᇪᇭᇭᇭᇭᇭᇭᇭᇭᇫ

ఙഄೖ,೛ಲ
మ

.                                          (3.5) 

3.2.3 Problem Formulation: 

In the context of MC CR-NOMA, to launch DoS attacks on the SUs within each band 

means that the PUs will only use those bands. To achieve this, the adversary aims to influence the 

BS to allocate most of the transmitted power in the 𝑘௧௛ cluster (i.e., band) solely for the PU’s (i.e., 

𝑎௞,௦
ଶ = 0). This can be illustrated by the expression for the outage probability of the SU. Consider 

the single-carrier CR-NOMA case as an example, which can be obtained from [17] as follows: 

ℙ௢௨௧,ௌ௎
(௞)

= 𝑃𝑟 ቄ൫𝑎௞,௦
ଶ = 0൯ ∪ ቀ𝛾௞,௦ < 𝜃௞,ௌ௎, 𝑎௞,௦

ଶ ≠ 0ቁቅ  

= 𝑃𝑟൛𝑎௞,௦
ଶ = 0ൟ + 𝑃𝑟 ቄ𝛾௞,௦ < 𝜃௞,ௌ௎, 𝑎௞,௦

ଶ ≠ 0ቅ,                            (3.6) 

where 𝛾௞,௦ is the instantaneous SINR of the SU in the 𝑘௧௛ band. In (3.6), 𝜃௞,ௌ௎ is the SU’s targeted 

SINR in the 𝑘௧௛ band. An outage event at the SU is defined as the union of two events. Two 

scenarios can describe these events. The first scenario is that sufficient QoS is not guaranteed to 

the PU, which results in the SU not being able to be served. The second scenario arises when 𝛾௞,௦ 

falls below 𝜃௞,ௌ௎, provided that the SU has been served and the QoS requirements for the PU are 

fulfilled. Clearly, in (3.6), 𝑃𝑟൛𝑎௞,௦
ଶ = 0ൟ can be expressed as a DoS probability of the SU in the 
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𝑘௧௛ band, because it is the event where the PU is unable to share the spectrum with the SU, and 

these bands are called DoS bands. We are interested in the average number of DoS bands, denoted 

by 𝐵஺.  

Note that a DoS event occurs both when the SU is a cell-edge user and when the SU is a 

cell-center user. The reason for this is that the PU must always be served with higher priority 

compared to the SU. In this way, the PU outage performance was evaluated as a worst-case 

scenario, as modeled in reference [18] and [55]. This assumption also results in the SU having a 

similar outage expression for both the cell-edge SU and the cell-center SU. For more details, see 

[55]. 

For simplicity, the targeted SINR of the PUs is assumed to be the same across all bands, 

so that 𝜃௞,௉௎ = 𝜃௉௎. Therefore, the targeted SINR of the SUs is also the same across all bands, 

which means 𝜃௞,ௌ௎ = 𝜃ௌ௎.   

Let us now define ℙ஽௢ௌ
(௞)  as the probability of a DoS in the 𝑘௧௛ band. Additionally, let  𝐵 =

{1, 2, 3, … , 𝑈} be the set of bands available to be shared between users, and assume that all users’ 

CSI are known and noisy at the BS. Then, 𝐵஺ can be expressed as the sum of the individual DoS 

probabilities in each band, as shown below in (3.7):  

𝐵஺ = ∑ ℙ஽௢ௌ
(௞)௎

௞ୀଵ .                                                                 (3.7) 

In the next step, we need to formulate an optimal sharing disruption over 𝑈 bands. The 

objective of an adversary with total power 𝑃஺ is to maximize the average number of DoS bands of 

(3.7); hence, we have the following optimization problem: 

max
௉భ,ಲ,…,௉ೆ,ಲ

    ∑ ℙ஽௢ௌ
(௞)௎

௞ୀଵ ,                                                            (3.8) 

𝑠. 𝑡  𝑃௞,஺ ≥ 0 for 𝑘 = 1, … , 𝑈, ∑ 𝑃௞,஺
௎
௞ୀଵ = 𝑃஺.                            
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3.3 Outage Performance of the Downlink Transmission: 

   In this section, we analyze the performance of the downlink transmission. To begin with, 

we present the probability of a DoS at the SU when an adversary is present. Subsequently, we 

formulate the result of the DoS probability into the optimization problem.  We then suggest two 

power allocation techniques for the adversary to implement. 

3.3.1 Performance when an Adversary is Present:  

If the adversary jams the PU channel estimation at the BS, as in (3.5), then the intended 

received signal at the PU can be derived by modifying the result of (3.2) to include the presence 

of an adversary, as shown below: 

       𝑦௞,௣(𝑛) = 𝑔௞,௣஺ 𝑥௞(𝑛) + 𝑤௞,௣(𝑛) = ൬ℎ෠௞,௣ + 𝜀௞,௣ + ට𝛽௞,஺/𝛽௞,௣ ℎ௞,஺  𝑧௞,஺൰ 

× ඥ𝛽௞,௣𝑃௞,் ቀ𝑎௞,௣ 𝑠௞,௣(𝑛) + 𝑎௞,௦ 𝑠௞,௦(𝑛)ቁ + 𝑤௞,௣(𝑛).         (3.9)                                                                      

To meet the QoS requirements for the PU, the BS first needs to allocate power to the PU 

[12,14,15]. This means that the BS needs to adjust the choices of the power allocation coefficients 

such that the QoS of the PU is satisfied. From (3.10), the SINR of the PU in the 𝑘௧௛ band can be 

expressed as follows: 

𝛾௞,௣ =      
ఉೖ,೛௔ೖ,೛

మ  ห௛෡ೖ,೛ห
మ

ఉೖ,೛ቀ௔ೖ,ೞ
మ  ห௛෡ೖ,೛ห

మ
ାఙഄೖ,೛ಲ

మ ቁାఘೖ

,                                                (3.10) 

where 𝜌௞ = 𝜎௪
ଶ

௞,௣
/𝑃௞,். Note that, in (3.10), the numerator is the desired signal of the PU in the 

𝑘௧௛ band. The denominator represents the intra-cluster interference, imperfection of the channel 

estimation including the adversary, and received noise sample at the PU. Note that inter-cluster 
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interference is beyond the scope of this study. However, the rejection techniques for inter-cluster 

interference are suggested as in [55] or [57], and for more details see [12,13,14]. 

In line with references [17,18,55,57], when the QoS requirements for PUs are not fulfilled, 

a significant portion of the transmitted power is allocated to the PU. To be more specific, the PU 

outage event is defined as the failure to meet the QoS requirements, represented by 𝛾௞,௣ < 𝜃௉௎. 

Then, by substituting (3.10) with the PU outage event, we obtain, 

ఉೖ,೛௔ೖ,೛
మ  ห௛෡ೖ,೛ห

మ

ఉೖ,೛ቀ௔ೖ,ೞ
మ  ห௛෡ೖ,೛ห

మ
ାఙഄೖ,೛ಲ

మ ቁାఘೖ

< 𝜃௉௎.                                         (3.11) 

If we now substitute 𝑎௞,௣
ଶ = 1 − 𝑎௞,௦

ଶ , then with some algebraic manipulation, we have 

ห௛෡ೖ,೛ห
మ

 ିఏುೆ ቈ ఙഄೖ,೛ಲ
మ ା

ഐೖ
ഁೖ,೛

቉

ห௛෡ೖ,೛ห
మ

(ଵା ఏುೆ)
 > 𝑎௞,௦

ଶ .                                       (3.12) 

Hence, (3.12) implies that the maximal transmit power that can be allocated to the SU in the 𝑘௧௛ 

band is given by 

   𝑎௞,௦
ଶ = max ቐ0,

ห௛෡ೖ,೛ห
మ

 ିఏುೆ ቈ ఙഄೖ,೛ಲ
మ ା

ഐೖ
ഁೖ,೛

቉

ห௛෡ೖ,೛ห
మ

(ଵା ఏುೆ)
ቑ .                                       (3.13) 

Note that 𝑎௞,௦
ଶ  is a function of the channel coefficient of the 𝑘௧௛ PU. This indicates that the power 

allocated to the SU is constrained to satisfy the QoS requirements of the PU. From (3.13), we can 

conclude that a DoS to the SU in the 𝑘௧௛  band (i.e., 𝑎௞,௦
ଶ = 0 ) can occur when หℎ෠௞,௣ห

ଶ
<

𝜃௉௎  ቂ 𝜎ఌೖ,೛ಲ
ଶ + 𝜌௞/𝛽௞,௣ቃ. This means that the BS have to allocate all of its available power to the 

PU to satisfy the QoS. To study the outage performance at the SU, in particular, the probability of 

DoS at the SU in the 𝑘௧௛ band, conditioned upon ቚℎ௞,஺ቚ
ଶ

, is defined as 

               ℙ஽௢ௌ
(௞)

= 𝑃𝑟൛𝑎௞,௦
ଶ = 0 ൟ                                                   
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     = 𝑃𝑟 ቊหℎ෠௞,௣ห
ଶ

< 𝜃௉௎  ቈ 𝜎ఌೖ,೛ಲ
ଶ +

𝜌௞

𝛽௞,௣
቉ቋ                                              

= 1 − 𝑒

ି ൮

ഇುೆ ቈ഑ഄೖ,೛ಲ
మ శ

ഐೖ
ഁೖ,೛

቉

൬భష഑ഄೖ,೛ಲ
మ ൰

൲

,                                                  (3.14) 

because ℎ෠௞,௣  follows a complex Gaussian distribution; thus, in (3.15), หℎ෠௞,௣ห
ଶ

 follows an 

exponential distribution with parameters ቀ1 − 𝜎ఌೖ,೛ಲ
ଶ ቁ. Let 𝜂௞ ≜ 𝜎ఌೖ,೛ಲ

ଶ +
ఘೖ

ఉೖ,೛
, 𝑌௞ ≜ ቚℎ௞,஺ቚ

ଶ

, and 

𝑃௞
തതത  ≜ 𝔼௒ೖ

ቄℙ஽௢ௌ
(௞)

ቅ. Then, by averaging (3.14) over 𝑌௞, we obtain the total probability of DoS at the 

SU, given by 

𝑃௞
തതത = න 𝑃𝑟 ቄ𝑌௞ < 𝜂௞𝜃௉௎  ቚ 𝑌௞ = 𝑧௞ቅ 𝑓௒ೖ

(𝑧௞)𝑑𝑧௞

ஶ

଴

 

= 1 −
ఉೖ,೛

మ  

ఏುೆ௉ೖ,ಲ ఉೖ,ಲ ൣఉೖ,೛ାఘೖ൧ାఉೖ,೛
మ 𝑒

ିቆ
ഇುೆ ಲమ

ഁೖ,೛
మ  

ቇ

,                                  (3.15) 

where 𝐴ଶ = 𝛽௞,௣ 𝜌௞ + 𝜎௪
ଶ

஻ௌ
൫𝛽௞,௣ + 𝜌௞൯. For the derivations of 𝑃௞

തതത see Appendix B.1.   

As a sanity check, if the estimation was error-free, meaning that 𝜎ఌೖ,೛ಲ
ଶ = 0 . Then, (3.15) is 

equivalent to the result in [17]. In addition, consider the case where only the adversary is absent 

(i.e., 𝑃௞,஺ = 0).  Thus, the DoS probability of the 𝑘௧௛ band can be expressed as 

ℙ஽௢ௌ
(௞)

(0) = 1 − 𝑒
ିቆ

ഇುೆ ಲమ

ഁೖ,೛
మ  

ቇ

.                                                  (3.16) 

Substituting (3.15) into (3.4), the optimal spectrum sharing disruption can be formulated as 

max
௉భ,ಲ,…,௉ೆ,ಲ

    ∑ ൬1 −
ଵ

௉ೖ,ಲ ఉೖ,ಲ ௔෤ೖାଵ
𝑒ି൫௔෤ೖఙೢ

మ
ಳೄା ௕෨ೖ൯൰௎

௞ୀଵ ,                                 (3.17) 

                               𝑠. 𝑡 𝑃௞,஺ ≥ 0, for 𝑘 = 1, … , 𝑈,∑ 𝑃௞,஺
௎
௞ୀଵ = 𝑃஺, 

where 𝑎෤௞ ≜
ఏುೆൣఉೖ,೛ା  ఘೖ൧

ఉೖ,೛
మ  and 𝑏෨௞ ≜

ఏುೆ ఘೖ

ఉೖ,೛ 
. 
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3.3.2 Optimal Power Allocation: 

Note that (3.17) is a convex optimization problem, since the objective, inequality 

constraint, and equality constraint all are convex. By applying the KKT conditions [42], the 

optimal power allocated at 𝑘௧௛ band can be expressed as shown below: 

𝑃௞,஺
∗ = ቐ

𝜇௞ ,   ℙ஽௢ௌ
(௞)

(0) < 1 −
௩∗

௔෤ೖ ఉೖ,ಲ

0,     ℙ஽௢ௌ
(௞)

(0) ≥ 1 −
௩∗

௔෤ೖ ఉೖ,ಲ

,                                                 (3.18)    

where, 

𝜇௞ = ඨ
ଵିℙವ೚ೄ

(ೖ)
(଴)  

௔෤ೖ ఉೖ,ಲ௩∗
  −

ଵ

௔෤ೖ ఉೖ,ಲ
,                                                           (3.19)  

and 𝑣∗ satisfies the constraint ∑ 𝑃௞,஺
∗ = 𝑃஺

௎
௞ୀଵ , which is an increasing function of 1/√𝑣∗. This 

function can be computed using the bisection method (see Appendix B.2). When the optimal 

strategy of spectrum sharing disruption is implemented, the adversary efficiently allocates 

jamming power in each band. This implies that the adversary approaches the full-band jamming 

strategy. 

3.3.3 Equal-Power Allocation:  

A more realistic case is when the adversary has no prior knowledge of the terms 𝛽௞,஺, 𝑎෤௞, 

𝑏෨௞  or 𝜎௪
ଶ

஻ௌ
. In this case, the optimal 𝑃௞,஺  that maximizes (3.19) is the equal-power strategy. 

Similar to Appendix B.2, fulfilling the complementary slackness condition yields only two cases. 

In these cases, all terms (i.e., 𝛽௞,஺, 𝑎෤௞, 𝑏෨௞ and 𝜎௪
ଶ

஻ௌ
) are assumed to be the same in each band for 

some 𝑘, where 𝑘 ∈ {1,2, … , 𝑈}, and for the rest of the bands 𝑃௞,஺ = 0. Therefore, the optimal 

spectrum sharing disruption power allocation is as follows: 
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𝑃௞,஺
∗ = ቊ

௉ಲ

௨
,                   𝑘 ∈ 𝜑୅

0,               𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
,                                                   (3.20) 

where 𝜑஺ ≜ ൛𝑘 | 𝑃௞,஺
∗ > 0ൟ  is expressed as a set of DoS bands caused by the adversary. By 

definition, the cardinality of 𝜑஺ is 𝑢 (0 < 𝑢 ≤ 𝑈), which represents the number of DoS bands. In 

this case, the adversary’s goal is to increase the DoS to as many bands as possible. Because there  

Table 3.1: Main Notations for Chapter 3. 

 

U Total number of bands (clusters). 
 

𝐵஺ Average number of DoS bands. 

𝛽௞,௜

 
  

Large-scale fading between the BS 
and 𝑖 at the 𝑘௧௛ band, where 𝑖 ∈

{𝑠, 𝑝, 𝐴}. 

ℙ஽௢ௌ,ௌ௎
(௞)  Probability of DoS in the 𝑘௧௛ 

band.          . 

𝑑௞,௜ Distance from the BS to  𝑖 on the 
𝑘௧௛ band, where 𝑖 ∈ {𝑠, 𝑝, 𝐴}. 

𝛾௞,௜                Instantaneous SINR of user 𝑖 at 
the 𝑘௧௛ band, where 𝑖 ∈ {𝑠, 𝑝}. 

ℎ௞,௜ Small-scale fading between the BS 
and 𝑖 at the 𝑘௧௛ band, where 𝑖 ∈

{𝑠, 𝑝, 𝐴}. 
 

𝑃௞,்                  Transmitted power from the BS 
to the users in the 𝑘௧௛ band. 

𝑎௞,௜
ଶ  Amount of power allocated to  𝑖 

user, where 𝑖 ∈ {𝑠, 𝑝}. 
𝑃௞,஺             Jamming power from the 

adversary to the BS on the 
𝑘௧௛ band. 

𝜃௉௎ Targeted SINR of the PU. 𝑃஺                 Total jamming power of the 
adversary. 

ℎ෠௞,௜ Estimated channel of user 𝑖 at the 
𝑘௧௛ band, where 𝑖 ∈ {𝑠, 𝑝}. 

 

𝜀௞,௜ Error of channel estimation of 
user 𝑖 at the 𝑘௧௛ band, where 𝑖 ∈

{𝑠, 𝑝}. 

𝑢 Number of DoS bands ℙ஽௢ௌ
(௞)

(0)  DoS probability of the 
𝑘௧௛ band due to absent of the 
adversary. 
 

𝜎௪
ଶ

௞,௜
 Variance of the received 

background noise for user 𝑖, where 
𝑖 ∈ {𝑠, 𝑝}. 

 

𝜎௪
ଶ

஻ௌ
 Variance due to the thermal 

noise at the BS. 

Note that, 𝐴: Adversary,  𝑠: SU, and  𝑝: PU. 
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are 𝑈 allowable bands, the optimal number of DoS bands, 𝑢∗, is upper bounded by 𝑈. Hence, the 

optimal strategy is to jam all available bands, 𝑈, which means that 

𝑃௞,஺
∗ =

௉ಲ

௎
,       𝑘 = 1, … , 𝑈.                                                        (3.21) 

Full-band jamming is optimal (i.e., 𝑢∗ = 𝑈 ) when the adversary has a sufficiently large 𝑃஺ . 

Otherwise, the partial-band jamming is optimal. 

3.4 Numerical Results: 

In this section, the optimal sharing disruption technique is illustrated using numerical 

simulations. For simplicity, in these simulations, we assume that the BS transmits fixed power in 

each cluster (i.e., 𝑃௞,் = 𝑃்/𝑈). In addition, we assume that the noise variance of all PUs is the 

same as the noise variance at the BS, that is 𝜎௪
ଶ

ଵ,௣
= 𝜎௪

ଶ
ଶ,

= ⋯ = 𝜎௪
ଶ

௨,௣
= ⋯ = 𝜎௪

ଶ
௎,௣

=  𝜎௪
ଶ

஻ௌ
 =

𝑁଴. The small-scale fading is assumed to be Rayleigh fading for both the PUs and the adversary. 

Finally, it is desirable to compare CR-NOMA pilot attacks with existing OMA pilots attacks. 

However, the unconventional nature of CR-NOMA pilot attacks makes it difficult to formulate a 

meaningful metric for direct comparison. 

3.4.1  DoS Probability ℙ஽௢ௌ
(௞) : 

The parameters used in the simulations were set as follows: 𝑁଴ = −64  dBm, 𝑃௞,் =

30 dBm, 𝑑௞,஺ =
ଵ

ଶ
 km, and 𝛼 = 2 . Monte Carlo simulation results were averaged over 10଺ 

independent trials. Figures 3.2 and 3.3 plot ℙ஽௢ௌ,  ௌ௎
(௞)  versus  𝑃௞,஺ , where the curves are 

parameterized for various values of 𝜃௉௎ and 𝑑௞,௣, respectively. Both Figures 3.2 and 3.3 show that 

ℙ஽௢ௌ,  ௌ௎
(௞)  increased when 𝑃௞,஺ increased up to the point where the 𝑘௧௛ band approached full-band 

jamming (i.e., full-band DoS attack). Furthermore, the numerical results obtained from (3.16) were 
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matched with the Monte Carlo simulations. In addition, Figure 3.2 illustrates the impact of 𝜃௉௎ on 

the DoS probability in a single-carrier CR-NOMA. As shown in Figure 3.2, when 𝜃௉௎ increased, 

the DoS probability also increased. This is because the targeted data rate of the PU increases, in 

which case the bandwidth to be shared with the SU decreases. This means that the adversary needs 

to utilize less power to launch a full-band DoS attack when the targeted data rate of the PU 

increases. Figure 3.3 shows the effect of PU distance on ℙ஽௢ௌ
(௞)  in CR-NOMA. The results show 

that ℙ஽௢ௌ
(௞)  shifts to full-band DoS faster as well. This was because the free-space loss factor 

increased. Therefore, the adversary needs to use less power than when the PU distance is relatively 

shorter. We conclude that each curve undergoes a shifting transition to a full-band DoS, and the 

shift is determined by 𝜃௉௎, 𝑑௞,௣, and other parameters, as illustrated in the next section. 

3.4.2 Average Number of DoS bands 𝐵஺ : 

We illustrate the impact of system parameters on the average number of DoS bands. Figure 

3.4 shows plots of 𝐵஺  versus the available total number of bands, where the curves are 

parameterized by 𝑃஺ for different values of 𝑑௞,஺. The other parameters were set as follows: 𝑁଴ =

−64 dBm, 𝑃௞,் = 30 dBm, 𝜃௉௎ = 1 , and 𝛼 = 2. The PUs are distributed over a circular ring, 

where the distance vector is denoted as 𝒅௣ = ൣ𝑑ଵ,௣, 𝑑ଶ,௣, … , 𝑑௎,௣൧, 𝑑௞,௣ ∈ [0,1km].The curves in 

Figure 3.4 show the transition from full-band jamming to partial-band jamming. The reason for 

full-band jamming is that the adversary has a sufficiently large 𝑃஺ to launch a PJA on all the 

available bands. In this case, each curve 𝐵஺ is equal to the available number of bands (i.e., the 

slope is 45௢) because of the presence of both the adversary and the system parameters. The second 

case is the partial-band jamming region because the adversary’s total power was not large enough 

to cause a DoS attack on all available SUs. Because of the insufficient power of the adversary, the  
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Figure 3.2: DoS probability at the 𝑘௧௛band ℙ஽௢ௌ,  ௌ௎
(௞)

 versus the adversary power in the 𝑘௧௛ 
band 𝑃௞,஺(dBm). 

slope decreases, as shown in Figure 3.4. In this case, the value of the slope was determined solely 

by the system parameters. Therefore, the result shows that the adversary jammed a fraction of the 

available bands. 

An increase in 𝑃஺, leads to an increase in 𝐵஺, as shown in Figures 3.4 (a) and 3.4 (b). This 

is expected because, as shown in Figures 3.2 and 3.3, when the adversary power in the 𝑘௧௛ band 

increases, the probability of DoS also increases. Comparing Figure 3.4 (b) with Figure 3.4 (a), we 

see that when 𝑑௞,஺ increases for the same value of 𝑃஺, Figure 3.4 (a) outperforms Figure 3.4 (b) in 

terms of 𝐵஺. This is because the adversary in Figure 3.4 (a) is closer to the BS during the PJA than 

in Figure 3.4 (b). 

In Figures 3.5 and 3.6, 𝐵஺  is plotted versus 𝑃஺ , for various values of 𝑃௞,்  and 𝑁଴ , 

respectively, and the remaining parameters are the same as in Figure 3.4. The only difference was 

that 𝑈 = 100, where previously, we set 𝑈 = 1, because we considered a single-carrier CR-  
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Figure 3.3: DoS probability at the 𝑘௧௛band ℙ஽௢ௌ,  ௌ௎

(௞)
 versus the adversary power in the 

𝑘௧௛band 𝑃௞,஺(dBm). 
NOMA. As expected, Figures 3.5 and 3.6 show that 𝐵஺ increases when 𝑃஺ increases. Note that in 

both Figures 3.5 and 3.6, 𝐵஺ is almost constant in the low 𝑃஺ region. From Figures 3.2 and 3.3, we 

know that the adversary needs the power to be around 𝑃஺ = 30 dBm for an adversary to cause a 

DoS attack. However, for an MC CR-NOMA system, the adversary would need to use even higher 

power levels to achieve a successful DoS attack. Furthermore, the use of equal-power is not the 

best strategy for an adversary with a low power budget. As shown in Figure 3.5, 𝑃௞,் decreases, 

𝐵஺ starts at a higher value, and as a result, 𝐵஺ continues to shift faster to full-band jamming than 

the other curves. However, for the high 𝑃஺ regime, the difference between the values of 𝑃௞,் shows 

that the value of 𝐵஺ is unnoticeable. This is because the adversary has a very high total power to 

disrupt spectrum sharing. In contrast, in Figure 3.6, when 𝑁଴ increases, 𝐵஺ starts at a higher value. 

In addition, 𝐵஺ shifts faster toward full-band jamming. The observations in Figure 3.5 are the same 

as those in Figure 3.6, and the reasons for these observations in Figure 3.6 are the same as those 

in Figure 3.5. In conclusion, 𝑃௞,஺
∗  allocation is affected by 𝜃௉௎, 𝑑௞,஺, 𝑑௞,௣, 𝑃௞,் and 𝑁଴. 
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(a) 

 

(b) 

Figure 3.4: Average number of DoS bands 𝐵஺ versus the number of bands: (a) 𝑑௞,஺ = 1/2 𝐾𝑚  
(b) 𝑑௞,஺ = 1 𝐾𝑚. 
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3.4.3 Equal-power VS optimal power allocation: 

The effect of the power allocation algorithm on the average number of DoS bands is shown in 

Figure 3.7. In particular, an adversary employs two strategies: optimal power allocation and equal 

-power allocation. In Figure 3.7, the parameters follow the same setup as those shown in Figure 

3.4. In the low 𝑃஺ region, there is a slight difference between the two strategies. This is because to 

conduct a full-band DoS attack for a single band, the adversary needs to have approximately 5 dB 

power, as shown in Figures 3.2 and 3.3. If there are 𝑈 bands, the adversary may not have sufficient 

power to disturb all 𝑈 bands in either strategy. As 𝑃஺ increases, the difference between the two 

strategies becomes noticeable. Specifically, the terms 𝑃௞,், 𝜎௪
ଶ

௞,௣
 and  𝜃௞,௉௎ do not vary in each 

band. However, the increase between the two strategies is around at most 3 DoS bands for the  

 

Figure 3.5: Average number of DoS bands 𝐵஺ versus 𝑃஺ for different values of 𝑃௞,். 
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Figure 3.7: Average number of DoS bands 𝐵஺ versus 𝑃஺. 

 

 

Figure 3.6: Average number of DoS bands 𝐵஺ versus 𝑃஺ for different values of 𝑁଴. 

. 
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same 𝑃஺. This is because the optimal allocated power in each band is based on the values of 𝛽௞,஺, 

𝑎෤௞, 𝑏෨௞ and 𝜎௪
ଶ

஻ௌ
 as expressed in (3.20). This implies that effective DoS attacks can be conducted 

when the adversary is aware of the environment. As 𝑃஺ is further increased, both strategies shift 

from partial-band jamming to full-band jamming; hence, the curves match each other at a 

sufficiently high 𝑃஺. This illustrates that the adversary should increase the power budget, rather 

than attempt to learn the values of 𝛽௞,஺, 𝑎෤௞, 𝑏෨௞ and 𝜎௪
ଶ

஻ௌ
. However, if the adversary increases the 

power, it is very likely that the BS will be able to detect these attacks. 

 

3.5  Summary  

 In this chapter, we can summarize the key points from our analysis that is increasing the 

adversary power enables the adversary to cause a full-band DoS attack. An increase in the targeted 

SINR, distance of PUs, or 𝑁௢, increases the chances of successful DoS attacks. A decrease in the 

distance of the adversary or the transmitted power also increases the chance of a successful full 

DoS attack. For the given system parameters (𝑑௞,௣, 𝑑௞,஺, 𝑁௢, 𝑃் , and 𝜃௉௎), 𝐵஺ is proportional to 

the total adversary power, and the optimal power strategy outperforms the equal-power strategy.   
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Chapter 4 :                                                                                         

Error Analysis of mmWave network 

 

4.1 Introduction:  

According to the measurements of [22] and [24], there are significant differences in path 

loss models for both line-of-sight (LOS) and non-line-of-sight (NLOS) propagation. These 

differences are primarily due to blockage. There are many ways to incorporate blockage models, 

such as 3GPP, random shape, and LOS ball; for more details, see [58]. 

The performance analysis of mmWave communications, including coverage probability 

and average capacity rate, has been extensively investigated. These investigations consider the 

impact of blockage as shown in [60, 61, 62, 63, 64, 65, 66, 67]. The authors of [60] utilized a 

rectangular Boolean scheme to model obstacles. In fact, the result of [60] shows that the LOS 

probability function aligns with the 3GPP suburban model. This model was further extended as 

shown in [61]. The extension involved a stochastic geometry approach to model interference and 

evaluate coverage performance. Later on, the framework served as the baseline for modeling and 

analyzing mmWave systems, as described in [58]. In addition, [62] considered beam 

misalignment, and derived corresponding system performance metrics. Interference in mmWave 

communication systems, or in communication systems in general, is modeled using stochastic 

geometry. This is because of the mathematical flexibility of the stochastic geometry [68,69,70,71]. 

That allows the system performance metrics to be derived in a tractable and straightforward 

manner. 
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In the context of D2D networks utilizing mmWave communication, [62] analyzed system 

throughput assuming self-blocking. Moreover, [63] explored the outage probability in a D2D 

mmWave network by varying the heights and widths of obstacles. Additionally, [64] analyzed 

outage performance, accounting for hardware distortion. However, these studies predominantly 

focused on coverage probability and often overlooked the network’s error performance. 

Before filling this gap, some studies have investigated the error performance of mmWave 

bands. In terms of multi-hop relaying [65], the error performance and coverage rate of mmWave 

communication bands were studied. Additionally, the impact of blockage on diversity and coding 

gains for mmWave communication was analyzed in [66] only for the desired link. In [67], an error 

analysis of mmWave cellular networks was derived. All of these studies assumed the binary 

communication case (i.e., the modulation order is equal to 2). Owing to their bandwidth efficiency, 

most modern communication systems use high-order 𝑀-ary quadrature amplitude modulation 

(𝑀 − 𝑄𝐴𝑀). 

There are many waveforms and modulation formats for 5G communication [72], one of 

which is the filter bank multicarrier-filtered multitone (FBMC-FMT) [73]. Although the FBMC 

can effectively reduce out-of-band leakage, it is vulnerable to co-channel interference (CCI). Error 

analysis of a communication system under CCI has been investigated under many assumptions, 

such as binary phase-shift keying (𝐵𝑃𝑆𝐾) [74] and 𝑄𝐴𝑀 [75,76]. Not only does the stochastic 

geometry approach enable coverage analysis, but it also serves as a very useful tool for error 

analysis, as demonstrated in [68,69,77,78,79,80,81]. The utility of this approach arises from 

practical difficulties in characterizing aggregate interference directly; evaluating the distributions 

of the sums and products of random variables can be exceedingly complex [69]. In fact, in [77],  
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Figure 4.1: Illustration of network model. 

the authors introduced the concept of an equivalent-in-distribution to represent the aggregate 

interference. This relies on the assumption that the sum of the interferences can be modeled as a 

sum of randomly scaled Gaussians, leading to more tractable formulations for error analysis. 

Therefore, this chapter aims to investigate the error performance of mmWave 

communication within a dense interference environment. Such focus is important for ensuring the 

effective throughput and reliability of networks in the near future, as the number of mmWave 

network users is expected to increase. 
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The structure of this chapter is organized as follows: Section 4.2 introduces the 

preliminaries and general formulation. Section 4.3 details the error rate analysis. Numerical results 

are provided in Section 4.4, while Section 4.5 offers the summary of the chapter. 

4.2 System Model and General Formulation: 

 In this section, we discuss the frameworks of the network model and the transceiver model. 

Additionally, we present the assumptions regarding the channel and the directional antenna model. 

4.2.1 Network Model: 

Consider an mmWave single-cell D2D network as shown in Figure 4.1. The transmitters 

are shown as red dots, the receiver is represented as a cross, and the blockages are represented as 

rectangles. There are 𝑀௖ orthogonal subcarriers are allocated over the total frequency band of 𝑊 

(Hz). Each D2D pair can access these subcarriers, subject to resource allocation involving power 

distribution and adaptive modulation and is served by a base station (BS) in a time-slot manner. 

The transmitter D2D pair locations follow a homogeneous Poisson point process (PPP) represented 

as 𝜙, with density parameter 𝜆. In all D2D networks, there is a fixed distance between the 

transmitter and receiver devices. 

In an mmWave network, the transmitted waveforms are more susceptible to blockage 

effects during propagation compared to lower frequency bands. These blockages can impact both 

LOS and NLOS links. The blockage phenomena were modeled similarly to the baseline mmWave 

system model in [58]. Then, the propagation path between the transmitter 𝑇𝑥 and receiver 𝑅𝑥 can 

be classified as either LOS or NLOS. Mathematically, the probability of LOS, representing a 

propagation path is similar to that described in [59], 

𝑃௅(𝑟) = 𝑒ିఉ ,                                                                             (4.1) 
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Figure 4.2: Transceiver of FBMC-FMT. 

where 𝑟 is the fixed distance between the 𝑘௧௛ D2D pair (i.e., 𝑇𝑥 and 𝑅𝑥) and 𝑚௧௛ subcarrier, and 

𝛽 denotes as the blockage parameter. The probability of NLOS for a specific propagation path is 

given in [59] as 

𝑃ே(𝑟 ) = 1 − 𝑃௅(𝑟) = 1 − 𝑒ିఉ௥.                                                      (4.2) 

The LOS probabilities of different D2D transmitters can be assumed to be independent, as 

indicated in [60]. In this way, the D2D transmitters can be categorized into two separate non-

homogeneous PPPs, according to the propagation paths to the 𝑘௧௛ D2D receiver. One is from the 
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LOS transmitters, characterized as 𝜙௅, where the intensity is 𝜆𝑃௅(𝑟).The other is from the NLOS 

transmitters, represented as 𝜙ே , where the intensity is 𝜆𝑃ே(𝑟). Note that the blockage parameter, 

𝛽, depends on many factors, such as the width and length of the blockers. Additionally, 𝛽 varies 

depending on the density of the region, as summarized in [5]. For instance, 𝛽 = 1/100 is taken 

from the UT Austin building topology, while 𝛽 = 1/200 is used in suburban areas according to 

the 3GPP blockage model. Another value for the blockage parameter, 𝛽 = 1/141.4, was proposed 

in [60]. 

4.2.2 Transmitter (𝑇𝑥): 

Consider an FBMC-FMT system that assigns 𝑊 (Hz) across 𝑀௖ orthogonal frequency 

bands, denoted as 𝑚 = {1, 2, 3 … 𝑀௖}. Accordingly, the spacing of the subcarriers can be denoted 

as 𝐹଴ = 𝑊/𝑀௖ [75]. The 𝑇𝑥 in this multicarrier system is shown in Figure 4.2. Each signal is 

modulated using square 𝑀 − 𝑄𝐴𝑀 modulation, which is performed by the 𝑚௧௛ subcarrier of the 

𝑘௧௛ 𝑇𝑥.  Note that 1/𝑇 represents the symbol rate. The 𝑙௧௛ complex modulated symbol on the 𝑚௧௛ 

subcarrier from the 𝑘௧௛ 𝑇𝑥 is indicated by 𝑋௠,௟
(௞), where the variance 𝑉𝑎𝑟ቂ𝑋௠,௟

(௞)
ቃ =

ଵ

ଶ
𝔼 ൜ቚ𝑋௠,௟

(௞)
ቚ

ଶ

ൠ is 

normalized to unity. Thus, the low-pass equivalent signal in the time domain for the 𝑘௧௛ 𝑇𝑥 of a 

multicarrier system, denoted 𝑥௟௣
(௞)

(𝑡), is formulated as follows: 

𝑥௟௣
(௞)

(𝑡) = ∑ ට𝑝௠
(௜)

 𝑇 ∑ 𝑋௠,௟
(௞)

 𝑔(𝑡 − 𝑙𝑇) 𝑒௝ଶగ௠ிబ௧
௟

ெ೎
௠ୀଵ ,                          (4.3) 

where 𝑝௠
(௜) represents the power of the 𝑚௧௛ subcarrier of the 𝑘௧௛ 𝑇𝑥; and 𝑔(𝑡) is the pulse shaping 

at the 𝑇𝑥. Note that 𝐺(𝑓) is the Fourier transform of filter 𝑔(𝑡). Combining the pulse shaping and 

matched filter, it results in|𝐺(𝑓)|ଶ,  forming a Nyquist pulse characterized with a roll-off factor of 
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0 < 𝜌 ≤  1. To avoid intercarrier interference (ICI), 𝐹଴ is set as (1 + 𝜌)/𝑇. Note that most 

components of the transceiver, as well as the assumptions, are similar to those described in [75]. 

4.2.3 Channel Model: 

The results of the measurements show that the mmWave channel suffers from multipath, 

particularly in NLOS links [23,24]. In contrast, LOS links have a direct path that dominates over 

the relatively smaller contribution of the multipath, specifically when a directional antenna is 

implemented. However, to align with previous studies such as [60,61,62,63,64,65,66], the 

Nakagami−𝑚 distribution has been widely used for modeling and analyzing performance 

metrics in mmWave communications. Consequently, the small-scale fading from the 𝑘௧௛ 𝑇𝑥 to 

the 𝑘௧௛ 𝑅𝑥 on the 𝑚௧௛subcarrier is represented as, ℎ௞,௠
(௞)  , but with differing fading severity 

parameters for both links [60,61,62,63,64,65,66]. This differentiation is crucial for effectively 

representing the differences between the LOS and NLOS links. The corresponding fading power 

gain ቚℎ௞,௠
(௞)

ቚ
ଶ

is distributed as a normalized Gamma, given that the link is at distance 𝑟, as shown 

below: 

ቚℎ௞,௠
(௞)

ቚ
ଶ

~ ൜
𝐺𝑎𝑚𝑚𝑎(𝑚௅ , 𝑚௅)     𝐿𝑂𝑆,

𝐺𝑎𝑚𝑚𝑎(𝑚ே , 𝑚ே)     𝑁𝐿𝑂𝑆,
                                   (4.4) 

where 𝑚௅ and 𝑚ே represent the fading severity parameters for the LOS and NLOS, respectively. 

Note that Nakagami−𝑚 equals Rayleigh when 𝑚 = 1, implying that there is no dominant 

component. Larger values of 𝑚 indicate the presence of a dominant component, showing less 

severe fading conditions. This causes the channel to behave in a more deterministic manner. 

Because the path loss depends on the propagation distance and operating frequency, 

different path loss exponents are applied to the LOS and NLOS links. Given that 𝑘௧௛ the 
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transmitter and 𝑘௧௛ receiver are separated by distance 𝑟, their path loss at the 𝑚௧௛ subcarrier 

𝛺(௞,௠) is given by  

 𝛺(௞,௠) = ൜
𝛺௅(𝑟) = 𝐿௅(𝑟)ିఔಽ      𝐿𝑂𝑆,

𝛺ே(𝑟) = 𝐿ே(𝑟)ିఔಿ      𝑁𝐿𝑂𝑆,
                                     (4.5) 

where 𝐿௅, 𝐿ே are the path loss intercepts of LOS and NOLS links, respectively. Interestingly, the 

path loss for both the LOS and NLOS links can be the same when a similar reference distance, 

𝑟௥௘௙ is applied, (e.g., 𝑟௥௘௙ = 1). Under this assumption, we have 𝐿௅ = 𝐿ே = 𝐿଴ =

൫𝜆௖/ (4𝜋𝑟௥௘௙)൯
ଶ
, where 𝜆௖ is the wavelength, as indicated in [23]. The LOS and NLOS path loss 

exponents, 𝜈௅ and 𝜈ே, respectively, typically satisfy 𝜈ே > 𝜈௅ > 0  in mmWave communication 

path loss models [23,24]. This chapter also incorporates the path loss models similar to many 

studies, such as [60,61,62,63,64,65,66].  

4.2.4 Directional Antenna Model: 

To simplify the analysis, we assumed the implementation of a two-sector model similar 

to that in [60] and [65]. The two-sector model is also part of the baseline mmWave system model 

presented in [58]. This model considers a main lobe gain 𝑀ௌ and a side lobe gain 𝑚ௌ. The 

directional gain, denoted as 𝐴(Θୗ), is a function of the azimuth angle Θୗ for 𝑆 ∈  {𝑇𝑥, 𝑅𝑥}: 

𝐴(Θୗ) = ൜
𝑀ௌ      𝑖𝑓 |Θୗ| ≤ 𝜃
𝑚ௌ       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

.                                                      (4.6) 

The value of the main lobe gain is inversely proportional to the half-power beamwidth (𝐻𝑃𝐵𝑊), 

meaning that as 𝜃 increases, 𝑀ௌ decreases. This inverse relationship is due to the fact that a 

wider observation angle of the antenna results in a reduced directional gain.  

In this chapter, we assumed perfect beam alignment for the desired signal link. This 

means that the total directivity gain for the 𝑘௧௛ D2D pair, denoted as 𝐴௧௢௧
(௞,௞), is the product of the 
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transmitting antenna gain 𝐴൫Θ்௫ೖ
൯ and the receiving antenna gain 𝐴൫Θோ௫ೖ

൯, which results in 

𝐴௧௢௧
(௞,௞)

= 𝑀்௫ೖ
𝑀ோ௫ೖ

. However, beam misalignment errors, is beyond the scope of this chapter, for 

more insight see [61].  

For the interfering link, 𝑘௧௛receiver and 𝑖௧௛ transmitter steering angles are independently 

and uniformly distributed over [−𝜋, 𝜋]. The total directivity gain 𝐴௧௢௧
(௜,௞)

= 𝐴൫Θ்೔
൯ 𝐴൫Θோೖ

൯, can be 

modeled as a discrete random variable as follows: 

𝐴௧௢௧
(௜,௞)

=

⎩
⎪
⎨

⎪
⎧

𝑎ଵ = 𝑀்௫೔
𝑀ோ௫ೖ

                         𝑤. 𝑝.  𝑏ଵ = 𝜉்𝜉ோ ,

𝑎ଶ = 𝑀்௫೔
𝑚ோ௫ೖ

                 𝑤. 𝑝.  𝑏ଶ = 𝜉்(1 − 𝜉ோ),

𝑎ଷ = 𝑚்௫೔
𝑀ோ௫ೖ

                𝑤. 𝑝.  𝑏ଷ = (1 − 𝜉்)𝜉ோ ,

𝑎ସ = 𝑚்௫೔
𝑚ோ௫ೖ

          𝑤. 𝑝. 𝑏ସ = (1 − 𝜉்)(1 − 𝜉ோ),

,             (4.7) 

where 𝑎௭ is a possible outcome of the total directivity gain. Additionally, the terms 𝑏௭ represent 

the assigned probability for the possible outcome, where  𝑧 ∈ {1,2,3,4}, 𝜉் ≜ ቀ
஀೅ೣ೔

ଶగ
ቁ and 𝜉ோ ≜

஀ೃೣೖ

ଶగ
. Note that the omnidirectional antenna for both 𝑇𝑥 and 𝑅𝑥 has no impact on the total 

directional gain (i.e., 𝜉் = 1 and  𝜉ோ = 1). 

4.2.5 Receiver (𝑅𝑥): 

Under the assumption that the D2D receiver has full knowledge of the channel state 

information (CSI), it is also assumed that a block fading channel model is employed. In this 

model, it was assumed that the signal passed through a channel characterized by flat and slow 

fading. Additionally, it is assumed that multipath fading independently affects different 

transmitters [75]. The signal from the 𝑖௧௛ 𝑇𝑥 reaches the 𝑘௧௛ 𝑅𝑥 with a time delay denoted as 

𝜏௞
(௜). When 𝑖 ≠ 𝑘, it is uniformly distributed within the interval [0, 𝑇). Additionally, denote the 

random phase shift as 𝜃௞
(௜), which is assumed to have a uniform distribution between −𝜋 and 𝜋.  
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It is further assumed that a coherent 𝑅𝑥 is employed to ensure perfect bit synchronization for the 

desired  signal, that is, 𝜏௞
(௞)

= 0 and 𝜃௞
(௞)

= 0. After the down conversion, the lowpass equivalent 

signal from to the 𝑘௧௛ 𝑅𝑥, as shown in Figure 4.2, is given by, 

𝑟௟௣
(௞)

(𝑡) =   𝐼஽,௞
(௞)

(𝑡) + 𝐼ூ,௅(𝑡) + 𝐼ூ,ே(𝑡) + 𝑛(௞)(𝑡),                             (4.8) 

where 𝑛(௞)(𝑡) represents the AWGN at the 𝑘௧௛ 𝑅𝑥, characterized by a two-sided power spectral 

density 𝑁଴. The energy of the 𝑚௧௛ subcarrier of the 𝑘௧௛ 𝑇𝑥 is given by 𝐸௠
(௞)

= 𝑝௠
(௞)

𝑇, and the rest 

of terms in (4.8) are defined as follows:  

-𝐷𝑒𝑠𝑖𝑟𝑒𝑑 𝑠𝑖𝑔𝑛𝑎𝑙:  

𝐼஽,௞
(௞)

(𝑡) =   ∑  ට𝐴௧௢௧
(௞,௞)

𝐸௠
(௞)

𝛺(௞,௠)ℎ௞,௠
(௞)

∑ 𝑋௠,௞
(௟)

 𝑔(𝑡 − 𝑙𝑇)𝑒
௝ቀଶగ௠ிబ௧ାఏೖ

(ೖ)
ቁ

௟
ெ೎
௠ୀଵ ,     (4.9A) 

-𝐿𝑂𝑆 𝐼𝑛𝑡𝑒𝑟𝑓𝑒𝑟𝑛𝑐𝑒 𝑠𝑖𝑔𝑛𝑎𝑙: 

𝐼ூ,௅(𝑡) = ∑ ∑ ට 𝐴௧௢௧
(௜,௞)

𝐸௠
(௜)

𝛺௅(𝑟௜)ℎ௞,௠
(௜)

∑ 𝑋௠,௜
(௟)

𝑔ቀ𝑡 − 𝑙𝑇 − 𝜏௞
(௜)

ቁ𝑒
௝ቀଶగ௞ிబ௧ାఏೖ

(೔)
ቁ

௟
ெ೎
௠ୀଵ௥೔∈థಽ\{௞} , (4.9B) 

-𝑁𝐿𝑂𝑆 𝐼𝑛𝑡𝑒𝑟𝑓𝑒𝑟𝑛𝑐𝑒 𝑠𝑖𝑔𝑛𝑎𝑙: 

𝐼ூ,ே(𝑡) = ∑ ∑ ට𝐴௧௢௧
(௜,௞)

𝐸௠
(௜)

𝛺ே(𝑟௜) ℎ௞,௠
(௜)

∑ 𝑋௠,௜
(௟)

𝑔ቀ𝑡 − 𝑙𝑇 − 𝜏௞
(௜)

ቁ𝑒
௝ቀଶగ௞ிబ௧ାఏೖ

(೔)
ቁ

௟
ெ೎
௠ୀଵ௥೔∈థಿ\{௞} . (4.9C) 

For the 𝑛௧௛  subcarrier, with the 𝑙௧௛ received symbol is set to zero, the output of the matched filter 

yields many terms and is given by, 

𝑌௡
(௞)

[0] = ∫   𝑟(௞)(𝑡)𝑒ି௝ଶగ௡ிబ௧𝑔∗(𝑡) 𝑑𝑡
ஶ

ିஶ
= 𝑄஽ + 𝑄ூ,ே + 𝑄ூ,௅ + 𝑁௞[0],                     (4.10) 

where 𝑁௞[𝑙] is the output noise term given by ∫  𝑛(௞)(𝑡)𝑒ି௝ଶగ௡ బ௧𝑔∗(𝑡 − 𝑙𝑇) 𝑑𝑡 
ஶ

ିஶ
t, and it is 

distributed as a zero-mean complex Gaussian with a second moment denoted as 𝜎௡బ
ଶ =

𝑁଴ ∫  |𝑔(𝑡)|ଶ 𝑑𝑡 = 𝑁଴
ஶ

ିஶ
 [75]. Taking into account that 𝜏௞

(௞)
= 0, ∫  |𝑔(𝑡)|ଶஶ

ିஶ
𝑑𝑡 = 1, and denote 

that 𝑔ቀ−𝑙𝑇 − 𝜏௞
(௜)

ቁ = 𝑔௟,௞
(௜); then the rest of the terms in (4.10) can be expressed as follows: 
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𝑄஽
(௞)

= ∫ 𝐼஽,௞
(௞)

(𝑡)
ஶ

ିஶ
 𝑒ି௝ଶగ௡ బ௧𝑔∗(𝑡) 𝑑𝑡 =  ට𝐴௧௢௧

(௞,௞)
𝐸௡

(௞)
𝛺(௞,௡)ℎ௞,௡

(௞)
𝑋௡,௞

(଴),                                   (4.11) 

𝑄ூ,௅ = ∫ 𝐼ூ,௅(𝑡)
ஶ

ିஶ
 𝑒ି௝ଶగ௡ బ௧𝑔∗(𝑡) 𝑑𝑡 = ∑ ට𝐴௧௢௧

(௜,௞)
 𝐸௡

(௜)
𝛺௅(𝑟௜) ℎ௞,௡

(௜)
𝑒௝ఏೖ

(೔)

∑ 𝑋௡,௜
(௟)

𝑔௟,௞
(௜)

௟௥೔∈థಽ\{௞} , (4.12) 

𝑄ூ,ே = ∫ 𝐼ூ,ே(𝑡)
ஶ

ିஶ
𝑒ି௝ଶగ௡ிబ௧𝑔∗(𝑡) 𝑑𝑡 = ∑ ට𝐴௧௢௧

(௜,௞)
 𝐸௡

(௜)
𝛺ே(𝑟௜) ℎ௞,௡

(௜)
𝑒௝ఏೖ

(೔)

∑ 𝑋௡,௜
(௟)

𝑔௟,௞
(௜)

௟௥೔∈థಿ\{௞} .(4.13) 

4.3 Rate Error Analysis: 

 In this section, we evaluate the error probability of the 𝑚௧௛ subcarrier and the 𝑘௧௛ D2D 

receiver. Note that CCI is now referred to as the aggregate interference. Initially, the aggregate 

interference components in (4.12) and (4.13) show that there are in-phase and quadrature 

components, denoted by:  

       𝑄ூ,௅ =  ∑ ට𝐴௧௢௧
(௜,௞)

 𝐸௡
(௜)

𝛺௅(𝑟௜) ℎ௞,௡
(௜)

ቀ𝑌௜,௡,௞
(ோ௘)

+ 𝑗 𝑌௜,௡,௞
(ூ௠)

ቁ௥೔∈థಽ\{௞} ,                (4.14) 

𝑄ூ,ே =  ∑ ට𝐴௧௢௧
(௜,௞)

 𝐸௡
(௜)

𝛺ே(𝑟௜) ℎ௞,௡
(௜)

ቀ𝑌௜,௡,௞
(ோ௘)

+ 𝑗 𝑌௜,௡,௞
(ூ௠)

ቁ௥೔∈థಿ\{௞} ,                (4.15) 

where 𝑌௜,௡,௞
(ோ௘)

= ቀ∑ 𝑅𝑒ቄ𝑋௡,௜
(௟)

ቅ𝑔௟,௞
(௜)

௟ ቁ 𝑐𝑜𝑠ቀ𝜃௞
(௜)

ቁ + ቀ∑ 𝐼𝑚ቄ𝑋௡,௜
(௟)

ቅ𝑔௟,௞
(௜)

௟ ቁ 𝑠𝑖𝑛ቀ𝜃௞
(௜)

ቁ and 𝑌௜,௡,௞
(ூ௠)

=

ቀ∑ 𝐼𝑚ቄ𝑋௡,௜
(௟)

ቅ𝑔௟,௞
(௜)

௟ ቁ 𝑐𝑜𝑠ቀ𝜃௞
(௜)

ቁ − ቀ∑ 𝑅𝑒ቄ𝑋௡,௜
(௟)

ቅ𝑔௟,௞
(௜)

௟ ቁ 𝑠𝑖𝑛ቀ𝜃௞
(௜)

ቁ, are the real and imaginary term, 

respectively. Then, the aggregate interference can be represented as: 

𝐼௔௚௚ = ቀ𝑄ூ,ே
(ோ௘)

+ 𝑄ூ,௅
(ோ௘)

ቁ + 𝑗ቀ𝑄ூ,ே
(ூ௠)

+ 𝑄ூ,௅
(ூ௠)

ቁ.                                        (4.16) 

To consider the implications of 𝐼௔௚ , we condition the network geometry ((i.e., 𝑟 ∈ 𝜙௤, ∀𝑞 ∈

 {𝐿, 𝑁}), total directivity gain (i.e., 𝐴௧௢௧
(௜,௞)), and channel gains (i.e., ℎ௞,௡

(௞)and ℎ௞,௡
(௜) ). Even under 

these conditions, 𝐼௔௚௚ does not have a closed-form expression owing to its pulse shape. To 

compensate for this, numerical integration approximation techniques have been employed in 

references [74] and [76]. Additionally, the characteristic function of 𝐼௔௚௚ was approximated 
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using a power series in [75]. To examine the interference in dense environments, we modeled the 

aggregated interference signal using a Gaussian signaling approximation. This approach is 

justified by the assumption that each interference link operates close to its capacity [79], yielding 

a worst-case scenario of interference. 

4.3.1 SER Expression via Gaussian Signaling Approximation for the 

Aggregate Interference: 

Obtaining the interference terms in (4.16) is often a challenging task. However, as 

discussed in [82], some researchers have employed a Gaussian signaling approximation to model 

the aggregated interference. In addition, [79,80, 81] applied the Gaussian signaling 

approximation with a stochastic geometry approach. This approximation assumes that the 

symbol from each interferer is drawn independently from a complex Gaussian distribution with a 

unit energy. For example, the 𝑖௧௛ transmitter in 𝑛௧௛ subcarrier and 𝑙௧௛ symbol is distributed as 

𝚥௡̃,௟
(௜)

~𝐶𝒩(0,1). Consequently, the symbols at the 𝑘௧௛ D2D receiver output can be represented as,  

𝐽௡,௞
(௜)

= ቀ∑ 𝚥௡̃,௟
(௜)

𝑔௟,௞
(௜)

௟ ቁ𝑒௝ఏೖ
(೔)

,                                                 (4.17)  

leading to (4.14) and (4.15) to become 

𝑄ூ,௅ = ∑ ට𝐴௧௢௧
(௜,௞)

 𝐸௡
(௜)

𝛺௅(𝑟௜)ℎ௞,௡
(௜)

𝐽௡,௞
(௜)

= ∑ 𝑄௡,௞,௅
(௜)

௥೔∈థಽ\{௞}௥೔∈థಽ\{௞} ,                (4.18) 

and   

𝑄ூ,ே = ∑ ට 𝐴௧௢௧
(௜,௞)

𝐸௡
(௜)

𝛺ே(𝑟௜)ℎ௞,௡
(௜)

𝐴௧௢௧
(௜,௞)

𝐽௡,௞
(௜)

௥೔∈థಿ\{௞} = ∑ 𝑄௡,௞,ே
(௜)

௥೔∈థಿ\{௞} .          (4.19) 

In this chapter, the raised-cosine pulse is considered for Nyquist pulses because it is 

widely used in the literature (e.g., [74] and [75]). When we condition on 𝜙௤, ℎ௞,௡
(௜) , and  𝐴௧௢௧

(௜,௞), 
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where 𝑞 ∈  {𝐿, 𝑁}, we can derive the variance of 𝐽௡,௟
(௜) for the raised-cosine pulse, as shown in 

[74]: 

𝑉𝑎𝑟ቀ𝐽௡,௟
(௜)

ቁ =
ଵ

ଶ
𝔼 ൜ቚቀ∑ 𝚥௡̃,௟

(௜)
𝑔௟,௞

(௜)
௟ ቁ𝑒௝ఏೖ

(೔)

ቚ
ଶ

ൠ = ∑ 𝔼 ൜ቚ𝚥௡̃,௟
(௜)

ቚ
ଶ

ൠ௟  𝔼 ൜ቚ𝑔௟,௞
(௜)

ቚ
ଶ

ൠ = (1 − 𝜌/4).       (4.20) 

Now, 𝑄
௡,௞,௤|థ೜,஺೟೚೟

(೔,ೖ)
,௛ೖ,೙

(೔)
(௜)

~𝐶𝒩൫0,  𝜎ூ,௤,௜
ଶ ൯ for 𝑞 ∈  {𝐿, 𝑁}, where the variance of each link is 𝜎ூ,௤,௜

ଶ =

𝛺௤(𝑟௜)𝐸௡
(௜)

𝐴௧௢௧
(௜,௞)

ቚℎ௞,௡
(௜)

ቚ
ଶ

(1 − 𝜌/4). The different interference links are assumed to be 

independent. Thus, 𝑄
ூ,௤|థ೜,஺೟೚೟

(೔,ೖ)
,௛ೖ,೙

(೔) ~𝐶𝒩൫0,  𝜎ூ,௤
ଶ ൯, where 𝜎ூ,௤

ଶ = ∑  𝜎ூ,௤,௜
ଶ

௜ .  

Conditioning on 𝜙௅, 𝜙ே, ℎ௞,௡
(௞), 𝐴௧௢௧

(௜,௞), and ℎ௞,௡
(௜)  results in the decision statistic in (10) with 

a Gaussian distribution. This simplifies the 𝑆𝐸𝑅 evaluation for general 𝑀 − 𝑄𝐴𝑀 in aggregated 

interference with AWGN to depend solely on SINR, which is expressed as follows: 

Υ௞
(௤)

=
 ቚℎ௞,௡

(௞)
ቚ

ଶ

 𝜎ூ,ே
ଶ /ቀ𝛺௤(𝑟)𝐸௡

(௞)
ቁ +  𝜎ூ,௅

ଶ /ቀ𝛺௤(𝑟)𝐸௡
(௞)

ቁ + 1/𝛾(௤) 
             

=

⎩
⎪
⎨

⎪
⎧  ቚ௛ೖ,೙

(ೖ)
ቚ
మ

 ఙ಺,ಿ
మ /ቀఆಽ(௥)ா೙

(ೖ)
ቁା ఙ಺,ಽ

మ /ቀఆಽ(௥)ா೙
(ೖ)

ቁାଵ/ఊ 
    𝐿𝑂𝑆,

 ቚ௛ೖ,೙
(ೖ)

ቚ
మ

 ఙ಺,ಿ
మ /ቀఆಿ(௥)ா೙

(ೖ)
ቁା ఙ಺,ಽ

మ /ቀఆಿ(௥)ா೙
(ೖ)

ቁା൫௥(ೡಿషೡಽ)൯/ఊ 
  𝑁𝐿𝑂𝑆,

.                      (4.21) 

In (4.21), aggregate interference can be denoted as, 𝑖௔௚௚ =  𝜎ூ,ே
ଶ +  𝜎ூ,௅

ଶ , and  𝐴௞
(௜)

=

𝐴௧௢௧
(௜,௞)

/(𝑀்௫ೖ
𝑀ோ௫ೖ

). The SNR for the LOS is 𝛾(௅) = 𝛾 ≜
ா೙

(ೖ)
ቀெ೅ೣೖ

ெೃೣೖ
ቁ௅బ(௥షೡಽ)

ఙ೙బ
మ  and the SNR for 

the NLOS is 𝛾(ே) =
ா೙

(ೖ)
ቀெ೅ೣೖ

ெೃೣೖ
ቁ௅బ (௥షೡಿ)

ఙ೙బ
మ ≜ 𝛾൫𝑟(௩ಽି௩ಿ)൯. Note that 𝑖௔௚௚ is a random variable. 

Without loss of generality, conditioned on 𝑟 ∈ 𝜙௤ , ℎ௞,௡
(௞), and 𝑖௔௚௚, the 𝑆𝐸𝑅 is denoted by ℰ for a 

coherent detector using a square 𝑀 − 𝑄𝐴𝑀 modulation scheme, and is given in [83] as 



68 

ℰቀ𝑟 ∈ 𝜙௤ , ℎ௞,௡
(௞)

, 𝑖௔௚௚ቁ = 2𝑤 𝑒𝑟𝑓𝑐 ቆට𝛼Υ௞
(௤)

ቇ − 𝑤ଶ𝑒𝑟𝑓𝑐ଶ ቆට𝛼Υ௞
(௤)

ቇ,                  (4.22) 

where, 𝑤 = ൬
ඥℳೖ,೘ିଵ

ඥℳೖ,೘
൰,and 𝛼 =

ଷ/ଶ

ℳೖ,೘ିଵ
 are modulation-dependent weighting factors. It should 

be noted that by adjusting the variables 𝑤 and 𝛼, the 𝑆𝐸𝑅 for various modulation schemes and 

constellation sizes can be determined, as demonstrated in [84]. 

Because ቚℎ௞,௡
(௞)

ቚ
ଶ

follows a normalized gamma distribution (i.e.,  𝐺𝑎𝑚𝑚𝑎൫𝑚௤൯, for 𝑞 ∈

 {𝐿, 𝑁}), the author in [85] introduced a valuable technique to average the 𝑆𝐸𝑅 expression in 

(4.22) over ቚℎ௞,௡
(௞)

ቚ
ଶ

and a random variable, 𝑖௔௚௚, as follows: 

𝐴𝑆𝐸𝑅 ൫𝑟 ∈ 𝜙௤൯ = 𝔼
௛ೖ,೙

(ೖ)
,௜ೌ೒೒

ቄ ℰቀ𝑟 ∈ 𝜙௤ , ℎ௞,௡
(௞)

, 𝑖௔௚௚ቁቅ 

= 𝔼
ቚ௛ೖ,೙

(ೖ)
ቚ
మ

,௜ೌ೒೒

ቊ2𝑤 𝑒𝑟𝑓𝑐 ቆට𝛼Υ௞
(௤)

ቇቋ − 𝔼
௛ೖ,೙

(ೖ)
,௜ೌ೒೒

ቊ𝑤ଶ𝑒𝑟𝑓𝑐ଶ ቆට𝛼Υ௞
(௤)

ቇ ቋ.   (4.23) 

This averaging in (4.23) can be applied to the two terms separately, as illustrated in [85]. 

The terms are as follows: 

𝔼
ቚ௛ೖ,೙

(ೖ)
ቚ
మ

,௜ೌ೒೒

ቊ2𝑤 𝑒𝑟𝑓𝑐 ቆටΥ௞
(௤)

ቇቋ = 2𝑤 −
4𝑤𝛤 ቀ𝑚௤  +

1
2

 ቁ 

𝜋𝛤൫𝑚௤൯
 

× ∫
௘

షೞቆభశ
೘೜

ഀം(೜)
ቇ

√௦
ℒ௜ೌ೒೒

൬
௠೜

 ఈఆ೜(௥)ா೙
(೔)  𝑠൰ 1𝐹ଵ ቀ1 − 𝑚௤;

ଷ

ଶ
, 𝑠ቁ 𝑑𝑠

ஶ

଴
 ≜ 𝑃ூ                  (4.24A) 

and 

𝔼
௛ೖ,೙

(ೖ)
,௜ೌ೒೒

ቊ𝑤ଶ𝑒𝑟𝑓𝑐ଶ ቆටΥ௞
(௤)

ቇ ቋ 

= 𝑤ଶ − ቆ
4𝑤ଶ𝑚௤  

𝜋 
ቇ න 𝑒

ି௦
௠೜

ఈఊ(೜)
ஶ

଴

ℒ௜ೌ೒೒
൭

𝑚௤

 𝛼𝛺௤(𝑟)𝐸௡
(௜)

 𝑠൱   
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             × ∫  1𝐹ଵ൫1 + 𝑚௤  ; 2, −𝑠/ sinଶ(𝜗)൯
ௗణ

ୱ୧୬మ(ణ)
 𝑑𝑠

ഏ

ర
଴

 ≜ 𝑃ூூ,                  (4.24B) 

where ℒ௜ೌ೒೒
(. ) is the Laplace transform (LT), 1𝐹1 ቀ𝑎;𝑏, 𝑥ቁ is the Kummer confluent 

hypergeometric function; and 𝑞 ∈  {𝐿, 𝑁}. The LT of the aggregate interference is discussed in 

the next subsection. 

4.3.2 LT of 𝑖௔௚௚: 

Reference [60] derived an aggregate interference term in accordance with the baseline 

mmWave system model presented in [58] under the assumption that the minimum path loss 

governs the association rule. Based on an association rule, the exclusion and inclusion regions of 

interference can be established. For more details on the association rules, see [68,69,70,71]. 

However, because the distance was fixed in this chapter, the max-SINR association was adopted, 

implying that no exclusion region for interferers was considered [70]. We employ common 

stochastic geometry techniques, as found in [68], [70], and [18], to derive the LT of aggregate 

interference, denoted as ℒ௜ೌ೒೒
(𝑠) which as shown below, 

ℒ௜ೌ೒೒
(𝑠) = 𝔼൛𝑒ି௦௜ೌ೒೒ൟ = 𝔼 ቄ𝑒ି௦ఙ಺,ಿ

మ
ቅ 𝔼 ቄ𝑒ି௦ఙ಺,ಽ

మ
ቅ                                              

= 𝔼 ൝∏ 𝑒
ି௦ቆఆಿ(௥೔)ா೙

(೔)
ቚ௛ೖ,೙

(೔)
ቚ
మ

஺ೖ
(೔)

ቀଵି
ഐ

ర
ቁቇ

௥೔∈థಿ\{௞} ൡ 𝔼 ൝∏ 𝑒
ି௦ቆఆಽ(௥೔)ா೙

(೔)
ቚ௛ೖ,೙

(೔)
ቚ
మ

஺ೖ
(೔)

ቀଵି
ഐ

ర
ቁቇ

௥೔∈థಽ\{௞} ൡ.   (4.25) 

Given that 𝑖௔௚௚ =  𝜎ூ,ே
ଶ +  𝜎ூ,௅

ଶ , the separation of expectations arises from the independence 

between 𝜙ே and 𝜙௅. Therefore, we can calculate these two terms individually by substituting 

 𝜎ூ,ே
ଶ  and  𝜎ூ,௅

ଶ . To do this, we used the probability generating functional (PGFL) of a PPP in [68] 

as follows: 

𝔼 ቄ𝑒ି௦ఙ಺,ಿ
మ

ቅ =  𝔼 ቐ ෑ 𝑒
ି௦ቆఆಿ(௥೔)ா೙

(೔)
ቚ௛ೖ,೙

(೔)
ቚ
మ

஺ೖ
(೔)

ቀଵି
ఘ
ସ

ቁቇ

௥೔∈థಿ\{௞}

ቑ                                                        
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= exp ቆ−2𝜋 ∫ 𝔼஺ೖ
ቊ1 − 𝔼௛ೖ,೙

൜𝑒
ି௦ቀଵି

ഐ

ర
ቁఆಿ(௧)ா೙ห௛ೖ,೙ห

మ
஺ೖൠቋ

ஶ

଴
𝜆𝑃ே(𝑡 )𝑡𝑑𝑡ቇ.     (4.26) 

Note that in (4.26), the integral limit is owing to the max-SINR association, as mentioned earlier. 

Given that ℎ௞,௡ follows a Nakagami-𝑚 distribution, and 𝐴௞ is assumed to be a Bernoulli random 

variable, their LTs can be straightforwardly evaluated, as seen in [60] and [58], and is given by 

the following: 

𝔼஺ೖ
ቊ1 − 𝔼௛ೖ,೙

൜𝑒
ି௦ቀଵି

ഐ

ర
ቁఆಿ(௧)ா೙ห௛ೖ,೙ห

మ
஺ೖൠቋ = ∑ 𝑏௭ ቆ1 −

ଵ

ቀଵା௦ቀଵି
ഐ

ర
ቁఆಿ(௧)ா೙ ௔ത೥/௠ಿቁ

೘ಿቇସ
௭ୀଵ ,    (4.27) 

where 𝑎ത௭ = 𝑎௭/𝑀்௫ೖ
𝑀ோ௫ೖ

. Calculating the LT of NLOS interference links involves substituting 

(4.27) into (4.26) as follows: 

𝔼 ቄ𝑒௦ ఙ಺,ಿ
మ

ቅ = exp ቀ−2𝜋𝜆 ∑ 𝑏௭ ∫ 𝐷 ቀ𝑚ே , 𝑠 ቀ1 −
ఘ

ସ
ቁ 𝛺ே(𝑡)𝐸௡𝑎ത௭ቁ

ஶ

଴
𝑃ே(𝑡 )𝑡𝑑𝑡ସ

௭ୀଵ  ቁ,      (4.28) 

where 𝐷(𝑣, 𝑥) = 1 −
ଵ

(ଵା௫/௩)ೡ
. Because the calculation of the LT of LOS interference links is 

similar to the NLOS case, the LT of LOS interference can be expressed as,   

𝔼 ቄ𝑒௦ ఙ಺,ಽ
మ

ቅ = ቐ ෑ 𝑒
ି௦ቆఆಽ(௥೔)ா೙

(೔)
ቚ௛ೖ,೙

(೔)
ቚ
మ

஺ೖ
(೔)

(ଵିఘ/ସ)ቇ

௥೔∈థಽ\{௞}

ቑ 

= exp ቀ−2𝜋𝜆 ∑ 𝑏௭ ∫ 𝐷 ቀ𝑚௅ , 𝑠 ቀ1 −
ఘ

ସ
ቁ 𝛺௅(𝑡)𝐸௡𝑎ത௭ቁ

ஶ

଴
𝑃௅(𝑡 )𝑡𝑑𝑡ସ

௭ୀଵ ቁ.                    (4.29) 

Finally, the LT of 𝑖௔௚௚ is expressed as a multiplication of (4.28) and (4.29), and is given by the 

following: 

ℒ௜ೌ೒೒
(𝑠) = 𝔼 ቄ𝑒௦ ఙ಺,ಿ

మ
ቅ 𝔼 ቄ𝑒௦ ఙ಺,ಽ

మ
ቅ = exp(−2𝜋𝜆 ∑ 𝑏௭

ସ
௭ୀଵ  [𝑉௅(𝑧, 𝑠, 𝑟) + 𝑉ே(𝑧, 𝑠, 𝑟)]),     (4.30) 

where,  

𝑉௅(𝑧, 𝑠, 𝑟) = ∫ 𝐷 ቀ𝑚௅ , 𝑠 ቀ1 −
ఘ

ସ
ቁ 𝛺௅(𝑡)𝐸௡𝑎ത௭ቁ

ஶ

଴
𝑃௅(𝑡)𝑡𝑑𝑡,                          (4.31) 

𝑉ே(𝑧, 𝑠, 𝑟) = ∫ 𝐷 ቀ𝑚ே , 𝑠 ቀ1 −
ఘ

ସ
ቁ 𝛺ே(𝑡)𝐸௡𝑎ത௭ቁ

ஶ

଴
𝑃ே(𝑡)𝑡𝑑𝑡.                         (4.32) 



71 

4.3.3 Total ASER:  

 The previous analysis involved averaging the 𝑆𝐸𝑅  over ℎ௞,௡
(௞) , and the aggregate 

interference. The only remaining task is to obtain the average 𝑆𝐸𝑅 of (4.24A) and (4.24B) over 

the LOS and NLOS scenarios of the desired link. To accomplish this, we separately evaluate the 

𝐴𝑆𝐸𝑅 for both the LOS and NLOS scenarios (i.e., 𝐴𝑆𝐸𝑅 (𝑟 ∈ 𝜙௅) and 𝐴𝑆𝐸𝑅 (𝑟 ∈ 𝜙ே)), from the 

previous section. In the final step, we combine these probabilities to calculate the average 𝐴𝑆𝐸𝑅 

over the LOS and NLOS scenarios of the desired link.  

Starting from the last step, we denote the entire set of error events where the 𝑘௧௛ 𝑅𝑥 is 

connected by either an LOS link or an NLOS link, from the 𝑘௧௛ 𝑇𝑥, with a fixed distance, 𝑟. The 

𝐴𝑆𝐸𝑅 can then be expressed as follows: 

𝐴𝑆𝐸𝑅 = 𝐴𝑆𝐸𝑅 (𝑟 ∈ 𝜙௅)𝑃௅(𝑟) + 𝐴𝑆𝐸𝑅 (𝑟 ∈ 𝜙ே)𝑃ே(𝑟),                   (4.33) 

where 𝑃௅(𝑟) and 𝑃ே(𝑟) are defined in Section II-A. The term 𝐴𝑆𝐸𝑅 ൫𝑟 ∈ 𝜙௤൯ is defined as the 

occurrence of an 𝑆𝐸𝑅 associated with a transmitter of the desired link in 𝜙௤ for 𝑞 ∈  {𝐿, 𝑁}. Based 

on the discussion in Section II-A, it has been established that the desired link of the 𝑘௧௛ 𝑅𝑥 is 

served by either an LOS link or an NLOS link from the 𝑘௧௛  𝑇𝑥 . This insight allowed us to 

categorize the set of error events into two disjoint subsets, enabling the separation of 𝐴𝑆𝐸𝑅௅and 

𝐴𝑆𝐸𝑅ே. This is analogous to the baseline model in [58] or when the beam is misaligned [61], with 

the difference being that these studies are focused on coverage events, while here we are dealing 

with error events. Starting with 𝐴𝑆𝐸𝑅 (𝑟 ∈ 𝜙௅), it is expressed as: 

𝐴𝑆𝐸𝑅 (𝑟 ∈ 𝜙௅) = 𝑃ூ|௅ − 𝑃ூூ|௅.                                           (4.34) 

The terms 𝑃ூ|௅ and 𝑃ூூ|௅ represent the conditional SER in (4.24A) and (4.24B), respectively, given 

that the desired link has an LOS scenario and is given by 
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𝑃ூ|௅ = 2𝑤 −
4𝑤𝛤 ቀ𝑚௅  +

1
2

 ቁ 

𝜋𝛤(𝑚௅)
න

𝑒
ି௦ቀଵା

௠ಽ
ఈ ఊ

ቁ

√𝑠

ஶ

଴

                                             

× exp ቀ−2𝜋𝜆 ∑ 𝑏௭ቀ𝑉௅
(௅)

+ 𝑉ே
(௅)

ቁସ
௭ୀଵ ቁ 1𝐹ଵ ቀ1 − 𝑚௅;

ଷ

ଶ
, 𝑠ቁ 𝑑𝑠                         (4.35A) 

and 

𝑃ூூ|௅ = 𝑤ଶ − ቆ
4𝑤ଶ𝑚௅ 

𝜋 
ቇ න  𝑒

ି௦
௠ಽ
ఈ ఊ

ஶ

଴

exp ൭−2𝜋𝜆 ෍ 𝑏௭ቀ𝑉௅
(௅)

+ 𝑉ே
(௅)

ቁ

ସ

௭ୀଵ

൱   

       × ∫  1𝐹ଵ(1 + 𝑚௅ ; 2, −𝑠/ sinଶ(𝜗))
ௗణ

ୱ୧୬మ(ణ)
 𝑑𝑠

ഏ

ర
଴

,                                       (4.35B) 

where, 

𝑉ே
(௅)

= 𝑉ே ൬𝑧,
௠ಽ/ఈ

 ா೙
(ೖ)

ఆಽ(௥)
 𝑠, 𝑡൰ = ∫ 𝐷 ቀ𝑚ே , 𝑎ത௭(1 − 𝜌/4) ቀ

௥ೡಿ

௧ೡಽ
ቁ 

௠ಽ

ఈௌூோ(ೖ,೔)
𝑠ቁ

ஶ

଴
𝑃ே(𝑡 )𝑡𝑑𝑡  (4.36) 

𝑉௅
(௅)

= 𝑉௅ ൬𝑧,
௠ಽ/ఈ

 ఆಽ(௥)ா೙
(ೖ)  𝑠, 𝑟൰ = ∫ 𝐷 ቀ𝑚௅ , 𝑎ത௭ ቀ1 −

ఘ

ସ
ቁ ቀ

௥

௧
ቁ

௩ಽ ௠ಽ

ఈௌூோ(ೖ,೔)
𝑠ቁ

ஶ

଴
𝑃௅(𝑡 )𝑡𝑑𝑡,      (4.37) 

where 𝑆𝐼𝑅(௞,௜) =
ா೙

(ೖ)

ா೙
(೔) . Given that the desired link has an LOS link (i.e., ቚℎ௞,௠

(௞)
ቚ

ଶ

~𝐺𝑎𝑚𝑚𝑎(𝑚௅ , 𝑚௅) 

and 𝛺(௞,௠) = 𝛺௅(𝑟) ), substituting the LT of 𝑖௔௚௚  found in (4.30), as ℒ௜ೌ೒೒
൬

௠ಽ

 ఈఆಽ(௥)ா೙
(ೖ) 𝑠൰ into 

(24A) and (24B), this results in (4.35A) and (4.35B). This substitution yields two terms, 𝑉௅
(௅) and 

𝑉ே
(௅), as shown in (4.36) and (4.37). These terms correspond to 𝑉௅(𝑧, 𝑠, 𝑟) in (4.31) and 𝑉ே(𝑧, 𝑠, 𝑟) 

in (4.32), respectively. This illustrates the interference component arising from both the LOS and 

NLOS transmitters, given that the desired link has an LOS link.  

A similar procedure is then employed for the NLOS scenario of the desired link as follows: 

𝐴𝑆𝐸𝑅ே = 𝑃ூ|ே − 𝑃ூூ|ே,                                              (4.38) 

Similar to the LOS case, the terms 𝑃ூ|ே and 𝑃ூூ|ே conditioned on the desired link have an NLOS 

(i.e., ቚℎ௞,௠
(௞)

ቚ
ଶ

~𝐺𝑎𝑚𝑚𝑎(𝑚ே , 𝑚ே) and 𝛺(௞,௠) = 𝛺ே(𝑟)) and are given by 
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𝑃ூ|ே = 2𝑤 −
4𝑤𝛤 ቀ𝑚ே  +

1
2

 ቁ 

𝜋𝛤(𝑚ே)
න

𝑒𝑥𝑝 ൭−𝑠 ൬1 +
𝑚ே𝑟(௩ಿି௩ಽ)

𝛼 𝛾
൰൱

√𝑠

ஶ

଴

 

× 𝑒𝑥𝑝 ቀ−2𝜋𝜆 ∑ 𝑏௭ቀ𝑉௅
(ே)

+ 𝑉ே
(ே)

ቁସ
௭ୀଵ ቁ 1𝐹ଵ ቀ1 − 𝑚ே;

ଷ

ଶ
, 𝑠ቁ 𝑑𝑠 ,     (4.39A) 

Table 4.1: Main Notations for Chapter 4 

 

and 

𝑃ூூ|ே = 𝑤ଶ − ቆ
4𝑤ଶ𝑚ே 

𝜋 
ቇ න 𝑒𝑥𝑝 ቆ−𝑠

𝑚ே𝑟(௩ಿି௩ಽ)

𝛼 𝛾
ቇ

ஶ

଴

𝑒𝑥𝑝 ൭−2𝜋𝜆 ෍ 𝑏௭ቀ𝑉௅
(ே)

+ 𝑉ே
(ே)

ቁ

ସ

௭ୀଵ

൱   

ℎ௞,௠
(௜)  Small-scale fading from the 𝑖௧௛  

𝑇𝑥 to the 𝑘௧௛  𝑅𝑥 on 
𝑚௧௛subcarrier. 

 

𝑆𝐼𝑅(௞,௜) Signal-to-interference ratio 
from the 𝑖௧௛  𝑇𝑥 to the 𝑘௧௛  
𝑅𝑥. 

𝑃ே(𝑟 ) Probability of a propagation path 
being NLOS with distance 𝑟. 

 

𝑃௅(𝑟 )                 Probability of a propagation 
path being LOS with distance 
𝑟. 

𝐸௡
(௜) Energy on the 𝑚௧௛ subcarrier of 

the 𝑘௧௛. 
𝑋௠,௟

(௞)            𝑙௧௛ complex modulated 
symbol on the 𝑚௧௛subcarrier 

of the 𝑘௧௛  𝑇𝑥. 

𝜌 Roll-off factor of the Nyquist 
pulse. 

 

𝛽                      Blockage parameter. 

𝜙௤ Poisson point process for 𝑞 ∈
 {𝐿, 𝑁}. 

 

𝑣௤ path loss exponents 
parameters for 𝑞 ∈  {𝐿, 𝑁}.  

𝛾(௤) SNR for the 𝑘௧௛ D2D pair for 𝑞 ∈
 {𝐿, 𝑁}. 

 

𝑚௤   fading severity parameters 
for 𝑞 ∈  {𝐿, 𝑁}. 
 

𝐴௧௢௧
(௜,௞) Total directivity gain from the 𝑖௧௛  

𝑇𝑥 to the 𝑘௧௛ 𝑅𝑥. 
 

𝛺௤
(௞,௠)

(𝑟) Path loss of the 𝑘௧௛ D2D pair 
at the 𝑚௧௛ subcarrier for 𝑞 ∈

 {𝐿, 𝑁} with distance  𝑟. 

Note that, 𝐿: LOS, and  𝑁: NLOS. 
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      × ∫  1𝐹ଵ ቀ1 + 𝑚ே ; 2, −
௦

௦௜௡మ(ణ)
ቁ

ௗణ

௦௜௡మ(ణ)
 𝑑𝑠

ഏ

ర
଴

,                                        (4.39B) 

where, 

𝑉ே
(ே)

= 𝑉ே ൬𝑧,
௠ಿ/ఈ

 ா೙
(ೖ)

ఆಿ(௥)
 𝑠, 𝑟൰ = ∫ 𝐷 ቀ𝑚ே , 𝑎ത௭ ቀ1 −

ఘ

ସ
ቁ ቀ

௥

௧
ቁ

௩ಿ

 
௠ಿ

ఈௌூோ(ೖ,೔)
 𝑠ቁ

ஶ

଴
𝑃ே(𝑡 )𝑡𝑑𝑡,     (4.40) 

𝑉௅
(ே)

= 𝑉௅ ൬𝑧,
௠ಿ/ఈ

 ா೙
(ೖ)

ఆಿ(௥)
𝑠 , 𝑟൰ = ∫ 𝐷 ቀ𝑚௅ , 𝑎ത௭ ቀ1 −

ఘ

ସ
ቁ ቀ

௥ೡಽ

௧ೡಿ
ቁ

௠ಿ

ఈௌூோ(ೖ,೔)
𝑠ቁ

ஶ

଴
𝑃௅(𝑡 )𝑡𝑑𝑡.          (4.41) 

 

4.4 Numerical Results: 

 This section presents the error probability for mmWave D2D communication. For 

simplicity, we assume that each transmitter device transmits at a fixed power, that 𝑆𝐼𝑅(௞,௜) =

𝑆𝐼𝑅, and that the roll-off factor of the raised-cosine pulse shape is equal to unity (i.e., 𝜌 = 1). In 

addition, the path loss exponents for LOS and NLOS are 𝑣௅ = 2 and 𝑣ே = 3.3, respectively. The 

directional antenna gains are listed in Table 4.2. 

Table 4.2: Directional Antenna Gain 

 

In Figures 4.3, the simulation parameters are set as follows: 𝑟 = 100  m, 16𝑄𝐴𝑀 , 

𝐻𝑃𝐵𝑊 = 10.9௢, and 𝜆 = 9 × 10ି଺. Figures 4.3 presents the analytical average symbol error rate 

(ASER) as a function of 𝛾, with curves parameterized for various values of 𝛽, 𝑚௅, 𝑚ே, and 𝑆𝐼𝑅. 

As expected, ASER decreases as 𝛾  increases, reaching a point where it becomes almost 

HPBW 𝑀்௫ = 𝑀ோ௫ 𝑚்௫ = 𝑚ோ௫ 𝜉 = 𝜉் = 𝜉ோ 

10.9௢  24.5 𝑑𝐵𝑖 
 

−3 𝑑𝐵𝑖 
 

109/3600 

30௢ 18 𝑑𝐵𝑖 
 

−3 𝑑𝐵𝑖 
 

1/12 

omnidirectional 
(360௢) 

0 𝑑𝐵𝑖 
 

0 𝑑𝐵𝑖 
 

1 
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independent of 𝛾 at high SNR levels.  Additionally, a lower 𝑆𝐼𝑅, as shown in Figure 4.3.(b) yields 

a worse performance than a higher 𝑆𝐼𝑅, as shown in Figure 4.3.(a), particularly around the 𝛾-

independent region (i.e., at higher SNR levels). This outcome is anticipated because the system 

performance becomes interference-limited and is thus predominantly dependent on the 𝑆𝐼𝑅.  

Moreover, an increase in the fading severity parameters caused the channel to act in a more 

deterministic manner. The blockage parameter, 𝛽, plays a crucial role, as illustrated in Figures 4.3. 

Two extreme cases are highlighted: 𝛽 = 0 for the LOS case where all links, both desired and 

interfering, are LOS; and 𝛽 = 𝐼𝑛𝑓 for the NLOS case where all links are NLOS. Both scenarios 

exhibit better performance than when 𝛽 = 1/141.4, in which all links (i.e., both desired and 

interfering) are subject to blockage at high 𝛾 levels, shifting toward an interference-limited region. 

Interestingly, the difference in the fading severity parameters is negligible in a noise-limited 

environment, specifically at low 𝛾  values. Moreover, in such an environment, NLOS cases 

generally performed worse than both LOS cases and those with 𝛽 = 1/141.4. This is because the 

system performance in noise-limited scenarios is more significantly determined by the received 

SNR, denoted as 𝛾(௅)  or 𝛾(ே). Generally, the difference between 𝛾(௅)  and 𝛾(ே) depends on 𝑟, but 

always 𝛾(௅) >𝛾(ே), because in mmWave communication, 𝜈ே > 𝜈௅ must be satisfied [5].  

Figure 4.4 is plotted with the following parameters: 𝑟 = 100m,  16𝑄𝐴𝑀 , 𝐻𝑃𝐵𝑊 =

10.9௢, 𝑚௅ = 2, 𝑚ே = 3 and 𝜆 = 9 × 10ି଺, incorporating various blockage parameters and 𝑆𝐼𝑅 

values. The blockage parameter values were determined based on the discussion in Section II-A. 

In the noise-limited scenario, the blockage parameter 𝛽  determines the system’s performance 

tendency toward the LOS regime, as depicted by the blue curves in Figure 4.4, or the NLOS 

regime, as represented by the red curves in Figure 4.4. As 𝛽 decreases, for a given distance 𝑟, the 
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(a) 

(b) 

Figure 4.3: Average symbol error rate 𝐴𝑆𝐸𝑅 versus 𝛾 with different values of 𝛽, 𝑚௅, and 

𝑚ே: (a) 𝑆𝐼𝑅 = 10. (b) 𝑆𝐼𝑅 = 5. 
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probability of LOS, 𝑃௅(𝑟 ), increases. Notably at lower SNR levels, smaller 𝛽 values correspond 

to improved ASER. Furthermore, in an interference-limited scenario, 𝛽 has a negligible effect on 

the interference links at higher 𝑆𝐼𝑅 values. However, as the 𝑆𝐼𝑅 decreases, the interference links 

become more susceptible to the blockage effect.  

Similarly, Figure 4.5 is plotted with a fixed 𝑆𝐼𝑅 of 0𝑑𝐵, varying the 𝐻𝑃𝐵𝑊 and 𝛽 values. 

As the 𝐻𝑃𝐵𝑊 widened, as shown in Table I, the total directivity gains decreased, particularly at 

low 𝛾. Conversely, as the 𝐻𝑃𝐵𝑊 widens, the 𝑘௧௛ receiver is likely to encounter more interference 

links, leading to a degradation in ASER performance. This can be observed in Figure 4.5, 

specifically around the interference-limited region. An increase in the 𝐻𝑃𝐵𝑊 results in a more 

omnidirectional antenna pattern (360௢). This increases the likelihood of capturing the desired 

signals. However, it also increases the potential for interference. This trade-off is critical in dense 

networks where the directional antenna provided by a narrower 𝐻𝑃𝐵𝑊 can significantly mitigate 

interference, thus enhancing ASER performance. However, this comes at the cost of higher 

directivity gains for interference when aligned. In addition, this introduces the possibility of beam 

misalignment errors in the desired link. 

Figure 4.6 illustrates ASER versus 𝛾, under settings that include 𝑟 = 100m, 𝐻𝑃𝐵𝑊 =

10.9௢ , 𝑚௅ = 2, 𝑚ே = 3, 𝛽 = 1/141.4 , and 𝑆𝐼𝑅 = 10𝑑𝐵 , to examine the impact of different 

QAM constellation points and 𝜆 values. In scenarios without interference (i.e., 𝜆 = 0), ASER 

diminishes as 𝛾 increases. At lower 𝛾 values, interference has a negligible impact, as the system is 

primarily noise-limited, and performance is solely determined by the SNR. However, as the 

interference density increased, ASER degraded naturally, as demonstrated in Figure 4.6. 

Additionally, shifting to smaller 𝑄𝐴𝑀 constellation sizes, such as from 16𝑄𝐴𝑀 to 4𝑄𝐴𝑀, causes 
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Figure 4.4: Average symbol error rate 𝐴𝑆𝐸𝑅 versus 𝛾 with different values of 𝛽 and 𝑆𝐼𝑅. 

 

Figure 4.5: Average symbol error rate 𝐴𝑆𝐸𝑅 versus 𝛾 with different values of 𝛽 and 𝐻𝑃𝐵𝑊. 
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Figure 4.6: Average symbol error rate 𝐴𝑆𝐸𝑅 versus 𝛾 with different values of 𝑄𝐴𝑀 and 𝜆. 

ASER curves to shift leftward, indicating improved performance. This is because the smaller 

constellations perform better under the same conditions. 

4.5 Summary 

 In this chapter, from our analysis shows that an increase in either 𝑄𝐴𝑀 constellation size 

or interference density, as well as a decrease in either blockage, 𝐻𝑃𝐵𝑊, fading severity parameter, 

or 𝑆𝐼𝑅, leads to an increased ASER. Using a stochastic geometry approach provides mathematical 

flexibility in the analysis of error performance in mmWave D2D networks. 

4.6 Acknowledgements: 

 The text of this chapter is, in part, a reprint of the paper, T. Y. Alkhamees and L. B. 

Milstein, " Error Analysis for Multicarrier Transmission of Device-to-Device in Millimeter-Wave 
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Chapter 5:                                                                            

Conclusion and Future Work 

In the first part of our investigation, the optimal disruption of the sensing link in a CRN 

was derived, with a given of power constraint on the adversary. The disruption strategy was 

established by maximizing the average number of missed detections. In particular, for CRNs where 

SUs implemented ED-ENP, and the strategy was equal-power, partial-band flipping. The analysis 

indicated that increasing the flipping power enabled the adversary to flip more bands, ultimately 

leading to contamination across all ENP bands.  

Future work in the first part includes extending the problem to formulate a joint attack 

between flipping and spoofing on CRNs. This involves addressing uncertainty about the state of 

the band for the adversary. In addition, future work will involve examining the performances of 

various fading channels.  

In the second part, we showed the optimal disruption of the sharing link in MC CR-NOMA, 

subject to a power constraint on the adversary. The strategy for optimal sensing link disruption 

was formulated by maximizing the average number of DoS bands. Specifically, for MC CR-

NOMA launching the pilot jamming attacks by the adversary, we derived and compared the 

optimal strategy against equal-power allocation approaches.  

Future work in the second part involves extending the problem of sharing disruption in a 

CR-NOMA, where the SU and PU locations are distributed randomly, with the assumption that 

the adversary is aware of users’ locations probabilistically. Also, combining a jamming attack for 
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both data and channel phases to minimize total throughput. Furthermore, providing a detection 

scheme and mitigation technique to counter this type of attack.  

In the final part, we derived the average error probability of mmWave communications 

within D2D networks, specifically in environments with dense interference. Our analysis included 

different orders of 𝑀 − 𝑄𝐴𝑀  modulation, blockage parameter, and severity parameters of 

Nakagami −𝑚  fading channels. This study shows the interaction between noise-limited and 

interference-limited scenarios.  

Future work involves extending the problem under high mobility with the possibility of 

beam misalignment errors in the desired link. In addition, future work can shift to analysis of the 

performance into a higher frequency band that is around the terahertz (THz) bands.  
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APPENDIX A: DERIVATIONS SUPPORTING OF CHAPTER 2 

A.1 Flipping Attacks Optimization  

 We can rewrite Equation (2.14) as 

min
௉భ,ಲ,…,௉ೆ,ಲ

   𝑓଴൫𝑃ଵ,஺, … , 𝑃௎,஺൯ = − ∑ Φ ቀ
௔൫௉ೖ,ಲାఘఙ೙

మ/ఈ൯

  (ଵାఊ)ఙ೙
మ/ఈ

+ 𝑏ቁ௎
௞ୀଵ                                              (A-1) 

𝑠. 𝑡    𝑓௞൫𝑃ଵ,஺, … , 𝑃௎,஺൯ = 𝑃௞,஺  ≥ 0,        ∀𝑘 ∈ {1, … , 𝑈},                        

                         ℎ൫𝑃ଵ,஺, … , 𝑃௎,஺൯ = ∑ 𝑓௞൫𝑃ଵ,஺, … , 𝑃௎,஺൯௎
௞ୀଵ − 𝑃஺ = 0            

The Lagrangian associated with (A-1), is given by 

𝐿൫ 𝑃ሬ⃗஺ , 𝜆 , 𝑣൯ = 𝑓଴൫𝑃ሬ⃗஺൯ − ∑ 𝜆௞𝑓௞൫𝑃ሬ⃗஺൯௎
௞ୀଵ + 𝑣൫∑ 𝑓௞൫𝑃ሬ⃗஺൯௎

௞ୀଵ − 𝑃஺൯                   (A-2) 

where 𝜆 = [𝜆ଵ  𝜆ଶ  …  𝜆௎] ∈ ℝ௎ and 𝑣 ∈ ℝ are the Lagrangian multipliers, and 𝑃ሬ⃗஺ =

ൣ𝑃ଵ,஺, … , 𝑃௎,஺൧ ∈ ℝ௎. Suppose 𝑃ሬ⃗஺
∗, 𝜆∗ሬሬሬ⃗  and 𝑣∗ are the optimal set of points. Then, the necessary 

KKT conditions are stated as follows [42]: 

∑  𝑓௞൫𝑃ሬ⃗஺
∗൯௎

௞ୀଵ − 𝑃஺ = 0, and 𝑃ሬ⃗஺
∗ ≽ 0                                              (A-3) 

𝜆௞
∗ ≥ 0, ∀𝑘 ∈ {1, … , 𝑈}                                                                  (A-4)                                                                                 

𝜆௞
∗ 𝑃௞,஺

∗ = 0,∀𝑘 ∈ {1, … , 𝑈}                                                            (A-5)              

ି௔

√ଶగ   ఙ೙
మ/ఈ(ଵାఊ)  

𝑒
ି

భ

మ
ቆ

ቀುೖ,ಲ
∗ శഐ഑೙

మ /ഀቁ ೌ

  (భశം)഑೙
మ /ഀ 

ା௕ቇ

మ

−  𝜆௞
∗ + 𝑣∗ = 0 ,∀𝑘 ∈ {1, … , 𝑈}      (A-6)                                         

To fulfil the complementary slackness condition (A-5), we have either the case where 𝑃௞,஺
∗ > 0 

and 𝜆௞
∗ = 0, for some value of 𝑘, and in this case, from (A-6) we have that, 

 𝑣∗ =
ି௔ ௘

ష
భ
మ

ቌ
ቀುೖ,ಲ

∗ శഐ഑೙
మ /ഀቁ ೌ

  (భశം)഑೙
మ /ഀ 

శ್ቍ

మ

√ଶగ   ఙ೙
మ/ఈ(ଵାఊ)  

                                                      (A-7) 
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 Let the set 𝜑୅ be defined as 𝜑୅ = ൛𝑘 | 𝜆௞
∗ = 0, 𝑃௞,஺

∗ > 0ൟ, and let the cardinality of 𝜑୅ to 

be 𝑢 (0 < 𝑢 ≤ 𝑈). From (A-7), we can see that, 𝑣∗ is the same for each 𝑘 ∈ 𝜑୅; thus 𝑃௞,஺
∗  need to 

be uniform distributed over all the flipping bands, that means 𝑃௞,஺
∗ = 𝑃஺/𝑢.  

 Another case where 𝑃௞,஺
∗ = 0, and 𝜆௞

∗ > 0. For those values of 𝑘 in this case, from (A-6), 

we can see that 𝜆௞
∗  is independent of 𝑘. Let the set 𝜑஛ ≜ ൛𝑘 | 𝜆௞

∗ > 0, 𝑃௞,஺
∗ = 0ൟ, by definition the 

cardinality of 𝜑஛ is 𝑈 − 𝑢. This means that 𝜆௞
∗  is the same ∀𝑘 ∈ 𝜑஛.  

 Clearly, in (A-1) objective function is a strict convex because the Hessian matrix is 

positive definite. Therefore, the KKT conditions became both necessary and sufficient [42]. To 

conclude, 𝑃௞,஺
∗  is equal to either 𝑃௞,஺

∗ = 𝑃஺/𝑢, for 𝑘 ∈ 𝜑୅, or  𝑃௞,஺
∗ = 0, for 𝑘 ∈ 𝜑஛. 

A.2 Analysis of 𝒖∗ : 

 From (2.17), it is difficult to obtain the solution of 𝑓ᇱ(𝑥∗) = 0, since it is a nonlinear 

expression. As a consequence, we will evaluate the 𝑓ᇱ(𝑥) at it is boundaries. Since 𝑥 ∈ (0, ∞), 

then, 

𝑓ᇱ(𝑥)|௫ୀ଴ = Φ(∞) − 𝑝ெ஽ − lim
௫⟶଴శ

௔ ௉ಲ

(ଵାఊ) ௫ఙ೙
మ/ఈ √ଶగ

 𝑒
ି

భ

మ
൬

ೌ൫ುಲశೣഐ഑೙
మ /ഀ൯

(భశം) ೣ ഑೙
మ /ഀ 

ା௕൰
మ

                        (A-8) 

We define 𝜀 ≜
௔ ௉ಲ 

(ଵାఊ)ఙ೙
మ/ఈ 

, and let 𝜂(𝑥) =
ఌ

௫ √ଶగ
 , 𝜃(𝑥) =  𝑒

భ

మ
ቀ

ഄ

ೣ 
ା

ೌ ഐ

(భశം) 
ା௕ቁ

మ

, then lim
௫⟶଴శ

ఎ(௫)

ఏ(௫)
=

ஶ

ஶ
, and 

thus, we can apply L’Hospital’s rule: 

lim
௫⟶଴శ

ఎᇲ(௫)

ఏᇲ(௫)
= lim

௫⟶଴శ

భ

√మഏ

௘
భ
మ

൬
ഄ
ೣ 

శ
ೌ ഐ 

(భశം) 
శ್൰

మ

ቀ
ഄ

ೣ 
ା

ೌ ഐ 

(భశം) 
ା௕ቁ

=

భ

√మഏ

ஶ
= 0                         (A-9) 

Substituting (A-9) into (A-8), we have  

𝑓ᇱ(𝑥)|௫ୀ଴ = 1 − Φ ቆ
௔

భ

ഐ
(ଵାఊ) 

+ 𝑏ቇ = 𝑄 ቆ
௔

భ

ഐ
(ଵାఊ)  

+ 𝑏ቇ                                          (A-10) 
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∵ Q(∙) is a monotonically decreasing function, thus 𝑄 ቆ
௔

భ

ഐ
(ଵାఊ)  

+ 𝑏ቇ > 0.  Additionally, 

lim
௫⟶ஶ

𝑓ᇱ(𝑥)  = Φ ቀ
௔ఘ

ଵାఊ 
+ 𝑏ቁ − Φ ቆ

௔
భ

ഐ
(ଵାఊ) 

+ 𝑏ቇ = 0                                    (A-11) 

Therefore, from (A-10) and (A-11), 𝑓ᇱ(𝑥) has a positive value at 𝑥 = 0 and approaches 0 as 𝑥 

goes to infinity. To examine 𝑓ᇱ(𝑥), as 𝑥 increases throughout the range of (0, ∞), we need to 

derive 𝑓ᇱᇱ(𝑥). The second derivative is given by 

𝑓ᇱᇱ(𝑥) =
డ

డ௫
൭Φ ቀ

௔ ௉ಲ

ఙ೙
మ/ఈ(ଵାఊ) ௫ 

+
௔ఘ

(ଵାఊ)  
+ 𝑏ቁ − 𝑝ெ஽ −

௔௉ಲ൫ఈ/ఙ೙
మ൯

(ଵାఊ) ௫ √ଶగ
𝑒

ି
భ

మ
൬

ೌ ುಲ
഑೙

మ /ഀ(భశം) ೣ 
ା

ೌഐ

(భశം)  
ା௕൰

మ

൱(A-12) 

Let 𝑦(𝑥) ≜ Φ ቀ
௔ ௉ಲ

ఙ೙
మ/ఈ(ଵାఊ) ௫ 

+
௔ఘ

(ଵାఊ)  
+ 𝑏ቁ − 𝑝ெ஽, and  𝑞(𝑥) ≜ −

௔ ௉ಲ൫ఈ/ఙ೙
మ൯

(ଵାఊ) ௫ √ଶగ
𝑒

ି
భ

మ
൬

ೌ൫ುಲశഐೣ഑೙
మ /ഀ൯

഑೙
మ /ഀ(భశം) ೣ 

ା௕൰
మ

. 

Then, we can express (A-12) as  

𝑓ᇱᇱ(𝑥) =
డ

డ௫
൫𝑦(𝑥) + 𝑞(𝑥)൯ = 𝑦ᇱ(𝑥) + 𝑞ᇱ(𝑥)                                          (A-13) 

From (2.17), we have that 𝑦ᇱ(𝑥) =
ଵ

√ଶగ
𝑒

ି
భ

మ
൬

ೌ൫ುಲశഐೣ഑೙
మ /ഀ൯

഑೙
మ /ഀ(భశം) ೣ 

ା௕൰
మ

ቀ
௔ ௉ಲ൫ఈ/ఙ೙

మ൯

(ଵାఊ) ௫మ 
ቁ, and thus 𝑞(𝑥)=𝑥 𝑦ᇱ(𝑥). 

The derivate of 𝑞(𝑥) is shown to be, 𝑞ᇱ(𝑥) =  𝑦ᇱ(𝑥) + 𝑥𝑦ᇱᇱ(𝑥). Therefore, after some algebraic 

manipulation, 𝑓”(𝑥) is expressed as,  

𝑓”(𝑥) =
(௔௉ಲ)మ

√ଶగ
𝑒

ି
భ

మ
൬

ೌ ುಲ
഑೙

మ /ഀ(భశം) ೣ 
ା

ೌഐ

(భశം)  
ା௕൰

మ

൬−
൫௔௉ಲା൫௔ఘ ఙ೙

మ/ఈା௕(ଵାఊ)ఙ೙
మ/ఈ൯௫൯

൫ఙ೙
మ/ఈ൯

య
(ଵାఊ)య ௫ర 

൰     (A-14) 

From (A-14) 𝑓”(𝑥) is dependent upon a linear function, that is, 𝑓଴(𝑥) ≜ 𝑎 𝑃஺ +

(𝑎𝜌 𝜎௡
ଶ/𝛼 + 𝑏(1 + 𝛾)𝜎௡

ଶ/𝛼) 𝑥,  since 𝛾 > 0 , 𝛼 > 0, 𝜎௡
ଶ > 0, 𝑏 > 0, 𝑎 > 0, 𝑃஺ > 0, 𝜌 > 0, and 

𝑒
ି

భ

మ
൬

ೌ ುಲ
഑೙

మ /ഀ(భశം) ೣ 
ା

ೌഐ

(భశം)  
ା௕൰

మ

> 0, then 𝑓଴(𝑥) is a first-order polynomial function, and thus, the slope 

of 𝑓଴(𝑥) is (𝜌 𝜎௡
ଶ/𝛼 + 𝑏(1 + 𝛾)𝜎௡

ଶ/𝛼) > 0, and 𝑓଴(𝑥)|௫ୀ଴ = 𝑎 𝑃஺ > 0. It is then straightforward 
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to say that 𝑓ᇱ(𝑥) > 0, for any 𝑥 ≥ 0. From the above analysis, we conclude that, 𝑓(𝑥) 

continuously increases as 𝑥 increase for 𝑥 ≥ 0.  
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APPENDIX B: DERIVATIONS SUPPORTING OF CHAPTER 3 

B.1 Average Probability of DoS: 

 In this subsection, we evaluated the average probability of the DoS at the SU. From 

(3.14), we obtain 

𝑃௞
തതത =  𝔼௒ೖ

ቄℙ஽௢ௌ
(௞)

ቅ                                                                  

= න 𝑃𝑟 ቄ𝑌௞ < 𝜃௉௎𝜂௞  ቚ 𝑌௞ = 𝑧௞ቅ 𝑓௒ೖ
(𝑧௞)

ஶ

଴

 𝑑𝑧௞ 

= ∫ 𝑃𝑟 ൜𝑌 <
ఏುೆఎೖ

ଵିఙ೛,ೖ
మ    ฬ 𝑌௞ = 𝑧௞ൠ 𝑓௒ೖ

(𝑧௞)
ஶ

଴
𝑑𝑧௞ ,                                  (B-1) 

where 𝑌 ∼ Exp(1), as หℎ෠௞,௣ห
ଶ

∼ Exp ൬
ଵ

ଵିఙ೛,ೖ
మ ൰. From (3.6) if we substitute 𝜎௣,௞

ଶ =

൫ఙೢ
మ

ಳೄା௉ೖ,ಲఉೖ,ಲ௭ೖ൯

ఉೖ,೛ା൫ఙೢ
మ

ಳೄା௉ೖ,ಲఉೖ,ಲ௭ೖ൯
, then the term 

ఎೖ

ቀଵିఙ೛,ೖ
మ ቁ

  can be simplified as follows: 

 ௭ೖ൫௉ೖ,ಲఘೖା௉ೖ,ಲఉೖ,೛൯ ᇩᇭᇭᇭᇭᇭᇭᇪᇭᇭᇭᇭᇭᇭᇫ
ಲభ

ାఉೖ,೛ఘೖାఙೢ
మ

ಳೄ
൫ఉೖ,೛ାఘೖ൯ᇩᇭᇭᇭᇭᇭᇭᇭᇪᇭᇭᇭᇭᇭᇭᇭᇫ

ಲమ

ఉೖ,೛
మ .                                (B-2) 

Now substitute (B-2) into (B-1), we have,  

𝑃௞
തതത = න 𝑃𝑟 ቊ 𝑌 <

𝜃௉௎

𝛽௞,௣
ଶ [𝑧௞𝐴ଵ + 𝐴ଶ] ቤ𝑌௞ = 𝑧௞ ቋ  𝑓௒ೖ

(𝑧௞)

ஶ

଴

𝑑𝑧௞  

  =  න ቎1 − 𝑒
ି൭

ఏುೆ

ఉೖ,೛
మ  [஺మା௭ೖ஺భ]൱

቏
1

𝛽௞,஺
 𝑒

ି
௭ೖ

ఉೖ,ಲ  𝑑𝑧௞    

ஶ

଴
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   = 1 −
𝑒

ି൭
ఏುೆ

ఉೖ,೛
మ  ஺మ൱

𝛽௞,஺
න 𝑒

ି௭ೖ൭
ఏುೆ஺భ

ఉೖ,೛
మ ା

ଵ
ఉೖ,ಲ

൱

  𝑑𝑧௞                   

ஶ

଴

 

   = 1 −
ఉೖ,೛

మ  

ఏುೆ௉ೖ,ಲ ఉೖ,ಲ ൣఉೖ,೛ାఘೖ൧ାఉೖ,೛
మ  𝑒

ିቆ
ഇುೆ ಲమ

ഁೖ,೛
మ ቇ

.                                      (B-3) 

B.2 Spectrum Sharing Disruption Attacks Optimization: 

 Let 𝑃ሬ⃗஺ ≜ ൣ𝑃ଵ,஺, … , 𝑃௎,஺൧ (i.e., the power in each of the 𝑈 bands), and define the objective  

function to be, 𝑓଴൫𝑃ሬ⃗஺൯ ≜ ∑
௘ష൫෥ೌೖ഑ೢ

మ
ಳೄశ ෩್ೖ൯

  ൫௔෤ೖ ఉೖ,ಲ ௙ೖ൫௉ሬ⃗ ಲ൯ାଵ൯

௎
௞ୀଵ − 1, where 𝑓௞൫𝑃ሬ⃗஺൯ ≜ 𝑃௞,஺. Finally, let the 

constraint to be, ℎ൫𝑃ሬ⃗஺൯ ≜ ∑ 𝑓௞൫𝑃ሬ⃗஺൯௎
௞ୀଵ − 𝑃஺. Then, we can rewrite the optimization problem of 

(3.17) as, 

min
௉భ,ಲ,…,௉ೆ,ಲ

   𝑓଴൫𝑃ሬ⃗஺൯,                                                                            (B-4) 

𝑠. 𝑡   − 𝑓௞൫𝑃ሬ⃗஺൯ ≤ 0,    ∀𝑘 ∈ {1, … , 𝑈}, 

   ℎ൫𝑃ሬ⃗஺൯ = ෍ 𝑃௞,஺ 

௎

௞ୀଵ

− 𝑃஺ = 0. 

The Lagrangian associated with (B-4) is given by 

𝐿൫𝑃ሬ⃗஺  , 𝜆 , 𝑣൯ = 𝑓଴൫𝑃ሬ⃗஺൯ − ∑ 𝜆௞ 𝑓௞൫𝑃ሬ⃗஺൯௎
௞ୀଵ + 𝑣 ℎ൫𝑃ሬ⃗஺൯,                      (B-5) 

where 𝜆 = [𝜆ଵ  𝜆ଶ  …  𝜆௎] ∈ ℝ௎and 𝑣 ∈ ℝ are Lagrangian multipliers. Let  𝑃ሬ⃗஺
∗,  𝜆∗ሬሬሬ⃗  and 𝑣∗be the 

optimal sets of points. The KKT conditions are as follows [42]. 

𝑃ሬ⃗஺
∗ ≽ 0   and   ∑ 𝑃௞,஺

∗௎
௞ୀଵ = 𝑃஺,                                              (B-6)                

𝜆௞
∗ ≥ 0,   ∀𝑘 ∈ {1, … , 𝑈},                                                     (B-7) 

 𝜆௞
∗ 𝑃௞,஺

∗ = 0,   ∀𝑘 ∈ {1, … , 𝑈},                                                 (B-8) 
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ି௔෤ೖ ఉೖ,ಲ ௘ష൫෥ೌೖ഑ೢ
మ

ಳೄశ ෩್ೖ൯ 

൫ ௔෤ೖ ఉೖ,ಲ ௉ೖ,ಲ 
∗ ାଵ൯

మ − 𝜆௞
∗ + 𝑣∗ = 0,∀𝑘 ∈ {1, … , 𝑈}.                                (B-9) 

From (B-9), we see that if 𝑣∗ −
൫௔෤ೖ ఉೖ,ಲ ൯ ௘ష൫෥ೌೖ഑ೢ

మ
ಳೄశ ෩್ೖ൯

൫ ௔෤ೖ ఉೖ,ಲ ௉ೖ,ಲ 
∗ ାଵ൯

మ  , then  𝜆௞
∗ = 0. Thus, relations (B-7) and 

(B-8) are as follows: 

𝑣∗ ≥
௔෤ೖ ఉೖ,ಲ  ௘ష൫഑ೢ

మ
ಳೄ ෥ೌೖశ෩್

ೖ ൯

൫௔෤ೖ ఉೖ,ಲ ௉ೖ,ಲ 
∗ ାଵ൯

మ ,                                                       (B-10) 

ቆ𝑣∗ −
௔෤ೖ ఉೖ,ಲ  ௘ష൫෥ೌೖ഑ೢ

మ
ಳೄశ ෩್ೖ൯

൫௔෤ೖ ఉೖ,ಲ ௉ೖ,ಲ 
∗ ାଵ൯

మ     ቇ 𝑃௞,஺
∗ = 0,                                        (B-11)                                   

where 𝑘 ∈ {1, … , 𝑈}. For some values of 𝑘, from (B-11), we can state that 𝑃௞,஺ 
∗  has a positive 

root if and only if 𝑣∗ < 𝑎෤௞ 𝛽௞,஺  𝑒ି൫௔෤ೖఙೢ
మ

ಳೄା ௕෨ೖ൯. This implies that when 𝑣∗ ≥

𝑎෤௞ 𝛽௞,஺  𝑒ି൫௔෤ೖఙೢ
మ

ಳೄା ௕෨ೖ൯, then 𝑃௞,஺ 
∗ = 0. Combining these arguments, we need to fulfill the 

complementary slackness condition of (B-9). Hence, we have: 

𝑃௞,஺
∗ = ൞

௘
ష

భ
మ

൫഑ೢ
మ

ಳೄ ෥ೌೖశ෩್
ೖ ൯

ඥ௔෤ೖ ఉೖ,ಲ௩∗  
−

ଵ

௔ೖ ఉೖ,ಲ
, 𝑖𝑓 

௩∗

௔෤ೖ ఉೖ,ಲ
< 𝑒ି൫௔෤ೖఙೢ

మ
ಳೄା ௕෨ೖ൯

0,                                          𝑖𝑓 
௩∗

௔෤ೖ ఉೖ,ಲ
≥ 𝑒ି൫௔෤ೖఙೢ

మ
ಳೄା ௕෨ೖ൯

.                             (B-12) 

The term 𝑣∗ is determined from (B-6), and is given by  ∑ max ቌ0, ቆ
௘

ష
భ
మ

൫഑ೢ
మ

ಳೄ ෥ೌೖశ෩್
ೖ ൯

ඥ௔෤ೖ ఉೖ,ಲ௩∗  
 −௎

௞ୀଵ

ଵ

௔෤ೖ ఉೖ,ಲ
ቇቍ = 𝑃஺. From (3.16), we can say that𝑒ି൫௔෤ೖఙೢ

మ
ಳೄା ௕෨ೖ൯ = 1 − ℙ஽௢ௌ

(௞)
(0), from which we can 

rewrite (B-12) as follows: 

𝑃௞,஺
∗ =

⎩
⎪
⎨

⎪
⎧

ඨ
ଵିℙವ೚ೄ 

(ೖ)
(଴)

௔෤ೖ ఉೖ,ಲ௩∗
  −

ଵ

௔෤ೖ ఉೖ,ಲ
, ℙ஽௢ௌ

(௞)
(0) < 1 −

௩∗

௔෤ೖ ఉೖ,ಲ

0,                                   ℙ஽௢ௌ
(௞)

(0) ≥ 1 −
௩∗

௔෤ೖ ఉೖ,ಲ

.                        (B-13) 
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