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Optical coherence tomography (OCT) is an emerging medical imaging technique that 

provides tissue cross-sectional images with micrometer resolution in near real-time using a 

nondestructive method. OCT holds great potential in endoscopic applications, such as airway 

monitoring, since the in situ and intra-operative monitoring of disease sites using a 

minimally imaging technique can lead to early diagnosis and treatments. In addition, such a 

minimally invasive imaging tool is capable of guiding biopsy and histology, reducing 

sampling error, and improving biopsy yield.  

One limitation of current endoscopic OCT is the limited capability to accurately assess 

the early changes in the tissue microarchitecture and functionality in airway disorders and 

injuries. This thesis focuses on demonstrating the advancement in the quantitative analysis 

methods and functional imaging techniques that will lead to the enhanced visualization of 

early tissue composition and functional changes, thus improving disease prognosis. Towards 

this goal, two key technological advancements have been made. First, digital quantitive 

analysis techniques were demonstrated based on two image segmentation algorithms: graph 
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theory and deep learning. Importantly, this work evaluated the accuracy of computer-aided 

analysis compared to a human reader and demonstrated the robustness of the automated 

segmentation algorithm. Second, we proposed and demonstrated three novel functional 

imaging techniques to quantify mechanical properties, sub-micron cellular movement, and 

birefringence in the airway; those were based on i) dynamic airway compliance 

measurement using a high-speed micromotor OCT probe, ii) spectrally-encoded Doppler 

measurement using a high-resolution OCT system, and iii) polarized light illumination and 

detection using  a fiber-based polarization-sensitive OCT system. 

To demonstrate and evaluate the utility of those technological advancements in a 

clinical setting, we performed ex vivo tissue imaging, postmortem animal imaging, in vivo 

animal studies of toxic agents, and in vivo imaging of a human upper airway. The findings 

demonstrated that automated tissue detection and segmentation combined with functional 

imaging can significantly improve the understanding of early airway pathology and function 

in disease progression.  

Finally, this research work also explored the new application of OCT in gynecology. 

Visual inspection and self-reported symptoms are currently used in clinical diagnosis to 

monitor the progression and treatment of menopausal patients. However, they lack the 

objectivity to accurately understand each patient’s condition. OCT has been shown to 

provide quantitative tissue information and has been widely adopted in the field of 

dermatology. With further progress, OCT can be a new powerful tool in the field of pelvic 

medicine.
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Chapter 1 – INTRODUCTION 

1.1 Overview 

Optical coherence tomography (OCT) is a developing medical imaging technique that 

has immense clinical potential as a mesoscopic imaging tool. It has a unique capability of 

being able to visualize tissue microstructure a few millimeters below the surface with 1 – 10 

um spatial resolution in real-time. To date, the dominant application of OCT is in 

ophthalmology as it allows noninvasive and noncontact imaging of the anterior eye as well 

as retinal layer structures [1, 2]. More recently, advances in OCT technology enable it to be 

applied to a wide range of medical fields such as cardiology, dermatology, gastroenterology, 

and otolaryngology. Airway injury and disorders are especially active areas of research due 

to the importance of basic physiological function. The clinical utility of the technology, 

however, highly depends on the relevance of the measurement results to early-stage tissue 

alteration as well as how well disease progression can be predicted. This thesis explores new 

techniques for endoscopic airway imaging that significantly enhance the quantitative 

analysis and functional imaging of conventional OCT imaging. Specifically, this work 

developed technology to enable quantitative analysis in airway inhalation injury and 

visualization of the cellular activity and sub-micron tissue structure. Animal studies and 

clinical tests were performed to assess the feasibility of the translation of this technology for 

clinical application.  
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1.2 Airway Injuries and Disorders 

1.2.1 Acute Airway Injuries 

Despite the recent advancements in therapeutics and counteragents, mortality and morbidity 

from inhalation injury remain high [3, 4]. Inhalation of toxins often affects multiple airway sites 

at different times, making diagnosis and prediction of injuries challenging: it often results in a 

combination of 1) thermal damage in the upper airway, 2) chemical injury that affects both the 

upper and lower respiratory tract, and 3) systematic effects from toxins, such as CO, CN, and 

cyanide [5]. Heated air from fires can cause thermal injury to the upper airway which leads to 

swelling and edema of the tongue, epiglottis, and aryepiglottic folds [6]. If significant thermal 

damage is suspected, continuous monitoring is required to assess the need for ventilation. 

Chemical irritants can affect the airway at different levels depending on their chemical 

characteristics and water solubility with smaller particles and less water-soluble gases generally 

affecting the lower respiratory tract. Inhalation of chemical irritants often results in mucosa 

damage, leading to ciliastasis, epithelium denudation, sloughing, airway obstruction, and 

pulmonary edema [7, 8]. The number of substances that can cause severe lung damage continues 

to expand in both occupational and domestic settings. Besides direct and immediate effects, in 

many cases, inhalation injury is accompanied by inflammatory responses that can prolong the 

ventilation period and increase the risk of acute respiratory distress syndrome. Therefore, accurate 

diagnosis and continuous monitoring of affected airway tissue are crucial. 

Methyl isocyanate (MIC) is an industrial byproduct. Accidental release of MIC in Bhopal, 

India, killed thousands of civilians which was considered one of the worst industrial disasters in 

history [9].  Inhalation of the gas causes airway edema and epithelium delamination, leading to 

substantial airway obstruction. The mechanism of MIC has been studied in mice [10] and rats [11], 
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but no effective rescue agents have been developed. Miao et al. first demonstrated that the degree 

of airway obstruction can be quantified in a rat exposed to MIC using a miniature OCT endoscope 

[12]. Combined with an automated segmentation technique based on graph theory, OCT provides 

capabilities for rapid assessment of airway structure, volume, site of maximum airway constriction, 

and aerodynamic characteristics.   

Sulfured mustard is a vesicant, or blistering, agent and can cause significant tissue damage, 

leading to obstruction and edema. Hammer-Wilson et al. first demonstrated the potential use of an 

optical endoscopic method in detecting tissue damage due to exposure to 2-chloro-ethyl-ethyl-

sulfide, known as half mustard, using a hamster cheek model [13]. OCT was able to detect 

morphological changes in the mucosa and muscular layer that were not visible on gross visual 

examination such as bronchoscopy. Kreuter et al. then reported the changes in the airway 

epithelium and mucosa in vivo in a ventilated rabbit exposed to half mustard [14]. The endoscopic 

OCT probe was placed at the distal portion of the trachea. The changes in the epithelium were 

apparent within a few minutes after exposure in OCT images, and signs of epithelium detachment 

and hemorrhage continued to develop over the next few hours. 

Smoke inhalation injury is the leading cause of death in fire victims. In modern burn care, 

diagnosis of inhalation injury has been a particularly challenging yet an important problem. 

Inhalation injury complicates the burn and increases mortality and morbidity for up to 20% of burn 

patients [15]. Numerous studies have used endoscopic OCT in combination with a flexible 

bronchoscope to assess early changes in the tissue histopathology and predict the outcome [16–

21]. Most of those studies focused on the quantification of mucosa and airway epithelial thickness 

after exposure to cold smoke. Brenner et al. reported that early tissue changes, such as hyperemia 
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and edema, observed during in vivo OCT imaging were lost during the histological preparation, 

indicating the importance of a non-invasive, intra-operative imaging technique [19]. 

1.3 Clinical Diagnosis of Airway 

Currently, the clinical diagnosis and monitoring of airway inhalation injury rely on subjective 

clinical exams and bronchoscopic findings. However, only the superficial tissue can be seen using 

a bronchoscope, and the measurements from clinical exams are subjective. Computerized 

tomographic (CT) scanning has recently been proposed for quantitative airway injury assessment 

[4]. Three-dimensional reconstruction of the airway from a chest CT can provide information on 

airway narrowing [5]. However, the CT scan does not provide enough spatial resolution to identify 

early tissue damage, such as hyperemia, sloughing, necrosis, and inflammation, and thus, CT 

cannot provide an accurate assessment of inhalation injury by itself [6]. In addition, repeated CT 

measurement exposes the patient to the risks of ionizing radiation. Magnetic resonance imaging 

(MRI) has many of the same capabilities as CT without the drawback of ionizing radiation. 

However, neither MRI or CT have the spatial resolution to resolve micron-scale airway tissue 

structure. In addition, their cost and the complexity of the screening make them unsuitable as large-

scale diagnostic platforms for airway injuries. Therefore, a medical imaging tool that can detect 

early signs of airway injuries as well as monitor the recovery process is required to improve patient 

outcomes. 

1.4 Optical Coherence Tomography 

OCT provides non-invasive and real-time visualization of biological tissue 1-3 mm beneath 

the surface with virtually histologic-level resolution. OCT has previously been used in 

ophthalmology, cardiology, and dermatology to improve patient outcomes. Recent advancements 



5 
 

in a high-speed swept-source laser allow volumetric scanning of tissue substructure in real-time 

during procedural settings [7]. Since the imaging part of OCT can be made with fiber optics, OCT 

can be made into a miniature rigid or flexible endoscopic probe to visualize internal organs that 

were previously hard to reach, similar to fiber optic bronchoscopy. Endoscopic OCT has started 

to be utilized in humans in clinical settings to visualize the respiratory tract [8–10] and 

gastrointestinal tract [11,12].   

1.5 Endoscopic Optical Coherence Tomography 

Several studies have used endoscopic OCT to study airway diseases and disorders [22–26]. 

Endoscopic OCT commonly employs fiber optic-based imaging techniques that can be combined 

with other imaging modalities, such as bronchoscopy, to examine internal organs. Tearny et al. 

reported the first application of an endoscopic OCT study in an in vivo rabbit trachea using a time-

domain (TD) OCT system [27]. With the advancement of the high-speed sweeping laser, the 

imaging speed and sensitivity of endoscopic OCT has improved in recent years.   

Endoscopic OCT has been used in numerous inhalation injury studies to assess tissue damage 

and predict outcome from toxic gas exposure [16, 19, 21, 28]. Epithelium and mucosa layer 

thickness are the main parameters that have been used to assess early tissue response to the inhaled 

substance. It was demonstrated that the mucosa thickness reflects the early changes in the tissue, 

and OCT has a capability to assess those subtle changes whereas traditional diagnosis requires 

longer observation time [16].  In addition to the mucosa thickness, OCT has been used to quantify 

airway volume [12]. The degree of airway obstruction and edema can be correlated with the airway 

volume. Furthermore, temporal changes in the airway volume can be utilized to estimate airway 

compliance which relates to the mechanical properties [29–31].  
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1.6 Statement of Work 

The aims of this thesis work were as follows:  1) to develop a modular imaging system and 

probe that can perform endoscopic OCT imaging in a small animal as well as a human subject; 2) 

to evaluate the capabilities of an automated segmentation algorithm for extracting airway wall 

tissue information as well as anatomical structure in inhalation injuries; 3) to develop an extension 

of the OCT technique called polarization-sensitive OCT to investigate birefringence 

characteristics; 4) to develop a reliable method to investigate the local mechanical properties in 

the airway; 5) to explore a functional imaging method based on OCT to visualize the ciliary motion 

in the airway.  

The written thesis is organized according to these aims. Chapter 2 presents the brief 

principle of OCT imaging and some of the design considerations for a clinical imaging system. In 

Chapter 3, I will discuss the two segmentation methods for the quantitative analysis of airway 

imaging data. Chapters 4 and 5 show how the endoscopic OCT technique combined with 

automated segmentation can evaluate severity and sites of the injuries using toxic inhalation 

models. Chapter 6 presents an integrated OCT and pressure transducer to compute airway 

compliance. Chapter 7 presents a new imaging method based on optical coherence microscopy 

(OCM) and a confocal microscope to detect ciliary beating motion. Chapter 8 introduces a simple 

method to convert conventional OCT into a polarization sensitive (PS) OCT imaging system to be 

able to detect birefringence. Chapter 9 shifts the focus to a new application of endoscopic OCT 

and discusses how OCT can be used in gynecology to guide laser therapy. Chapter 10 concludes 

the thesis by providing summary and future perspectives.  
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Chapter 2 – Optical Coherence Tomography Principles 

 

2.1 Overview 

This chapter discusses the basic principle of traditional time-domain OCT and modernized 

Fourier-domain OCT.  We will discuss mathematical theory as well as other key parameters in 

OCT such as spatial resolution, sensitivity, and imaging range. Finally, Doppler OCT will be 

discussed as a functional extension of OCT imaging.   

2.2 Introduction 

In some medical applications, such as ophthalmology and cardiology, OCT has become a 

powerful diagnostic tool to detect and monitor diseases. OCT imaging is analogous to ultrasound 

imaging; however, it uses light instead of sound to visualize tissue cross-sections. Due to the 

wavelength difference of light compared to sound, OCT can visualize tissue microstructure with 

1 – 10 um spatial resolution, about 2 – 3 magnitudes higher than clinical ultrasound. In addition, a 

typical OCT imaging system utilizes low power near-infrared light, which causes minimal damage 

to the biological tissue. OCT is generally categorized into two types based on the system setup: 

time-domain and frequency-domain. 

In time-domain (TD) OCT, the optical path length of the reference arm in an interferometer 

is mechanically varied to get signals at different depths of the sample. Therefore, the imaging range 

of TD-OCT is determined by the moving range of the reference arm. The main limitation of TD-

OCT is scanning speed. To achieve real-time imaging with TD-OCT, several groups adopted a 

rapid scanning optical delay line in the reference arm to scan across the sample. In this setup, the 

group delay was changed rapidly by moving a mirror mounted on a galvanometer, allowing 500 
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A-line scans per second with a 36 mm scanning distance [32]. However, there is a tradeoff between 

the scanning speed and sensitivity in TD-OCT so fast scanning will result in a lower signal-to-

noise ratio. 

With the development of Fourier Domain (FD) OCT, the speed and sensitivity of imaging 

have significantly improved. Since FD-OCT obtains depth information of the sample 

simultaneously through a wavelength-sweeping laser or a spectrometer and broad-band laser rather 

than mechanically scanning the reference arm, the imaging speed can be much faster than TD-

OCT. In addition, FD-OCT does not have to sacrifice axial resolution for speed. However, the 

main drawback of FD-OCT is the finite imaging range. Typically imaging the entire airway lumen 

requires a 25 mm imaging range. Jun et al. overcame the short imaging range by implementing a 

phase modulator and effectively doubled the imaging range [33]. More recently, Jing et al. applied 

a vertical cavity surface emitting laser (VCSEL)-based swept-source laser and achieved long-range 

OCT imaging with much higher sensitivity by taking advantage of its narrow instantaneous pulse 

width of the light source [25]. Super-high-speed endoscopic imaging using a Fourier domain mode 

lock laser has been demonstrated with an MHz scanning rate [34]. In addition to the speed, the 

axial resolution has been improved up to 1 um by using a broad bandwidth light source such as a 

supercontinuum [35, 36]. 

 Another major advancement in OCT is the development of Doppler OCT, a functional 

extension of traditional OCT imaging [37–39]. Doppler OCT utilizes the Doppler principle to 

quantify the velocity of a moving particle including blood flow.  In this chapter, I will discuss the 

mathematical principle of OCT and some of the technologies that contributed to the advancement 

of the resolution, sensitivity, speed, and imaging range.  
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2.3 Time Domain (TD) OCT 

The generic system setup for TD-OCT imaging is Michelson’s interferometer (Figure 2.1). 

The collimated beam from a low-coherence light source is divided into a sample and a reference 

arm with a 50/50 ratio. The portion of the light that enters the reference arm is incident upon a 

reference delay, often consisting of a retro-reflector, and redirected back to the beam splitter. The 

portion of the light that enters the sample arm is incident upon an optomechanical system that is 

designed to focus the collimated light into a targeted sample and repeatedly scan in one or two-

dimensions. The scanning of the beam is often controlled by a computer. Then, the back-reflected 

light from the sample is redirected to the beam splitter. Finally, the redirected light from both 

sample and reference arms is combined, and the constructive and deconstructive interference 

pattern will be formed in the photodetector. 

In TD-OCT, the light source is a broad-band continuous-wave light, the amount of 

reference delay is repetitively changed to scan across the depth, and the photodetector consists of 

a single-channel detector. The envelope of the fringe burst detected in the detector corresponds to 

the depth-resolved reflectivity of the targeted sample. The bandwidth of the light source 

determines the coherence length and affects the axial resolution of the image.  
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Figure 2.1 Schematic of TD-OCT system consists of a Michelson’s interferometer with a low coherence 

source. 

2.3.1 Theory of TD-OCT 

To understand the principle of low-coherence interferometry, we consider the interference 

signal created in a Michelson’s interferometer in Figure 2.1. The electric field of the illumination 

light from the source can be described as: 

 𝐸𝑖 = 𝑠(𝑘, 𝜔)𝑒
𝑖(𝑘𝑧−𝜔𝑡) (2.1) 

where 𝑠(𝑘, 𝜔) is the amplitude of the electric field as a function of wavenumber 𝑘 = 2𝜋/𝜆, and 

angular frequency 𝜔 = 2𝜋𝜐. In our case, angular frequency component can be ignored since 𝜐 

oscillates much faster than the response time of the detector. For simplicity, we will consider the 

sample consists of a single reflector. Now, the back-reflected light from the sample and reference 

can be described as: 
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𝐸𝑠 =

𝑠(𝑘, 𝜔)

√2
𝑟𝑠𝑒

𝑖(2𝑘𝑧𝑠−𝜔𝑡) 
(2.2) 

 
𝐸𝑟 =

𝑠(𝑘, 𝜔)

√2
𝑟𝑟𝑒

𝑖(2𝑘𝑧𝑟−𝜔𝑡) 
(2.3) 

where 𝑟𝑠 and 𝑟𝑟 are the sample and reference reflectivity, 𝑧𝑠 and 𝑧𝑟 are the optical path length of 

sample and reference arm. The factor of 2 in the exponential term accounts for the round-trip 

distance in each arm. In the detector, two electric fields from the sample and reference arms are 

combined, detected as an electric power, then converted into electric current: 

 𝐼𝐷(𝑘, 𝜔) =
𝜌

2
〈|𝐸𝑠 + 𝐸𝑟|

2〉 (2.4) 

 =
𝜌

2
〈(𝐸𝑠 + 𝐸𝑟)(𝐸𝑠 + 𝐸𝑟)

∗〉  

where 𝜌 is the responsivity of the photodetector, 〈 〉 represents the integration over the response 

time of the detector, * represents complex conjugate. Inserting equations (2.2) and (2.3) into (2.4) 

results in: 

 
𝐼𝐷(𝑘) =

𝜌

2
〈|
𝑠(𝑘, 𝜔)

√2
𝑟𝑠𝑒

𝑖(2𝑘𝑧𝑠) +
𝑠(𝑘, 𝜔)

√2
𝑟𝑟𝑒

𝑖(2𝑘𝑧𝑟)|
2

〉 
(2.5) 

Here, the angular frequency term is eliminated for simplicity as the angular frequency exceeds 

the integration time of the detector:  

 
𝐼𝐷(𝑘) =

𝜌

2
〈|
𝑠(𝑘, 𝜔)

√2
𝑟𝑠𝑒

𝑖(2𝑘𝑧𝑠) +
𝑠(𝑘, 𝜔)

√2
𝑟𝑟𝑒

𝑖(2𝑘𝑧𝑟)|
2

〉 
(2.6) 

Expanding equation (2.6) yields 

 𝐼𝐷(𝑘) =
𝜌

4
{𝑆(𝑘)(𝑅𝑠 + 𝑅𝑟) + 𝑆(𝐾) ∙ √𝑅𝑠𝑅𝑟(𝑒

𝑖2𝑘(𝑧𝑠−𝑧𝑟) + 𝑒−𝑖2𝑘(𝑧𝑠−𝑧𝑟))} 

           = 
𝜌

4
{𝑆(𝑘)(𝑅𝑠 + 𝑅𝑟) + 𝑆(𝐾) ∙ √𝑅𝑠𝑅𝑟(cos 2𝑘(𝑧𝑠 − 𝑧𝑟))} 

(2.7) 
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where 𝑆(𝑘) =  〈|𝑠(𝑘, 𝜔)|2〉 is the power spectrum of the laser source. 𝑅𝑠 = |𝑟𝑠|
2 and 𝑅𝑟 = |𝑟𝑟|

2 

are the power reflectivity of the sample and reference arms, respectively.  The detected signal is 

composed of the DC term proportional to the reflectivity from the sample and the reference and 

the cross-correlation term with the frequency depending on the optical path difference (OPD) of 

the two arms.  

In reality, the sample consists of depth-dependent multiple reflective surfaces. For simplicity, we 

assume the sample reflectivity as a series of delta functions scaled at a distinct reflective coefficient 

as follows: 

 

𝑟𝑠(𝑧) =  ∑𝑟𝑠𝑛 ∙ 𝛿(𝑧 − 𝑧𝑠𝑛)

𝑁

𝑖=1

 

(2.8) 

The detector current can be now described as 

 

𝐼𝐷(𝑘) =
𝜌

4
{𝑆(𝑘) ∙ (𝑅𝑟 +∑𝑅𝑠𝑛

𝑁

𝑛=1

) + 2𝑆(𝑘)

∙ ∑√𝑅𝑟 ∙ 𝑅𝑠𝑛(𝑐𝑜𝑠2𝑘(𝑧𝑟 − 𝑧𝑠𝑛))

𝑁

𝑛=1

+ 𝑆(𝑘)

∙ ∑ √𝑅𝑠𝑛 ∙ 𝑅𝑠𝑚(𝑐𝑜𝑠2𝑘(𝑧𝑠𝑛 − 𝑧𝑠𝑚))

𝑁

𝑛≠𝑚=1

} 

(2.9) 

Equation (2.9) comprises of three distinct components. The first DC term corresponds to the 

summation of the light reflected from the sample and reference, and this is independent of OPD. 

The second term is the cross-correlation term that contains the desired interferometric signal which 

encodes the information of the depth-dependent reflectivity of the sample. The square root 

dependence to the reference reflectivity also gives a logarithmic gain factor over the direct 

detection of the sample. Finally, the third term describes the auto-correlation term from the 

interference between the different sample planes. These third terms are typically considered non-
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desirable terms since they can interfere with the second term. However, a proper selection of the 

sample and the reference power can decrease the auto-correlation artifacts.  

 In TD-OCT, the wavenumber dependent detector current 𝐼𝐷(𝑘) is captured by a single 

detector, and the reference length 𝑧𝑟 is rapidly scanned to retrieve sample reflectivity √𝑅𝑠𝑛 . Here, 

the light source spectrum S(k) is assumed to be a Gaussian function and its Fourier transformation 

can be described as the Gaussian-shaped coherence function 

 
𝑆(𝑘) =  

1

∆𝑘√𝜋
𝑒
−[
(𝑘−𝑘0)
∆𝑘 ]

2
𝐹
↔ 𝛾(𝑧) =  𝑒−(𝑧)

2∆𝑘2 
(2.10) 

 

  The integration of equation (2.9) over wavenumber k gives 

 

𝐼𝐷(𝑧𝑟) =
𝜌

4
{𝑆0 ∙ (𝑅𝑟 +∑𝑅𝑠𝑛

𝑁

𝑛=1

) + 2𝑆0

∙ ∑√𝑅𝑟 ∙ 𝑅𝑠𝑛𝑒
−[(𝑧𝑟−𝑧𝑠𝑛)]

2∆𝑘2(𝑐𝑜𝑠2𝑘0(𝑧𝑟 − 𝑧𝑠𝑛))

𝑁

𝑛=1

} 

(2.11) 

where 𝑆0 = ∫𝑆(𝑘)𝑑𝑘  is the integrated power of the light source. Equation (2.11) can be 

understood as a convolution of the source spectrum across the reflectivity in the sample with the 

sinusoidal modulation frequency proportional to the center wavelength of the light source 𝑘0 and 

the OPD of the two arms.  

2.3.2 Axial resolution of TD-OCT 

In OCT systems that employ a low numerical aperture objective, axial resolution ∆𝑧 is 

independent of its lateral resolution. In the OCT imaging system, the axial point spread function 

(PSF) is determined by the coherence length (𝑙𝑐) of the light source and described as the equation 

below: 
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∆𝑧 = 𝑙𝑐 =

2ln (2)

𝜋

𝜆0
2

∆𝜆
 

(2.12) 

where Δ𝜆 is the spectral bandwidth and 𝜆0 is the center wavelength of the light source. 

Intuitively, coherence length can be understood as the OPD range where the interference occurs 

between the reference and sample arms. Eq. (2.12) shows that the axial resolution of an OCT 

imaging system can be improved by either using lower wavelength light or increasing the 

bandwidth. However, the bandwidth is often limited due to the physical material properties of the 

laser.  

2.3.3 Lateral resolution of TD-OCT 

Similar to the conventional microscope, the lateral resolution of an OCT imaging system 

depends on the numerical aperture (NA) of the objective lens and the beam spot size illuminated 

to the sample. Assuming Gaussian profile sample illumination, the lateral resolution (∆𝑥) of 

OCT can be described as 

 
∆𝑥 =  

2𝜆

𝜋

1

𝑁𝐴
=  
4𝜆

𝜋

𝑓

𝑑
 

(2.13) 

Here, 𝑓 is the focal length and 𝑑 is the entrance pupil diameter of the sample beam. It is evident 

that increasing the numerical aperture of the lens will produce a smaller beam spot size at the focus 

and result in smaller lateral resolution. However, there exists a trade-off relationship between the 

lateral resolution and the axial field-of-view (FOV), or depth of focus (DOF). The DOF of a 

Gaussian illumination beam from an objective lens is described as double of the Rayleigh length 

𝑧𝑅, which is the distance from the focal plane to the axial point where the cross-sectional area of 

the beam doubles: 

 
𝐷𝑂𝐹 = 2 ∙ 𝑧𝑅 =

𝜋Δ𝑥2

2𝜆
 

(2.14) 
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From Eq. (2.14), it is evident that increasing the NA of the objective lens will result in superior 

lateral resolution, but the axial range where the resolution is maintained will be reduced.  

2.3.4 Sensitivity of TD-OCT 

Sensitivity, or dynamic range, in an OCT imaging system is defined as the ratio of signal 

power generated from a perfect reflector over the noise power. The sensitivity analysis of TD-

OCT is well documented in optical coherence domain reflectometry (OCDR) or low-coherence 

interferometry (LCI) studies. Three primary noise sources in OCT systems are the shot noise 𝜎𝑆𝐻, 

the relative intensity noise 𝜎𝑅𝐼𝑁 of the light source, and the thermal noise 𝜎𝑇𝐻 of the photodetector: 

 𝜎𝑡𝑜𝑡𝑎𝑙
2 = 𝜎𝑆𝐻

2 + 𝜎𝑅𝐼𝑁
2 + 𝜎𝑇𝐻

2 (2.15) 

Here, the total noise 𝜎𝑡𝑜𝑡𝑎𝑙 is the square sum of all the noises since only the noise power is 

additive. It is important to note that noise has a zero mean and, therefore, can be described as its 

variance.  In most OCT systems, the shot noise dominates the other two noise sources and, thus, 

can be considered as a shot-noise-limited system. Assuming the light reflected from the sample 

arm is much weaker than the reference arm, the mean photodetector current is dominated by the 

reference power and the noise can be described as 

 𝜎𝑆𝐻
2 = 𝜌𝑒𝑃𝑇𝐷𝑂𝐶𝑇𝑅𝑟𝐵𝑇𝐷𝑂𝐶𝑇 (2.16) 

where 𝜌  is the responsivity of the photodetector, 𝑒  is the electron charge, 𝑃𝑇𝐷𝑂𝐶𝑇  is the 

instantaneous optical power, 𝐵𝑇𝐷𝑂𝐶𝑇 is the full-width-half-maximum (FWHM) power bandwidth 

of the photodetector, and 𝑅𝑟 is the light reflectivity of the reference arm.  

 The peak detector current from an ideal signal (𝐼𝑑) occurs when the OPD is zero and given 

as: 

 
〈𝐼𝑑〉𝑇𝐷

2 = 
𝜌2𝑃𝑇𝐷𝑂𝐶𝑇

2

2
[𝑅𝑟𝑅𝑠] 

(2.17) 
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Therefore, the signal-to-noise (SNR) ratio for TD-OCT is given by 

 
𝑆𝑁𝑅𝑇𝐷 = 

〈𝐼𝑑〉𝑇𝐷
2

𝜎𝑇𝐷
2 =

𝜌𝑃𝑇𝐷𝑂𝐶𝑇𝑅𝑠
2𝑒𝐵𝑇𝐷𝑂𝐶𝑇

 
(2.18) 

 In TD-OCT, depth scan is performed by the uniform-velocity mechanical movement in the 

reference arm which results in a Doppler frequency shift in the detected signal. The Doppler 

frequency shift (𝑓𝐷) and the FWHM power spectrum of the signal (∆𝑓) as a result of the uniform 

scan in the reference arm (𝜐) are given as 

 𝑓𝐷 = 2
𝑣

𝜆
 (2.19) 

 
∆𝑓 = ln(4)

4

𝜋

𝑣

𝑙𝑐
=
4√ln (2)

𝜋
𝜐∆𝑘 

(2.20) 

Where ∆𝑘   is the spectral bandwidth of the light source, and can be described by the center 

wavelength of the light source 𝜆0  and its wavelength bandwidth ∆𝜆 as ∆𝑘 =
𝜋

√ln (2)

∆𝜆

𝜆0
2.  

By the Nyquist theorem, the optimum bandwidth of the bandpass filter is  2∆𝑓: 

 
𝐵𝑇𝐷𝑂𝐶𝑇 =  2∆𝑓 =  

8√ln (2)

𝜋
𝜐∆𝑘 

(2.21) 

Therefore, it is evident that the SNR of the TD-OCT system is linked to the scanning speed as well 

as to the axial resolution. At a given imaging range and a given A-scan acquisition time, a wider 

detection bandwidth will decrease sensitivity whereas a narrower detection bandwidth will 

decrease the axial resolution. At a given detector bandwidth and a given A-scan acquisition time, 

increasing the maximum imaging range will be penalized by degradation of the axial resolution. 

Spatial resolution, scan speed, maximum imaging range, and dynamic range of TD-OCT should 

be designed and optimized based on the application.  
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2.3.5 Imaging range of TD-OCT 

The imaging range in OCT is defined as the total OPD length that the signal can be acquired 

whereas the penetration depth in OCT is a function of scattering properties and wavelength. In 

TD-OCT setups, the imaging range depends on the scanning distance of the reference arm and has 

no physical limits. Several approaches have been proposed to effectively scan the reference path. 

The piezoelectric transducers and linear translation stage are conventional depth scanning 

approaches in TD-OCT, but the scanning speed is generally limited in those approaches [40, 41]. 

Another scan approach in TD-OCT systems is called rapid scanning optical delay (RSOD). RSOD 

utilizes scanning galvanometers and a spinning mirror or spinning glass cube pairs to generate a 

high-speed axial scanning rate of up of 100-400 Hz [42, 43]. Although a higher scanning rate can 

be achieved, these methods can introduce delay-dependent nonuniformity and have limited scan 

range. Another related technique of RSOD utilizes a spatially diffractive grating paired with a 

galvanometer to generate an optical group delay by scanning the angle of a beam instead of 

employing mechanical translation [44, 45].  This approach has the advantage of generating a 

relatively long scanning range and a repetition rate of up to 2 kHz. However, the trade-off between 

the sensitivity and the scanning speed still poses fundamental limitations to TD-OCT systems.   

2.4 Fourier Domain (FD) OCT 

In TD-OCT systems, image acquisition speed is limited by the mechanical scanning speed 

of the reference arm. After 1995, to overcome the speed limitation and increase the sensitivity, 

Fourier domain or frequency domain OCT (FD-OCT) was demonstrated by Fercher et al. [46]. In 

FD-OCT, the reference arm is fixed at the position that corresponds to the position of the sample, 

and the spectral interference signal is used to reconstruct the depth profile of the backscattered 
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photons in the sample. Since FD-OCT does not have any mechanical moving components in the 

reference arm, the image acquisition speed can be 2–6 orders of magnitude faster than conventional 

TD-OCT systems [47].  Additionally, several studies have suggested 20 dB or a greater sensitivity 

advantage of the FD-OCT scheme over comparable TD-OCT schemes [48–50]. FD-OCT is 

subdivided into spectral domain (SD) systems and swept-source (SS) systems (Figure 2.2).  In 

SD-OCT systems, the light source is a broadband continuous wavelength light source, and the 

spectral interference pattern is detected in a spectrometer which consists of an array detector, such 

as a charge-couple device (CCD) or a complementary metal-oxide sensor (CMOS). In the SS-OCT 

system, the source is a narrow-band wavelength sweeping laser, and spectral interference as a 

function of time is detected by a single photoreceiver. In both systems, a depth-resolved reflectivity 

of the sample, or A-line, can be recovered using inverse Fourier transformation of the spectral 

interference. 

 

Figure 2.2 Schematic of (a) SD-OCT system and (b) SS-OCT system. 
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2.4.1 Theory of FD-OCT 

In FD-OCT, the wavelength-dependent signal 𝐼𝑑(𝑘) in Eq. (2.9) is captured in the detector. 

Then, the axial scattering profile is calculated using inverse Fourier transformation. Applying the 

Fourier transformation pair ℱ−1(cos(𝑘 ∙ 𝑧0)) =  
1

2
[(𝛿(𝑧 + 𝑧0) + 𝛿(𝑧 − 𝑧0))]  and ℱ−1(𝑋(𝑘) ∙

𝑌(𝑘)) =  𝑋(𝑧) ⊗ 𝑌(𝑧) into Eq. (2.9) gives 

 

𝐼𝑑(𝑧) =  
𝜌

8
[𝛾(𝑧) ∙ (𝑅𝑟 +∑𝑅𝑠𝑛

𝑁

𝑛=1

)]

+
𝜌

4
[𝛾(𝑧)⨂∑√𝑅𝑟 ∙ 𝑅𝑠𝑛(𝛿(𝑧 ± 2(𝑧𝑟 − 𝑧𝑠𝑛)))

𝑁

𝑛=1

]

+
𝜌

8
[𝛾(𝑧)⨂ ∑ √𝑅𝑠𝑛 ∙ 𝑅𝑠𝑚(𝛿(𝑧 ± 2(𝑧𝑠𝑛 − 𝑧𝑠𝑚)))

𝑁

𝑛≠𝑚=1

] 

(2.22) 

 

where  𝛾(𝑧) = ℱ−1(𝑆(𝑘)) is the inverse Fourier transform of the spectral power density, ⨂ is the 

convolution operator, and 𝛿  indicates the Dirac delta function. Eq. (2.22) consists of three 

subcomponents:  DC term, cross-correlation term, and auto-correlation term. The DC term appears 

as a high-intensity noise near the 0 OPD position. This term is dominated by the reference arm 

reflectivity, and therefore, it can be easily removed by recording the signal without the sample and 

subtracting the “background” signal. The auto-correlation term appears as image artifacts near the 

zero position as the reflections in the sample tend to be clustered together. Although the auto-

correlation artifacts are difficult to remove, the amplitude of this term typically is small compared 

to the DC and cross-correlation terms as the sample reflectivity is usually much smaller than the 

reference reflectivity. Hence, a proper selection of the reference power can minimize this term. 

Lastly, the cross-correlation term contains the desired OCT signal, the sample field reflectivity 
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profile √𝑅𝑠(𝑧). The signal profile from this term can be described as a series of delta functions 

positioned with respect to the pathlength difference with the reference arm mirror position and the 

amplitude scaled as a function of sample and reference reflectivity. Each sample reflective profile 

is broadened to a width of about the coherence length by coevolving the coherence function 𝛾(𝑧). 

This determines the PSF, or axial resolution, in the FD-OCT systems. Another consideration for 

the cross-correlation term is the presence of the mirror images. The mirror image artifact is the 

blurred version of √𝑅𝑠(𝑧) formed at the opposite side of the zero pathlength as indicated by 

𝛿(𝑧 ± 2(𝑧𝑟 − 𝑧𝑠𝑛)). This is called complex conjugate artifacts in FD-OCT and formed as a result 

of Fourier transformation. Since the recorded interferometric spectrum is real, the resulting inverse 

Fourier transform must be Hermitian symmetric and conjugate artifacts that will be formed at 

negative distances whose amplitudes are identical to their positive counterparts. This artifact can 

be minimized as long as the sample can be kept entirely to one side of the zero pathlength; 

however, it will effectively reduce the imaging range by half.  

2.4.2 Axial resolution of FD-OCT 

Similar to TD-OCT, the axial resolution of FD-OCT is determined by the coherence length 

of the light source. Eq. (2.22) shows the desired signal is a series of source coherence functions 

positioned at each scattering position. The inverse relationship of the coherence length with respect 

to the light source bandwidth indicates the increasing fidelity of estimating √𝑅𝑠(𝑧)  can be 

achieved by using a broad-band light source. Eq. (2.12) gives the axial resolution of the FD-OCT 

system.  



21 
 

2.4.3 Lateral resolution of FD-OCT 

Similar to TD-OCT, the lateral resolution of FD-OCT is decoupled from its axial resolution 

and solely determined by the imaging optics in the sample arm. Eq. (2.13) gives the lateral 

resolution of the FD-OCT system.  

2.4.4 Sensitivity of FD-OCT 

To understand the sensitivity analysis of FD-OCT, we must consider how both the spectral 

interference signal and noise are sampled and processed in the inverse Fourier transform processes. 

Under the assumption that the auto-correlation term is much weaker than the other terms, the 

sampled spectral interference signal can be expressed as 

 𝐼𝑑(𝑘𝑚) =
𝜌

2
𝑃𝐹𝐷[𝑘𝑚] [𝑅𝑟 + 𝑅𝑠 + 2√𝑅𝑟𝑅𝑠𝑐𝑜𝑠[2𝑘𝑚(𝑧𝑟 − 𝑧𝑠)]] 

(2.23) 

where 𝑃𝐹𝐷[𝑘𝑚] is the instantaneous power incident to the sample that corresponds to the spectral 

channel 𝑘𝑚.  The inverse Fourier transform of the sample spectral signal over all the M wavelength 

can be described as 

 

𝑖𝑑(𝑧𝑚) = ∑ 𝐼𝑑(𝑘𝑚)𝑒
𝑖𝑘𝑚𝑧𝑚/𝑀

𝑀

𝑚=1

 

(2.24) 

Now, assuming the case of 𝑧𝑚 = 0 and the spectral power of source is evenly distributed as a 

function of wavelength, Eq. (2.24) becomes 

 

𝑖𝑑(𝑧𝑚 = 0) =
𝜌

2
√𝑅𝑟𝑅𝑠 ∑ 𝑃𝐹𝐷[𝑘𝑚] =

𝑀

𝑚=1

𝜌

2
√𝑅𝑟𝑅𝑠 ∙ 𝑃𝐹𝐷[𝑘𝑚] ∙ 𝑀 

(2.25) 

The noise in FD-OCT is also sampled and processed through inverse Fourier transformation. The 

noise in each spectral channel can be considered as a zero-mean, uncorrelated, Gaussian white 

noise with a lower limit set by shot noise, assuming the proper selection of the reference power. 
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Therefore, the total noise variance over all the wavelength is given by the inverse Fourier 

summation  

 

𝜎𝐹𝐷
2 [𝑧𝑚] = ∑ 𝜎𝐹𝐷

2 [𝑘𝑚]

𝑀

𝑚=1

=  𝜌𝑒𝑃𝐹𝐷[𝑘𝑚]𝑅𝑟𝐵𝐹𝐷 ∙ 𝑀 

(2.26) 

Thus, the SNR of FD-OCT is given by 

 
𝑆𝑁𝑅𝐹𝐷 =

〈𝐼𝑑〉𝐹𝐷
2

𝜎𝐹𝐷
2 =

𝜌𝑃𝐹𝐷[𝑘𝑚]𝑅𝑠
4𝑒𝐵𝐹𝐷

∙ 𝑀 
(2.27) 

In the case of swept source-based FD-OCT systems, 𝑃𝐹𝐷[𝑘𝑚] =  𝑃𝑇𝐷 and 𝐵𝐹𝐷 = 𝐵𝑇𝐷. In the case 

of spectral domain systems, 𝑃𝐹𝐷[𝑘𝑚] =  𝑃𝑇𝐷/𝑀  and 𝐵𝐹𝐷 = 𝐵𝑇𝐷/𝑀 . Therefore, we can write 

expression for the SNR of both swept-source OCT and spectral domain OCT as 

 
𝑆𝑁𝑅𝐹𝐷 =

𝜌𝑃𝑇𝐷𝑅𝑠
4𝑒𝐵𝐹𝐷

∙ 𝑀 = 𝑆𝑁𝑅𝑇𝐷 ∙
𝑀

2
 

(2.28) 

Intuitively, the M/2 factor of SNR improvement in FD-OCT systems can be understood from the 

fact that both FD methods acquire information from all the depths all the time, leading to potential 

SNR improvement by a factor of M. The SNR decrease by a factor of 2 accounts for the fact that 

the FD-OCT method generates complex conjugates in the negative sample position. Considering 

the fact that the number of sampling channel M is at least 103 in most FD-OCT systems, we can 

expect at least a 20 – 30 dB SNR improvement compared to TD-OCT systems.  

2.4.5 Imaging range of FD-OCT 

While mathematically the inverse Fourier transform of the spectral interferogram gives the 

depth-dependent reflectivity profile in FD-OCT, some additional factors must be taken into 

consideration. In practical implementations of these devices, both the instrument that generates 

spectral interferogram data and the sampling device have real-world limitations that can place 

constraints on the imaging range of the FD-OCT system. Generally, there are three components 
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that can limit the imaging range of FD-OCT. First, as was described previously, the inverse Fourier 

transformation operation generates mirror images at the negative pathlength position due to the 

fact that the detected signal is real. Without any advanced computation techniques, this forces the 

imaging sample to be constrained on one side of the path length position which effectively reduces 

the imaging range by half.  

The second constraint arises from the fact that the spectral interferogram always has a 

limited spectral resolution, denoted by 𝛿𝑘. In SS-OCT, 𝛿𝑘 is limited by the instantaneous pulse 

width of the sweeping source laser while in SD-OCT,  𝛿𝑘 is limited by the spectral resolution of 

the spectrometer. Mathematically, the effect of finite spectral resolution can be modeled applying 

convolution of a Gaussian function with FWHM of 𝛿𝑘  to the spectral interferogram. As a result, 

the inverse Fourier transform of the spectral interferogram, or A-scan, is multiplied by a Gaussian-

shaped “roll-off” factor: 

 
𝐼𝑑(𝑘) ⊗ 𝑒−

4ln (2)𝑘2

𝛿𝑘
ℱ𝑇
↔ 𝐼𝑑(𝑧̃) ∙ 𝑒

−(𝑧̃)2
𝛿𝑘2

4ln (2) 
(2.29) 

Here, the variable 𝑧̃ = 2𝑧 is substituted for the depth-doubling factor in FD-OCT and represents 

the processed A-line data to be compared directly to the sample structure. This exponential 

sensitivity roll-off factor of FD-OCT can be understood as the decrease in the fringe visibility at 

higher frequency interference, which corresponds to the large sample depth. The depth that 

corresponds to 6 dB, or 50%, sensitivity roll-off 𝑧6𝑑𝐵 is given as: 

 
𝑧̃6𝑑𝐵 =

2ln (2)

𝛿𝑘
=
ln (2)

𝜋

𝜆0
2

𝛿𝜆
 

(2.30) 

where the wavelength term is recognizable as one-half of the coherence length. It is also evident 

that a narrow spectral resolution results in longer coherence length as well as 6 dB imaging range.  
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 The last constraint arises from the finite characteristic of the digital sampling. In SS-OCT, 

the sampling interval 𝛿𝑘 is limited by the acquisition speed of the digitizer while in SD-OCT, the 

sampling interval is limited by the physical size of the detector in the camera. Assuming the 

spectral interferogram is sampled into M spectral channels linearly spaced in k at the interval 𝛿𝑘, 

the sampled wavenumber range is described as Δ𝑘 = 𝑀 ∙ 𝛿𝑘 . In the z-domain, the sampling 

interval is 𝛿𝑧̃ = 2𝜋/(2Δ𝑘), where the factor of 2 arises from the rescaled depth parameter  𝑧̃. The 

maximum depth samples are thus given by the Nyquist sampling requirement as: 

 
𝑧𝑚𝑎𝑥 =

𝑀

2
∙ 𝛿𝑧̃ =

𝜋

2 ∙ ∆𝑘
 

(2.31) 

It is evident from Eq. (2.29) that a finer sampling interval in the spectral interferogram allows for 

a larger potential maximum imaging range. However, the actual maximum imaging range of FD-

OCT is a combination of all three factors.   

2.5 OCT Implementation 

2.5.1 Calibration  

In FD-OCT, the spectral interferogram signal is converted from a k-domain to a z-domain 

using inverse Fourier transformation. To get an accurate sample reflectivity profile, the spectral 

interferogram must be sampled uniformly in wavenumber, or k-space. However, the tuning of a 

swept-source in SS-OCT is not always linear in k-space, and the non-linear sampling in the 

wavenumber will give rise to poor PSF with increasing sample depth [51]. To avoid this problem, 

one approach is to sample the detector signal at a nonlinear interval so that the resulting output 

signal is produced uniformly. In SS-OCT, swept-source lasers with a “k-clock” output combined 

with a digitizer with an external clock input can perform nonuniform sampling [52]. The “k-clock” 

is no more than an external Mach-Zehnder interferometer (MZI) implemented inside the swept-
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source lasers to generate a dynamic calibration interference pattern. The external MZI generates a 

spectral interferogram with the frequency-dependent on the optical path length difference (∆𝑧) of 

the two optical paths: 

 𝐼𝑑[𝑘] ≈
𝜌

2
[𝑆(𝑘)(𝑐𝑜𝑠2𝑘(∆𝑧))] (2.32) 

Here, Eq. (2.32) can be considered as the detector signal of OCT when the two reflectors have the 

same reflectivity of 1, and the sample arm consists of a single reflector at a fixed position. It is 

evident that the resultant spectral interferogram is the source power spectrum modulated by a 

cosine function that oscillates as a function of wavenumber. The peaks, valleys, and zero-crossing 

points of Eq. (2.32) correspond to the equidistant spacing interval in k-space and can be used as a 

reference clock to sample the OCT interferogram linearly as a function of wavenumber. 

However, the nonuniform sampling may not be an option due to either the laser, digitizer, 

or the type of imaging approach. An alternative calibration approach is to apply a calibration vector 

to the detected signal during the post-process. The detector output with a uniform time interval is 

acquired first, and then, this data is resampled to a uniform interval in k-space using interpretation 

based on the calibration vector. The calibration vector can be acquired by first sampling an 

interferogram with a fixed single-reflectance sample and reference reflector. Then a Hilbert 

transformation is applied to extract analytical phase information in the interferogram: 

 𝜑[𝑡] ≈ 𝑝ℎ𝑎𝑠𝑒(𝐻(𝐼𝑑)(𝑡)) = 𝑐𝑜𝑠
−1[2(𝑘[𝑡])∆𝑧] (2.33) 

This phase function is unwrapped to obtain 𝜑′[𝑡] which describes the accumulative phase of the 

system as a function of discrete time. Inverting 𝜑′[𝑡] and resampling for a uniformly spaced 

discrete phase yields t[𝜑] which is the calibration vector of time points that corresponds to the 

equidistant discrete spacing of wavenumber k. Resampling using this calibration vector with 

interpolation, such as a nearest neighbor method or a spline-based approach, can be performed. In 
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the case of SD-OCT, the same concept can be applied but the signal is sampled as a function of 

lateral position in the spectrometer instead of time, and thus, 𝜑[𝑡] can be simply replaced with 

𝜑[𝑥]. Given sufficient stability of the system, the calibration vector approach can remain valid for 

at least a few months.  

2.5.2 Dispersion compensation 

The use of a broad bandwidth light source increases the axial resolution of the OCT system. 

However, increasing the bandwidth of the laser also increases the dispersion that can deteriorate 

the axial PSF [53]. If all the distances were assumed to be in free space, the effects of chromatic 

dispersion can be ignored. In reality, however, both reference and sample arms contain materials 

with various indices of refraction, such as glass, optical fibers, air, and biological tissue. In this 

case, the light propagating through each arm will have a different wavelength-dependent refractive 

index (n[k]), which alters the propagation speed of the individual wavenumber of light. The effect 

of chromatic dispersion is cumulative with respect to the propagation distance in the media. 

However, as is evident in Eq. (2.9), only the OPL difference between the sample and the reference 

arm is preserved in OCT. Therefore, the amount of chromatic dispersion depends on the path 

length mismatch between the two arms in OCT. Typically, the difference in the path length is due 

to the residual unmatched fiber or the biological tissue placed in the sample arm. With proper 

dispersion compensation, we can obtain optimum axial resolution and avoid the reduction in fringe 

visibility. One approach is to physically insert a dispersion compensation element into the optical 

path of the reference arm. If the index profile of the system and the precise OPL differences are 

known, such as in the case of ocular imaging, a dispersive material, like glass or water, can be 

added to compensate for the dispersion.  
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Alternatively, the dispersion can be numerically compensated for by applying 

wavenumber-dependent dispersion correction coefficients to the spectral interferogram signal. The 

phase shift, 𝜑(𝑘), from the dispersion present in a medium can be expanded as a Taylor series 

expansion around the center wavelength 𝑘0 = 2𝜋/𝜆0 as  

 
𝜑(𝑘) = 𝜑(𝑘0) +

𝜕𝜑(𝑘0)

𝜕𝑘
(𝑘 − 𝑘0) +

1

2!

𝜕2𝜑(𝑘0)

𝜕𝑘2
(𝑘 − 𝑘0)

2 +⋯ 
(2.34) 

The zeroth-order and the first-order terms correspond to the phase offset and the phase velocity 

which does not contribute to the broadening in the PSF. The second-order term represents the 

group velocity delay (GVD) in the light and contributes to the broadening in the coherence function 

which leads to reduced fringe visibility and broadened reflective signals. It is important to note 

that the majority of dispersive broadening in OCT signals arises from the GVD; however, higher-

order terms can also contribute to the decreased axial resolution. The dispersion broadening can 

be minimized by introducing the complex conjugate term, whose value is equal to third and higher-

order dispersion, since it will cancel out the dispersion present in the system. Similar to the 

wavenumber calibration vector method, the spectral interferogram is first acquired from a single 

reflector such as a mirror surface. Then, a Hilbert transformation is performed to extract the phase 

described in Eq. (2.33). A polynomial fitting is applied to the unwrapped phase with a degree 

typically greater than 3, and the resultant coefficients equate to the amplitude of dispersion from 

the GVD and higher-order terms. Finally, the coefficient can be substituted into Eq. (2.34) with 

the first and the second term omitted to calculate the amount of phase required to compensate for 

dispersion [54].  
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2.5.3 Full-range imaging by phase shifting 

In the previous section, it was established from Eq. (2.22) that the complex conjugate 

artifacts of FD-OCT effectively halves the imaging range due to the nature of Fourier transform 

operation. However, it is possible to separate the positive frequency component from the negative 

frequency conjugate artifact using techniques drawn from radio frequency signal processing [55]. 

Removing the mirror image will increase the imaging range of FD-OCT to cover the entire 

coherence length of the laser source. In the edge-emitting swept-source lasers, the coherence length 

is limited to typically 10 – 16 mm. By choosing an appropriate carrier frequency, one can separate 

the complex conjugate in positive and negative frequency terms. Mathematically, the introduction 

of the carrier frequency can be expressed by the additional phase modulation term 𝑒−𝑖∆𝑓𝑡 ). 

Typically, a phase modulator is introduced in the reference arm so the returning light from the 

reference can be expressed as:  

 
𝐸𝑟(𝑘) =  

𝑠(𝑘)

√2
𝑟𝑟𝑒

𝑖(2𝑘𝑧𝑟−2∆𝑓𝑡) 
(2.35) 

Here, the factor of 2 accounts for the double-pass of light through the phase modulator. Inserting 

Eq. (2.35) into Eq. (2.9) gives 

 

𝐼𝐷(𝑘) =
𝜌

4
{𝑆(𝑘) ∙ (𝑅𝑟 +∑𝑅𝑠𝑛

𝑁

𝑛=1

) + 2𝑆(𝑘)

∙ ∑√𝑅𝑟 ∙ 𝑅𝑠𝑛(cos [2𝑘(𝑧𝑟 − 𝑧𝑠𝑛) + 2∆𝑓𝑡])

𝑁

𝑛=1

+ 𝑆(𝑘) ∙ ∑ √𝑅𝑠𝑛 ∙ 𝑅𝑠𝑚(𝑐𝑜𝑠2𝑘(𝑧𝑠𝑛 − 𝑧𝑠𝑚))

𝑁

𝑛≠𝑚=1

} 

(2.36) 

It is evident from Eq. (2.36) that the DC and auto-correlation terms are not affected by the carrier 

frequency and, thus, can be separated from the spectral interferogram signal. The amount of phase 
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shift needed can be estimated as a distance shift in the z space as 𝑧0 = ∆𝑓/𝑚 . Assuming the linear 

spectral tuning of the laser as 𝑘 =  𝑘0 −𝑚𝑡, the cosinusoidal function of the cross-correlation term 

in Eq. (2.36) and its inverse Fourier transform can be expressed as: 

 
cos[2(𝑘(𝑧𝑟 − 𝑧𝑠𝑛) − ∆𝑓𝑡)] = cos[2(𝑘(𝑧𝑟 − 𝑧𝑠𝑛 − 𝑧0) +

∆𝑓𝑘0
𝑚
)] 

 

ℱ𝑇
→ 
1

2
[𝛿(𝑧 + ∆𝑧 + 𝑧0)𝑒

−
∆𝑓𝑘0
𝑚 + 𝛿(𝑧 − ∆𝑧 − 𝑧0)𝑒

−
∆𝑓𝑘0
𝑚 ] 

(2.37) 

Here, ∆𝑧 = 𝑧𝑟 − 𝑧𝑠𝑛 and m is the angular frequency of the laser source. Compared to the cross-

correlation term in Eq. (2.9), the negative and positive terms of the inverse Fourier transformation 

are separated by an additional 𝑧0. Therefore, the image can be constructed with only the positive 

or negative term by taking advantage of the entire coherence length of the laser.  

2.6 Doppler OCT 

 

Doppler OCT combines the Doppler principle with OCT to obtain high-resolution 

tomographic images of both static and moving constitutents in highly scattering tissues [38, 56]. 

When backscattering light from the moving particles interferes with the reference beam, a Doppler 

frequency shift ∆𝑓𝐷occurs in the resulting spectral interference signal. The amount of Doppler 

frequency shift is proportional to the velocity of the particle movement (v), the angle of the sample 

beam with respect to the direction of the particle movement (𝜃), and the center wavelength of the 

light source (𝜆0) [38, 56, 57]: 

 
Δ𝑓𝐷 =

2𝑣 ∙ cos (𝜃)

𝜆0
 

(2.38) 

The factor of 2 arises from the fact that the Doppler shift is affected when the light incident upon 

the target as well as the light are back reflected.  
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The first in vivo two-dimensional Doppler OCT measurements were reported in 1997 [58, 

59]. These early approaches utilized the spectrogram method based on either short-time Fourier 

transformation (STFFT) or wavelet transformation to determine the power spectrum of the 

measured fringe signal. Although spectrogram methods allow for simultaneous imaging of tissue 

structure and flow velocity, the velocity sensitivity is directly linked to both spatial resolution and 

imaging speed; increasing the velocity sensitivity will decrease spatial resolution and imaging 

speed. The minimum detectable Doppler frequency shift varies inversely with the STFFT window 

size which couples with the pixel acquisition time and frame rate. Moreover, spatial resolution is 

also proportional to the STFFT window size. This coupling between velocity sensitivity, spatial 

resolution, and imaging speed prevents the spectrogram method from achieving simultaneous high 

imaging speed, high resolution, and high-velocity measurement essential for measuring blood flow 

in small blood vessels where the flow velocity is low.   

Phase-resolved Doppler OCT was developed to overcome those limitations [56]. This 

approach utilizes the phase change between the sequential A-line scans for velocity image 

reconstruction. In the phase-resolved Doppler OCT method, spatial resolution and velocity 

sensitivity is decoupled and the imaging speed can be increased by more than two orders of 

magnitude. In addition, since the time interval between successive A-line scans is much longer 

than the pixel time in STFFT, a much higher velocity sensitivity can be achieved using this 

approach. Mathematically, the Doppler frequency shift is obtained by measuring the phase 

difference between sequential A-line scans. The phase information of the fringe signal can be 

determined from the complex analytical signal at the jth A-scan and depth of z as 𝐴𝑗,𝑧. Then the 

Doppler frequency shift can be expressed as: 
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Δ𝑓𝐷 =

1

2𝜋

∆𝜙

∆𝑇
=

1

2𝜋 ∙ ∆𝑇
[𝑡𝑎𝑛−1 (

𝐼𝑚(𝐴𝑗+1,𝑧)

𝑅𝑒(𝐴𝑗+1,𝑧)
) − 𝑡𝑎𝑛−1 (

𝐼𝑚(𝐴𝑗,𝑧)

𝑅𝑒(𝐴𝑗,𝑧)
)] 

(2.39) 

where ∆𝑇 is the time interval between jth A-scan and (j+1)th A-scan. In TD-OCT systems, the 

complex analytical signal 𝐴𝑗,𝑧  is determined through analytic continuation of the measured 

interference fringe function using a Hilbert transformation. In FD-OCT systems, the complex 

signal 𝐴𝑗,𝑧  is obtained directly though the Fourier transformation of the acquired spectral 

interferogram.  

Alternatively, the phase change can also be calculated by the cross-correlation of the 

sequential A-line scans as: 

 
Δ𝑓𝐷 =

1

2𝜋 ∙ ∆𝑇
[𝑡𝑎𝑛−1 (

𝑅𝑒(𝐴𝑗+1,𝑧𝐴𝑗,𝑧)

𝐼𝑚(𝐴𝑗+1,𝑧𝐴𝑗,𝑧)
)]

=
1

2𝜋 ∙ ∆𝑇
[𝑡𝑎𝑛−1 (

𝐼𝑚(𝐴𝑗+1,𝑧)𝑅𝑒(𝐴𝑗,𝑧) − 𝐼𝑚(𝐴𝑗+1,𝑧)𝑅𝑒(𝐴𝑗,𝑧)

𝑅𝑒(𝐴𝑗+1,𝑧)𝑅𝑒(𝐴𝑗,𝑧) + 𝐼𝑚(𝐴𝑗+1,𝑧)𝐼𝑚(𝐴𝑗,𝑧)
)] 

(2.40) 

Furthermore, it is demonstrated that averaging can be performed in both lateral and depth 

direction to further increase the SNR [60]: 

 
Δ𝑓𝐷̅̅ ̅̅ ̅ =

1

2𝜋 ∙ ∆𝑇
[𝑡𝑎𝑛−1 (

∑ ∑ 𝑅𝑒(𝐴𝑗+1,𝑧𝐴𝑗,𝑧)
𝑁
𝑧=1

𝑀
𝑗=1

∑ ∑ 𝐼𝑚(𝐴𝑗+1,𝑧𝐴𝑗,𝑧)
𝑁
𝑧=1

𝑀
𝑗=1

) 
(2.41) 

where M is the number of A-lines that are averaged and N is the number of depth points that are 

averaged. In practice, the choice of M and N depends on the application; a larger M and N will 

increase the SNR with increased computation time and decreased resolution.  

In addition to the Doppler shift, the variance of the Doppler frequency can also be used to 

map flow. Variations in flow velocity will broaden the Doppler frequency spectrum and result in 

a larger variance value (𝜎): 
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𝜎2 =

∫ (𝑓 − 𝑓)̅2𝑃(𝑓)𝑑𝑓
∞

−∞

∫ 𝑃(𝑓)
∞

−∞
𝑑𝑓

 
(2.42) 

where 𝑃(𝑓) is the Doppler power spectrum and 𝑓 ̅is the centroid value of the Doppler frequency 

shift. Using the autocorrelation theory, the variance can be expressed as: 

 
𝜎2 =

1

(2𝜋 ∙ ∆𝑇)2
[1 −

|∑ ∑ (𝐴𝑗+1,𝑧𝐴𝑗,𝑧
∗ )𝑁

𝑧=1
𝑀
𝑗=1 |

∑ ∑ (𝐴𝑗,𝑧𝐴𝑗,𝑧
∗ )𝑁

𝑧=1
𝑀
𝑗=1

] 
(2.43) 

Doppler variance approach has the benefit of being less sensitive to the pulsatile nature of blood 

flow and the incidence angle which allows for better discrimination of transverse flow velocity 

[61]. In addition, it has been shown that the dynamic range of the flow velocity measurement in 

the variance approach can be as much as 10 – 20 times more than the corresponding phase-resolved 

method based on the Doppler angle [62].  

Another related technique of the Doppler variance method is the intensity-based modified 

Doppler variance method [63]. In the phase-resolved Doppler variance in Eq. (2.43), the variance 

is acquired by the averaging of multiple correlation calculations in lateral and axial directions and 

is thus dependent on both the amplitude and phase terms of the complex OCT data. This Doppler 

variance obtained from Eq. (2.43) shows excellent results when the phase stability of the system 

is high. However, in a phase instable situation where there are phase jumping and jittering between 

A-lines, the acquired variance value will be affected greatly by the abrupt phase change. To 

overcome this limitation in a phase unstable situation, a modified averaging Doppler variance 

method removes the phase dependence and solely relies on the intensity values of the correlation 

data: 

 
𝜎2 =

1

(2𝜋 ∙ ∆𝑇)2
[1 −

∑ ∑ |𝐴𝑗+1,𝑧𝐴𝑗,𝑧
∗ |𝑁

𝑧=1
𝑀
𝑗=1

∑ ∑ (𝐴𝑗,𝑧𝐴𝑗,𝑧
∗ )𝑁

𝑧=1
𝑀
𝑗=1

] 
(2.44) 
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2.7 Summary 

In this chapter, the principles of TD-OCT systems and FD-OCT systems have been 

discussed. For each approach, the axial resolution, lateral resolution, signal sensitivity, and 

imaging range have been presented. Several important implementation techniques for OCT system 

designs have been reviewed. Lastly, various Doppler OCT algorithms for the detection of motion 

were presented.    
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Chapter 3 –Image Segmentation Techniques for Airway OCT 

3.1 Overview 

Image segmentation is the commonly used digital processing technique in the field of 

medical imaging to convert a large set of digital data into a simple and easy-to-interpret format. In 

the context of OCT, image segmentation has been used to separate different tissue layers, remove 

noises and enhance the image, create a 3D model, and acquire quantitative analysis results needed 

for clinical assessment. Although various image segmentation techniques have been reported and 

evaluated for retinal OCT imaging, segmentation of airway images still relies mostly on manual 

segmentation. Furthermore, very few algorithms have been tested on airway OCT images with 

inhalation injuries. In this chapter, we present several image segmentation and quantification 

techniques for assessing the severity of airway inhalation. The accuracy of each algorithm was 

evaluated against manual segmentation.  

3.2 Background and Motivation 

In computer vision, image segmentation refers to the process of partitioning a digital image 

(e.g., OCT) into multiple segments. The purpose of image segmentation is to simplify the 

information by converting it into an easy-to-interpret format. It can be used to reduce noises, 

enhance the image, and reduce the amount of data by removing excess information and leaving 

only the region-of-interest (ROI). While image segmentation is an essential step for computer-

aided diagnosis, the algorithms for segmentation are specific to imaging modality and application. 

In airway OCT application, accurate segmentation will help clinicians to conduct large-

scale early detection and monitoring of patients with airway injuries by providing quantitative 
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injury-related parameters, such as cross-sectional areas [12, 64], tissue layer thickness [65–67], 

and the amount of fluid accumulation [68].  Automated segmentation of OCT images, however, 

remains one of the most difficult steps in OCT image analysis. OCT images are typically 

contaminated with speckle noise since OCT forms an image using the interference of light [69]. 

Moreover, the intensity values of OCT decrease with imaging depth due to the absorption and 

scattering of light which makes it hard to resolve features in deep tissue. The illumination condition 

of the sample beam can impact the image quality as well since non-uniformity in the optical field 

or defocus during image acquisition can cause intensity inhomogeneity as well as broadening in 

the point spread function. In addition, endoscopic OCT imaging of an airway tissue poses its own 

challenges in terms of segmentation.  First, various imaging artifacts are present since endoscopic 

OCT images are acquired by helical scanning of a fiber-optic catheter inside a protective plastic 

tube [Figure 3.1 (a)]. Strong back-reflection from the sheath surface may saturate the detector and 

create a vertical line artifact in the unwrapped OCT image. The sheath surface can also be 

visualized as a double-wall structure in the OCT image. Internal reflection in the fiber optic 

interface sometimes create a horizontal artifact in the unwrapped OCT images. Second, the 

curvature and the sharpness of the tissue surface can change depending on the position of the 

endoscopic probe with respect to the tissue. Third, the signal coming from the sheath can 

sometimes be indistinguishable if the tissue contacts the sheath, further adding difficulties to 

separate tissue from other artifacts [Figure 3.1 (b)]. All these artifacts and imaging features make 

it difficult to apply a single universal segmentation algorithm.   



36 
 

 

Figure 3.1 Typical imaging artifacts present in airway OCT images. (a) Strong back-reflection of the 

incident beam can saturate the photodetector and create vertical back-reflection artifacts and ghost 

images. (b) Edge blurring can be induced when the tissue is in contact with the sheath surface making it 

difficult to distinguish them apart. Internal reflection of the optics interface in the imaging probe shows 

up as a vertical line artifact in the image. 

 

 Several automated segmentation and analysis algorithms have been proposed to assist data 

interpretation of airway OCT images, such as a clustering algorithm [66, 70], morphological 

operation and thresholding [71], and the shortest path [19]. However, those methods are not robust 

enough to handle speckle noise and quality degraded images. In addition, the airway wall thickness 

measurement from those intensity-based segmentation methods often depends on the signal 

attenuation in the OCT image. Li et al. have proposed a robust segmentation method based on a 

dynamic programming (DP) algorithm to delineate boundaries of airway regions [65]. The major 

strength of the dynamic programming algorithm is that it can preserve the continuity of the 

boundary which means it is less susceptible to noises and outliers. Compared to other graph-based 

edge detection algorithms, the DP method is an efficient graph solving method that has quadratic 

time complexity. The algorithm can further be extended to a 3D graph search of airway data [72]. 

Another promising segmentation approach for OCT is deep learning, or convolutional neural 
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network (CNN) to be more specific, which is a growing field in image processing and image 

recognition thanks to the recent technological breakthroughs in computational power. Deep 

learning has been applied to retinal OCT imaging to diagnose and segment features of diabetic 

retinopathy [73, 74], age-related macular degeneration [75, 76], and glaucoma [77, 78] with 

comparable or superior results. However, at the time of writing, to our best knowledge no deep 

learning segmentation algorithm on airway OCT images have been reported. In this study, we 

propose to apply DP segmentation and CNN segmentation on endoscopic OCT images for 

quantitative assessment of airway injuries.  

3.3 Methods 

3.3.1 Image acquisition and display in airway OCT 

To discuss the segmentation approaches for airway OCT images, we must first understand 

how the OCT images are acquired in the airway. In airway studies, most OCT imaging systems 

are based on a swept-source laser and catheter-type fiber optic-based imaging probe, as illustrated 

in Figure 3.2. Swept-source laser has the high imaging speed and long imaging range. Catheter-

type fiber optic-based imaging probe has flexibility to image complex airway structure and can be 

combined with a clinical bronchoscope. The catheter imaging probe is accompanied by either an 

external rotational unit, such as a fiber optic rotary joint or an internal rotational unit such as a 

micromotor, to perform a rotational scan of the targeted lumen (Figure 3.3). In addition, most 

imaging systems are equipped with a linear pullback motorized stage to perform a 3-dimensional 

scan in depth, radial, and longitudinal directions. As described in the previous section, earlier 

design of the long-range OCT system utilizes a phase modulator, such as an acousto-optic 

modulator, to extend the imaging range by eliminating complex conjugate artifacts [26].  
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Figure 3.2 Schematics of a typical system setup for airway OCT imaging based on a Mach-Zehnder 

interferometer. FC: fiber coupler, L: lens, PC: polarization controller, BPD: balanced photodetector, 

AOM: acousto-optic modulator. 

 

 

Figure 3.3 Two types of endoscopic OCT probes for airway imaging.  (a) In the external rotational 

scheme, probe scanning is driven by an external motor. (b) In a distal rotational probe, probe scanning is 

driven by the rotation of the integrated micro-motor. Gradient index (GRIN) lens focuses the OCT light 

from the optical fiber to the sample. 

 

Once the raw spectral interferogram data sets are acquired, they are converted to logarithm 

depth-resolved intensity values using the Fourier transformation described in section 2. Here, the 

number of A-scans needed to reconstruct a single airway cross-section image can be precisely 

determined from the laser scanning rate and the rotation speed of the imaging probe. All the airway 

cross-section images are initially displayed as a polar coordinate system where the vertical axis 

represents imaging depth and the horizontal axis represents angular component [Figure 3.4 (a)]. 
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Here, the structure of the porcine airway wall, including the mucosa, submucosa, and cartilage, 

can be identified. The polar OCT images can eventually be converted to a Cartesian coordinate 

using interpolation to get an accurate representation of the airway geometry [Fig. 3.4 (b)].  

Nonetheless, most segmentation algorithms use the polar image as data input since they can be 

considered as a layer segmentation problem, similar to the segmentation problem in retinal OCT.  

 

Figure 3.4 Same airway OCT image displayed in two coordinate systems.  (a) Polar coordinate and (b) 

Cartesian coordinate. 

 

3.3.2 Dynamic programming segmentation 

Dynamic Programming (DP), first introduced by Richard Bellman in the 1940s, is a 

widely-used image processing technique based on graph theory to solve minimization problems in 

a simple and effective way. In computer vision, the DP algorithm has found widespread 

applications from calculating the shortest path in computer gaming to detecting roads and other 

features in satellite images. In biomedical applications, the DP algorithm has been applied in the 

processing of medical imaging to delineate contours, lines, and boundaries of organs, bones, 

vessels, and cells. The DP algorithm has successfully been applied in some OCT applications, both 

in research and in the clinic, including delineating retinal layers [79–82] and the thickness 

measurement of cornea [83].  
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Generally, DP-based segmentation of airway OCT images can be separated into three parts: 

pre-processing, path searching using DP algorithm, and quantification. The pre-processing mainly 

comprises of denoising and binarization of the original intensity image to identify the prominent 

airway tissue region in the image. In the path searching step, tissue boundaries and edges are 

localized by solving a minimization problem using the DP algorithm. Finally, the segmented areas 

are converted to a quantitative value, such as thickness or a 3D representation, of the airway 

anatomical structure. In the following, we will detail each step of the airway segmentation.  

Pre-processing 

In most segmentation methods, a series of low-level operations are used on the input 

images to reduce background and other artifacts before performing the segmentation. This will 

improve the accuracy of the segmentation and can sometimes reduce the computational load. As 

mentioned in section 3.2, the OCT images are contaminated by multiple defects, including speckle 

noise, signal saturation artifacts, and ghost objects produced from internal interference of the 

optics. To reduce those imaging artifacts, a series of low-level operations can be applied: 

1) Speckle noise suppression - 2D median filter with an appropriate kernel size can reduce 

random noise while maintaining the edge features. 

2) Vertical line artifacts reduction - the mean intensity of each A-scan is subtracted from each 

pixel in the same line to suppress vertical line artifacts caused by the saturation in the 

detector [Figure 3.5 (b)]. 

3) Horizontal noise reduction – morphological dilation and erosion operation with a vertical 

structure element is applied to the image to reduce the thin horizontal noise such as sheath 

artifacts. This operation can also be performed after creating a binary image in the next 

step.  
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4) Thresholding and area filtering – position and shape of airway structure in the image can 

be somewhat extracted by applying thresholding using a user-defined threshold value 

[Figure 3.5 (c)]. Once the binary image is created, any connected region with the pixel 

number smaller than a certain value is removed. This will only leave the regions that could 

potentially be considered as the airway structure and remove any small artifacts.  Then, 

dilation and bridging operation are applied to connect some of the airway features that may 

be separated due to the low image contrast [Figure 3.5 (d)]. At this point, the region with 

the largest area can be considered as the area of the image that contains airway structure, 

and thus, all the other pixels are removed from the input OCT images to obtain a cleaner 

noise-reduced image.  

 

Figure 3.5 Pre-processing for DP segmentation (a) Raw OCT data after (b) A-line normalization and 

median filter, (c) binary thresholding, and (d) area filtering. 
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Shortest path searching based on dynamic programming 

 Finding edge features in an image can be considered as solving energy minimization tasks 

in graph theory. Graph is defined as a structure that contains nodes connected by edges. A path in 

a graph is a connection of several nodes via edges, which can be associated with a specific weight, 

known as cost. The solution to the energy minimization problem is known as the shortest path, 

which is a path with the lowest cost in a graph. Dynamic programming has proven to be an efficient 

method to solve this “shortest path problem” since it sequentially solves the original problem by 

splitting it into simpler subproblems. Here, the principle of the shortest path problem by DP 

algorithm is reviewed briefly using the single-source shortest path problem as an example (Figure 

3.6). 

 

Figure 3.6 Single-source shortest path problem with possible path (x1,x2,….xn) from node s to node e. 

The DP algorithm sequentially evaluates the shortest paths starting at node s and at each 

state i = 1 …n until the last node t. Due to this sequential nature of the algorithm, it can only find 

the shortest paths from one side of the graph to the other side, known as a directed acyclic graph 

(DAG), which prevents looping. In a discrete energy minimization problem like this, the 
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cumulative energy can be considered as the summation of energy based on observations in the 

underlying data and prior energy: 

 𝐸𝑡𝑜𝑡𝑎𝑙 = 𝐸𝑑𝑎𝑡𝑎 + 𝐸𝑝𝑟𝑖𝑜𝑟 (3.1) 

Let 𝑥𝑖 | i=1,2,….n be an arbitrary path of n element in the graph in Figure 3.6, the combination of 

optimal path is obtained by minimizing E. Furthermore, the energy at any given state can be 

estimated from the sum of the proceeding energy and the current cost as: 

 𝐸( 𝑥1, 𝑥2, … 𝑥𝑖) = 𝐸( 𝑥1, 𝑥2, … 𝑥𝑖−1) + 𝑐(𝑥𝑖) + 𝑑(𝑥𝑖−1, 𝑥𝑖) (3.2) 

Here, 𝑐(𝑥𝑖) is the cost of the path passing through 𝑥𝑖 , and  𝑑(𝑥𝑖−1, 𝑥𝑖) is the cost of the partial path 

between 𝑥𝑖−1 𝑎𝑛𝑑 𝑥𝑖. For example, 𝑐(𝑥𝑖) can be a feature in the image, such as pixel intensity 

value, and 𝑑(𝑥𝑖−1, 𝑥𝑖) is a geometrical cost where specific neighborhoods can be penalized in 

terms of their position (e.g., the connectivity of the neighboring pixels and the boundary 

conditions). Now, energy minimization by the DP algorithm can be performed with the following 

recursive formula: 

 𝐶1(𝑥1) = 𝑐(𝑥1) (3.3) 

 𝐶𝑖(𝑥𝑖) = 𝑐(𝑥𝑖) + min
𝑥𝑖−1
(𝐶𝑖−1(𝑥𝑖−1) + 𝑑(𝑥𝑖−1, 𝑥𝑖)) (3.4) 

where 𝐶𝑖  is cumulative cost of the shortest path from 𝑥𝑖  back to the beginning of the graph. 

Therefore, by evaluating the minimum of the cumulative cost at last column 𝐶𝑛, one can find the 

starting point of the global shortest path 𝑥𝑛
∗  that minimizes the energy. From 𝑥𝑛

∗  , one can trace 

back the global shortest path through the entire graph from state n back to state 1 by following: 

 𝑥1 = argmin
𝑥1 
(𝐶1 (𝑥1 ) + d(𝑥1, 𝑥𝑖+1

∗  ) ) (3.5) 

The OCT image can be regarded as an 𝑚 ×  𝑛 image matrix and thus can be seen as a 

graph, where the neighboring pixels are connected. Therefore, Figure 3.6 can be simplified to 

having each node connected to three predecessors. The number of possible starting points is equal 
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to the number of rows of the image matrix. The tissue edge in the segmentation can be obtained as 

a result of finding the shortest path traversing the image from left to right, where it passes each 

column of the image exactly once. The graph construction step, where the DP algorithm solves the 

shortest path problem in the 𝑚 ×  𝑛 image matrix, is described as follows: 

 

Here, k is determined by the number of possible connections from pixel-node 𝑥𝑖,𝑗  to its 

neighboring pixel-nodes in the previous column 𝑥𝑖−1 : three connected neighbors (𝑘 =  𝑗 −

1, 𝑗, 𝑗 + 1) in our case. The recursive graph construction formula in Eq. (3.3) and Eq. (3.4) can also 

be described as   

 𝐶1(𝑥1,𝑗) = 0        , where 𝑗 = 1,2, …𝑚 (3.6) 

 

𝐶𝑖(𝑥𝑖,𝑗) = 𝑚𝑖𝑛 [

𝛼 ∙ 𝐸(𝑥𝑖−1,𝑗+1, 𝑥𝑖,𝑗) + 𝐶(𝑥𝑖−1,𝑗+1)

𝐸(𝑥𝑖−1,𝑗 , 𝑥𝑖,𝑗) +  𝐶(𝑥𝑖−1,𝑗)

𝛼 ∙ 𝐸(𝑥𝑖−1,𝑗−1, 𝑥𝑖,𝑗) +  𝐶(𝑥𝑖−1,𝑗−1)

] = 𝑚𝑖𝑛 [

𝐶𝑜𝑠𝑡1
 𝐶𝑜𝑠𝑡2
𝐶𝑜𝑠𝑡3

] 

(3.7) 

where 𝛼 is a weight factor and 𝐶𝑜𝑠𝑡1, 𝐶𝑜𝑠𝑡2, 𝐶𝑜𝑠𝑡3 are the cumulative costs of picking the three 

possible neighboring paths. 𝐸 is energy of partial path from 𝑥𝑖−1 to 𝑥𝑖 and defined as  

 𝐸(𝐼(𝑥𝑖,𝑗), 𝐼(𝑥𝑖2,𝑗2)) = 2 ∙ max(𝐼) − 𝐼(𝑥𝑖,𝑗) − 𝐼(𝑥𝑖2,𝑗2) (3.8) 
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where I(𝑥𝑖,𝑗) is the pixel intensity at the pixel-node position 𝑥𝑖,𝑗. The inverse operation is needed 

in terms of the energy minimization problem. This energy minimization function is based on the 

fact that the edge features in the OCT image are likely to have multiple connected pixels with 

similarly high-intensity pixel values. Intuitively, calculating the cost function at each node can be 

considered as measuring similarity against the three neighbor pixels on the left.  

Graph construction is followed by recursive path searching. While getting the cost for each 

path, another parameter is recorded simultaneously to log the possible solutions for getting the 

shortest path: 

 

𝑃𝑎𝑡ℎ(𝐼𝑖,𝑗) = {

𝑗 + 1, 𝑖𝑓 𝐶 = 𝐶𝑜𝑠𝑡1
𝑗, 𝑖𝑓 𝐶 = 𝐶𝑜𝑠𝑡2

𝑗 − 1, 𝑖𝑓 𝐶 = 𝐶𝑜𝑠𝑡3
 

(3.9) 

The path value in each node indicates the solution to the local shortest path problem. Similar to 

the single-source shortest path problem, the starting point of the global shortest path is the pixel-

node with the minimum cumulative cost in the last column 𝑥𝑛. Then, the global shortest path can 

be traced back to the first column by simply retrieving the local shortest path information recorded 

by the 𝑃𝑎𝑡ℎ(𝐼𝑖,𝑗) function recursively (Figure 3.7).  

 

Figure 3.7 Dynamic Programming principle. Costs are estimated from the intensity of neighboring 

pixels. Path with minimum costs is back propagated. 
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In order to maintain the closeness of the counter when converting to the Cartesian 

coordinate, the shortest path has to meet at the same position or within the neighborhood at both 

ends. To apply this constraint, we applied the image patching algorithm to the input image where 

the image size is extended by copying a patch. For example, a specified number of columns on the 

left is patched to the right side of the image and vice versa. It is important to note that the image 

patching algorithm attracts a circular contour but does not guarantee closeness.  

In our case, the input image of the DP shortest path problem is the gradient magnitude of 

the original intensity image in order to emphasize the edges:  

 𝐼𝑖,𝑗 = −||∇𝑓(𝑥𝑖,𝑗)|| (4.0) 

Quantification of airway parameters 

Image segmentation can help quantify various airway parameters from the raw OCT data, 

including the lumen cross-sectional area [12, 64], tissue layer thickness [65–67], amount of fluid 

accumulation [68], and reconstruction of a three-dimensional anatomical structure [25, 84]. Here, 

we will discuss the DP-based quantification steps for two airway parameters most relevant to 

airway inhalation injuries:  tissue layer thickness and cross-sectional areas.  

The estimation of the cross-sectional area and volume follows these steps. Once the surface 

of the tissue lumen is identified using the DP shortest path search in each polar OCT image, binary 

images are created to highlight the intraluminal space. The back-and-white (BW) images of the 

lumen are then converted to the Cartesian coordinate using interpolation to represent the actual 

airway structure. Finally, the BW image stack is interpolated based on the correct inter-frame 

distance to display a three-dimensional airway model.  

Segmentation and quantification of the tissue layer start with identifying the tissue lumen 

surface as well. However, the DP-based path searching is performed repeatedly to find multiple 
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surfaces (Figure 3.8). To reduce the computational load and limit the search area, we adopted the 

flattening method after the initial search to identify the lumen. We simply flattened the image 

according to the segmented lumen boundaries which reduces the curvature in the tissue features as 

well as shifts all the relevant tissue information to one side of the image. Then, a specific number 

of rows below the lumen boundaries are cropped out to limit the range of searching for other 

boundaries, including the mucosa and submucosa surface. After flattening, the tissue boundaries 

of the mucosa and submucosa are searched separately using the slope-constraint graph search 

method where the weight factor in Eq. (3.7) is set to less than 1. Since the flattening method does 

not require interpolation, segmentation accuracy can be maintained. Finally, once all the tissue 

boundaries are delineated, the thickness of the tissue is calculated by simply counting the number 

of pixels between each layer in the vertical direction. Alternatively, the area between each layer 

can be used to indicate the tissue thickness.  

 

 
Figure 3.8 Multi-layer tissue segmentation. (a) Flattened image based on the lumen surface detection, (b) 

gradient image, (c) gradient amplitude, and (d) DP segmentation of lumen (yellow), mucosa-submucosa 

(purple), and submucosa-cartilage (blue) boundaries. 
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3.3.3 Deep learning segmentation 

Constructing the convolutional neural network 

Convolutional neural network (CNN) is the most widely used deep learning architecture in 

image segmentation. CNN takes in an image as input and has a three-dimensional arrangement of 

neurons that connect with the small region of preceding layers as shown in Figure 3.9 (a). CNN 

is typically comprised of a combination of convolutional layers and non-linear activation layers, 

such as rectified linear unit (ReLu) function, pooling layers, and fully-connected layers. The 

convolution layer applies a convolution filter to the input matrix to obtain volumes of feature maps 

containing features extracted from each filter. The non-linear activation layer applies a non-linear 

function such as  𝑦 =  𝑚𝑎𝑥(0, 𝑥) to the input values to increase non-linearity and improve the 

training speed. The pooling layer down-samples the input matrix to reduce the spatial 

dimensionality which will reduce the computational cost and prevent overfitting. A fully connected 

layer is the layer where all the inputs are connected to every activation unit of the next layer and 

are typically used in the last layer of CNN to form the final output. CNN is commonly used in a 

classification problem.  In order to use CNN for semantic segmentation, one can divide an input 

image into smaller patches by utilizing a sliding window and classify the center pixel of the patch 

before sliding the window forward [85]. However, such an approach is inefficient as the 

overlapping features of the sliding window are not re-used. To overcome this limitation, a fully-

convolutional network (FCN) was proposed in which the final fully connected layers were replaced 

with a series of transposed convolutional layers as shown in Figure 3.9 (b). The transposed 

convolutional layers, also known as the decoder, applied up-sampling to the low-dimensional 

feature maps to recover the original spatial dimension while simultaneously performing semantic 

segmentation. U-Net, which is the FCN developed for biomedical imaging applications, is one of 
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the most commonly used neural network architecture for OCT segmentation [86]. The most 

distinctive feature of U-net is the skip connections between the contraction layers and the 

expansion layers which are used to share localization information by directing concatenation on 

some of the contraction layers to the expansion layers of the same size. Compared to the simple 

FCN, U-net can maintain the sharp edges in the segmented image since the skip connections 

preserve the spatial information of the input image.  

 

Figure 3.9 Example of neural network for image classification and segmentation. (a) Convolution 

neural network, typically comprised of a combination of convolution layers, non-linear activation 

layers, pooling layers, and fully connected layers. (b) Fully convolutional neural network comprised of 

a combination of convolutional layers. non-linear activation layers, pooling layers, and transposed 

convolutional layers.  

 

 

Implementing the convolutional neural network 

To implement CNN for the image segmentation problem, the neural network can be trained 

using, typically, a large labeled data set. However, it can be time-intensive to build and train the 
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network from scratch. Alternatively, one can use a deep learning approach called transfer learning 

where the network incorporates an existing pre-trained network such as AlexNet. The typical 

process of transfer learning is to remove the last layer of the pre-trained network and replace it 

with task-specific layer(s). This allows the network to utilize the low-level features learned from 

millions of images to extract task-specific features in the last layer in order to perform the 

classification /segmentation of new images. The main advantage of using transfer learning is the 

reduced computational cost for the training since only a small number of weights have to be 

optimized. Another typical challenge with the convolutional neural network in biomedical imaging 

is that gathering a large number of labeled data in medical imaging can sometimes be impractical. 

Since the performance of the neural network is dependent on having sufficient training data, it can 

lead to underfitting or overfitting. To overcome this, data argumentation techniques can be used 

to increase the training data sets in the absence of real data. Data argumentation creates additional 

data sets from the available existing data by applying class preserving transformation including, 

but not limited to, the following operations [87]: 

1) Transformation – shift the image in the horizontal or the vertical direction while 

preserving the image size. 

2) Rotation – rotate the image in the clock or counter-clock direction. 

3) Mirroring – horizontal or vertical flip by reversing the pixel position in columns or 

rows. 

4) Scaling – zoom in or out of the image by interpolation. In the case of scaling down, 

boundary pixels are added to maintain the same image size. 

5) Contrast adjustment – adjusting the histogram to train the network to account for the 

intensity variation in the test images. 
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6) Image stretching – scaling the image differently in one direction compared to the other. 

7) Shearing – stretching the image in the diagonal direction. 

8) Elastic deformation – apply scale normalized random deformation field to the image. 

In all cases, the image size is maintained to the one in the original data by using nearest-

neighbor fill, duplication, averaging, and interpolation. The primary function of the data 

augmentation is to increase the generalization of the data and prevent underfitting or overfitting. 

Data augmentation can effectively increase the number of training data and overcome the shortage 

of available data; however, heavy use of augmentation can generate features that are not realistic. 

In addition, it is important to note that data augmentation cannot account for all the variations 

occurring in the training data. Neural networks are typically trained through an optimization 

algorithm in which the network weights are updated though back-propagation based on the 

gradient of a loss function. The loss function is obtained by comparing the predicted outcome from 

the “ground truth” (e.g., manual annotation).  

Evaluating the convolutional neural network 

Once the neural network is trained, the model needs to be evaluated by performance metrics 

in order to assure the high segmentation accuracy. The selection of an appropriate evaluation 

metric depends on the many factors; however, the most commonly used performance metrics are 

listed below.  

1) Accuracy – the percentage of image pixels that are classified correctly. Accuracy is the most 

basic evaluation metric but has limitations to misrepresent image segmentation performance 

in the case of class imbalance. Class imbalance occurs when one segmentation class dominates 

others. In the case of class imbalance, the high segmentation accuracy of the dominant class 

will affect the accuracy of the other classes.  
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑃𝑖𝑥𝑒𝑙𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐼𝑚𝑎𝑔𝑒 𝑃𝑖𝑥𝑒𝑙𝑠
=  

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 

2) Prevision – the proportion of the pixels in the automated segmentation results that match with 

the group truth. Prevision is sensitive to over-segmentation as it will result in low precision 

scores. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑃𝑖𝑥𝑒𝑙𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑃𝑖𝑥𝑒𝑙𝑠
=  

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

3) Recall – the proportion of the positive pixels in the ground truth that were correctly identified 

through automated segmentation. Recall is sensitive to under-segmentation as it will result in 

low recall scores. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑃𝑖𝑥𝑒𝑙𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑃𝑖𝑥𝑒𝑙𝑠
=  

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

4) Dice similarity coefficient (DSC) – the harmonic mean of precision and recall which considers 

both the false alarm and the missed values in each class. High DSC score means the predicted 

segmentation regions match with the ground truth both in terms of location and the level of 

details.  

𝐷𝑆𝐶 =  
2 |𝐴𝐺𝑟𝑜𝑢𝑛𝑑 𝑇𝑟𝑢𝑡ℎ  ∩ 𝐴𝐶𝑁𝑁|

|𝐴𝐺𝑟𝑜𝑢𝑛𝑑 𝑇𝑟𝑢𝑡ℎ| + |𝐴𝐶𝑁𝑁|
=  

2 × 𝑇𝑃

2 × 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 

where A is the segmented area.  

5) Intersection-over-Union (IoU) – the ratio of the area of the overlap between the predicted 

segmentation and the ground truth to the area of the union of the two. Although correlated to 

DSC, IoU penalizes incorrect labeling more than the DSC.  

𝐼𝑜𝑈 =  
𝐴𝐺𝑟𝑜𝑢𝑛𝑑 𝑇𝑟𝑢𝑡ℎ  ∩ 𝐴𝐶𝑁𝑁
𝐴𝐺𝑟𝑜𝑢𝑛𝑑 𝑇𝑟𝑢𝑡ℎ ∪ 𝐴𝐶𝑁𝑁

= 
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
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3.4 Results and Discussion 

3.4.1 Evaluation of the DP segmentation in healthy airway  

In order to evaluate the accuracy of the DP segmentation on the airway data set, manual 

segmentation was performed on the same data set. The airway data set consisted of more than 200 

OCT cross-section images from a post-mortem rat trachea, which corresponded to the anatomical 

location between epiglottis and carina. The manual segmentation was conducted on the same OCT 

data set using 3D Slicer (Version 4.6 available from https://www.slicer.org/)[88, 89]. Two readers, 

without prior knowledge of the automated 3D segmentation results, were recruited to manually 

trace out the lumen boundary.  

 

Figure 3.10 3D reconstruction of healthy rat trachea  using (a) automated and (b) manual segmentation. 

Normal rat trachea has a relatively uniform diameter with a tubular structure in both the automated and 

manual reconstructions. The epiglottis opening can be located at the top of the reconstructed trachea. 

It is evident from the comparison of the two 3D airway models that the DP segmentation 

provides similar results to the manual annotation in terms of airway structure (Figure 3.10). While 

the automated airway models show a ribbed structure where the cartilage rings are present, the 

manual models have a smooth surface throughout the trachea. This indicates that the accuracy of 
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the DP algorithm to segment airway structure is comparable or even superior to the human reader. 

Bland-Altman plots of healthy airway segmentation show that there is very little bias (<5%), 

indicating good correlation between manual and automated segmentation results (Figure 3.11). 

 

Figure 3.11 Bland-Altman plots of healthy airway segmentation.  95% limits of agreement and bias 

versus the mean are shown by dashed lines. 

3.4.2 Evaluation of the DP segmentation in obstructed airway  

 Next, the accuracy of DP segmentation was evaluated on the obstructive airway data 

obtained from a methyl-isocyanate (MIC) inhaled rat trachea (Fig. 3.12). Generally, accurate 

segmentation of an obstructive airway is substantially more challenging compared to a healthy one 

due to the structural complexity and the “noise” present in the image, including secretion and  

tissue debris. This can also be evident from the large variance in the cross-sectional area resulting 

from the narrowing and variability of injury within the airway due to the effects of the toxic gas 

exposure. Similar to the health airway, the DP algorithm provided similar segmentation results to 

the manually traced airway. The unique structures due to the cartilage rings are visible only in the 

automated segmentation, indicating the senitivity and accuracy of the segmentation compared to 

the human reader.   
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Figure 3.12 3D reconstruction of MIC-exposed rat trachea using (a) automated and (b) manual 

segmentation. 

  

From the Bland-Altman plot of the obstructive airway data (Figure 3.13), it is evident that 

the automated segmentation provides conservative estimates of the luminal area in the “noisy” 

region, and it occasionally estimates the cross-sectional area to be smaller than the actual area due 

to airway edema and luminal debris that are scattered within the trachea. The automated 

segmentation of the upper trachea in the MIC sample, where the airway is severely obstructed and 

“noisy,” indicates a lower mean cross-sectional area than the manual results despite that manual 

tracing tends to give smaller estimates in the normal regions. This may be desirable in some cases 

since the tissue debris and fluid accumulation substantially compromise the airway function and 

cause airflow obstruction. However, the automated segmentation algorithm can be calibrated as 

well so that it covers a larger region and provides a more accurate assessment of only the 

intraluminal cross-section areas. Additionally, artificial neural networks can be implemented to 

better differentiate the difference between the lumen wall and the fluid and/or debris that are 

situated inside the airway. Furthermore, in some cases, additional “lumens” or “false lumens” are 
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created by separation and/or sloughing of tracheal tissue layers.  The degree to which these lumens 

conduct airflow is likely to be variable.  The automation algorithms can also be modified to map 

the secondary lumens if clinically useful.   

 

Figure 3.13 Bland-Altman plots of the MIC airway segmentation show that there is very little bias (<5%), 

indicating good correlation between manual and automated segmentation results; 95% limits of 

agreement and bias versus the mean are shown by dashed lines. 

 

3.5 Summary  

We propose that automated segmentation may outperform manual tracing, especially when 

handling large data sets, since it will not be subject to intra- and inter-reader variation and will 

significantly decrease the processing time. 
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Chapter 4   – ACUTE OBSTRUCTIVE AIRWAY IN METHYL 

ISOCYANATE-INHALED RAT MODEL REVEALED BY MINIATURE 

OCT ENDOSCOPE  

4.1 Overview 

Development of effective rescue countermeasures for toxic inhalational industrial chemicals, 

such as methyl isocyanate (MIC), has been an emerging interest. Nonetheless, current methods for 

studying toxin-induced airway injuries are limited by cost, labor time, or accuracy, and only 

provide indirect or localized information. OCT endoscopic probes have previously been used to 

visualize the 3-D airway structure. However, gathering such information in small animal models, 

such as rat airways after toxic gas exposure, remains a challenge due to the required probe size 

necessary for accessing the small, narrow and partially obstructed tracheas. In this study, we have 

designed a 0.4 mm miniature endoscopic probe and investigated the structural changes in rat 

trachea after MIC inhalation. An automated 3D segmentation algorithm based on graph theory was 

implemented so that anatomical changes, such as tracheal lumen volume and cross-sectional areas, 

could be quantified. The tracheal region of rats exposed to MIC by inhalation showed significant 

airway narrowing, especially within the upper trachea, as a result of epithelial detachment and 

extravascular coagulation within the airway.  

4.2 Background and Motivation 

The development of effective countermeasures to inhalation poisoning by industrial 

chemicals has been of great interest for several decades. Industrial chemicals, such as methyl 
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isocyanate (MIC), are inexpensive and easy to manufacture, but they can inflict massive damage 

if released intentionally as an act of terror, or from large-scale accidents or natural disasters, as 

was the case in the Bhopal disaster [90]. Airways are especially sensitive to vesicants like MIC, 

as MIC inhalation can acutely cause airway inflammation and obstruction, pulmonary edema, and 

death [91, 92]. If the victim survives, airway hyperresponsiveness, reactive airway dysfunction 

syndrome, and/or asthma can occur. Current efforts to develop new therapeutic agents and 

approaches for MIC rely on animal studies with chemical and structural analysis of MIC-induced 

damage [93], in vitro testing [92], histological examination, and arterial blood gas analysis in these 

models [94, 95]. However, anatomical changes in the airway structure during and after exposure 

to MIC gas have not been directly recorded.  

 The ability to optimally assess responses to therapeutic interventions necessitates 

development of efficient, accurate, and quantitative methods for determining airway injury.  MRI 

and CT have been used to visualize airway structure [96, 97]. Unfortunately, both MRI and CT 

tend to be bulky, expensive, and feature insufficient resolution for imaging small airways; thus, 

they are not optimal for studying airway injuries in small animal models in laboratory settings, and 

their availability is limited at exposure facilities. OCT is a non-invasive imaging technique that 

uses non-ionizing infrared light to visualize a cross-section of tissue with micrometer scale 

resolution. Endoscopic OCT probes have been developed to image intraluminal tissues and to get 

access to the deep structures in the body [27, 98]. In the respiratory system, endoscopic OCT has 

previously been used to quantify airway tissue structure [21, 99, 100], compliance [101], and 

lumen caliber [32]. Our group has previously demonstrated anatomical OCT scanning and three-

dimensional reconstruction of a human upper airway in patients with obstructive sleep apnea [26] 

and quantified respiratory airflow using computational fluid dynamic (CFD) simulation [25]. 
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However, to translate our studies into the airways of rodent models requires a significantly more 

compact endoscopic probe than previous designs since the diameter of a typical rat trachea is about 

6 times smaller than a human’s. Another limitation in previous studies was the manual tracing 

utilized to reconstruct the 3D structure of the airway from OCT images. This approach was tedious, 

time consuming, and limited the number and extent of airway analyses that could be performed.  

 The main challenge for studying airways in a small animal model using OCT is the size of 

the imaging probe. The maximum acceptable probe diameter is limited by the size of the 

conducting airways. The average diameter of the rat trachea is 2.8 mm [102]. In addition, animals 

exposed to MIC are likely to have edema, intraluminal narrowing due to epithelial sloughing and 

exudate, resulting in airway obstruction, with further compromise of the airway cross-sectional 

area. Although the traditional 1.5 um-in-diameter probe with focusing optics provides high 

resolution and long working distance image, a smaller size is needed for investigating an 

obstructed airway in small animals in order to preserve the tissue structure. Recently, Moon et. al. 

proposed an all fiber optic endoscopic design for an ultra-thin imaging OCT probe [103, 104]. This 

design utilizes a large-core fiber and a stepwise transitional core structure to create a compact and 

flexible OCT endoscopy probe with a diameter of less than 1 mm. Nevertheless, practical 

translation of this technology for imaging rat airways exposed to toxic gas remains a challenge 

because another important aspect of repeatable testing within animal models is an automated 

measurement and quantitation of airway structure. In order to conduct large-scale animal testing, 

such as antidote efficacy screening, analysis of OCT images needs to be automated. An automatic 

segmentation method based on edge detection and graph theory has been recently developed to 

delineate and quantify the interior airway lining [105, 106]. However, those studies have been 

mostly limited to distinguishing tissue structure, such as thickness in 2D OCT images.  
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 In this study, we optimized the design of a previously developed all fiber optic endoscopic 

probe specifically for use within rat trachea and applied an automated segmentation algorithm on 

OCT images to generate accurate 3D reconstructions. In the structural analysis, automatic and 

quantitative read-outs of trachea volume and cross-sectional area were obtained. The analysis 

results obtained from automated segmentation were evaluated and compared with manual 

segmentations. Additionally, we further questioned whether there was any spatial variation in the 

degree of injury and, if so, whether the obstructed region could be defined within the trachea. This 

paper details the fabrication process of an all-fiber probe, method of automated segmentation, and 

analytic results in an MIC-exposed rat model.  

4.3 Methods 

4.3.1 MIC synthesis and rat inhalation exposure model 

Methyl isocyanate (MIC) was prepared on site at MRIGlobal (Kansas City, MO) using the 

Curtius Rearrangement method by refluxing acetyl chloride with sodium azide in toluene until the 

starting materials were consumed. It was demonstrated to be 99.2% pure by gas chromatography-

flame ionization detection (GC-FID). For exposure of rats, the entire system was contained within 

a fume hood. Male Sprague-Dawley rats (250-300 g) were exposed in a nose-only (CH 

Technologies) system. MIC vapor was generated using a custom vapor diffusion 

proprietary system (MRIGlobal) and delivered to the plenum of the exposure system in a mixture 

of dry nitrogen (50 mL/min UHP nitrogen) that was subsequently blended with carbon- and 

HEPA-filtered dry air (10-15 L/min depending on desired dose). Downstream from the site of 

mixing, gas constituents were monitored via access of a 3-way valve by Fourier transform infrared 

spectroscopy (FTIR) and subsequently delivered to the plenum of the CH Technologies system. 
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Exhaust from that system was subsequently scrubbed in 10% sodium hydroxide and exhausted 

through the hood via a pump. All procedures were performed under the approval and in accordance 

with the regulations of Institutional Animal Care and Use Committee (IACUC) at MRIGlobal 

(Kansas City, MO) under protocol 112515(06)1E. 

4.3.2 Optical coherence tomography imaging system 

Our imaging system is based on SS-OCT system described in Figure 3.2 and utilizes a 50 

kHz swept-source laser (1310nm, AXSUN Technologies, Billerica, MA) with a bandwidth of 110 

nm. The output beam from the laser is first split by a 90/10 coupler into the OCT sample arm and 

the reference arm. The reference arm has an optical delay line and a Faraday mirror to adjust the 

optical path length and create interference with the light in the sample arm. The sample arm 

consists of a fiber optic rotary joint, a motorized linear pullback stage, and an endoscopic probe to 

achieve volumetric scanning of the rat airway. Dual circulators direct the reflected light from the 

sample and reference arm to a 50/50 coupler, and the OCT interference fringe is detected by a 1.6 

GHz wide balanced detector. Finally, the signal from the detector is sampled using a 12-bit data 

acquisition card (500MHz, Alazar Technologies Inc., Pointe-Clare, Quebec, Canada). The 

emitting power of the probe was 5.8 mW, and the system sensitivity was estimated to be 102 dB 

at the time of the measurement.  

4.3.3 Fabrication of a fully fiber optic endoscopic probe.  

A flexible, side-scanning, ultra-small endoscopic OCT probe was designed to examine rat 

tracheas. Since toxic gas inhalation often causes airway obstruction and narrowing, the anatomical 

structure of the airway is severely restricted, which makes it difficult for most endoscopic OCT 

probes to pass through. We adopted a previously proposed lens-free probe design [103] and 

optimized it for examining the rat airway. In this probe, a stepwise transitional core structure was 
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utilized instead of a focusing lens to reduce the divergence of light and increase the lateral 

resolution of the probe. This was done by splicing together a series of optical fibers with different 

core diameters of 9, 12, and 20 um (Figure 4.1). The probe did not require any additional focusing 

optics since the diameter of healthy rat trachea is typically 2.8 mm. In this range, the light 

divergence is not significant. Additionally, the distal end face of the optical fiber was polished at 

a 49-degree angle (ϕ) to achieve total internal reflection. Based on our previous lens-free probe 

designs, the polishing angle was slightly deviated from 45 degree to reduce back reflection from 

the fiber cladding and the sheath surface [103, 104]. A metal housing was placed outside the optical 

fiber to reduce friction during rotational scanning and minimize non-uniform rotational distortion 

from degrading the image. During scanning, the probe was further protected by a 24-gauge 

optically transparent sheath so that the endoscopic probe would not damage the airway epithelium 

during rotation. The outer diameter of the fabricated probe was 0.4 mm, which was much smaller 

than the previously designed 1.2 mm endoscopic probe used for humans [26]. The probe was 

proximally connected to an external rotational motor so that it rotated at 1,500 rpm and acquired 

the 2D images at a rate of 25 frames per second. The probe was pulled back at a constant speed of 

5 mm/s along the airway to obtain three-dimensional scanning of the entire trachea. The axial and 

lateral resolutions of the probe are 6.8 um and 34 um in air, respectively, when the target is placed 

at a distance of 0.5 mm. Detailed characterizations of the fiber optic probe with a similar design 

have been described previously by Moon et al. [104].  
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Figure 4.1 Bare-fiber OCT probe. (A) The probe is made of three optical fibers with core sizes of 9, 12, 

and 20um to decrease light divergence and increase imaging range and lateral resolution. The imaging 

fiber is polished at a 49-degree angle (ϕ) to reflect the optical beam. Metal housing is placed around the 

fiber to reduce the friction during rotation, and a transparent 49tects the probe and the tissue. (B) The 

diameter of probe is 0.4 mm and placed in a 24G protective sheath (not shown) with 0.6 mm outer 

diameter. 

 

4.3.4 Reconstruction of airway structure and visualization of obstruction 

In order to reconstruct the three-dimensional structure of the airway lumen inner surface, 

an automated segmentation algorithm was applied to each OCT B-scan image. Afterwards, the 3D 

surface inner lumen of the airway structure was reconstructed based on the spacing between each 

frame. The automated segmentation program consists of 3 steps: de-noising, feature extraction, 

and edge detection. In the de-noising step, noise and artifacts are removed as much as possible to 

optimize segmentation results. A median filter is applied to suppress speckle noise. In addition, 

the summation of the pixel intensity in a single A-line is normalized so that the strong reflection 

from the sheath can be reduced [Figure 4.2(A)]. In the feature extraction step, the general structure 

of the airway is identified, and the most inner (medial) surface is emphasized so that segmentation 

analysis of the intraluminal suerface can be performed. Binarization provides a general shape of 

the trachea wall [Figure 4.2(B)]. In the binary image, small objects are removed so that tissue can 

be distinguished from artifacts such as the sheath. Additionally, any pixels underneath the tissue 

are masked and de-emphasized so that only the most inner surface of the luminal wall will be 
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segmented in the following step [Figure 4.2(C)]. This prevents the program from detecting another 

tissue surface caused by luminal detachment. In the last step, the edge of the luminal surface is 

detected using a dynamic programming (DP) algorithm. Briefly, the gradient image is initially 

obtained by taking the 1st derivative of pixel intensity along the depth [Figure 4.2(D)]. Then, the 

DP algorithm is applied to the gradient image to detect the inner luminal surface [Figure 4.2(E)]. 

Since we apply a mask to emphasize the top layer of the tissue in the OCT image, the DP algorithm 

only identifies the intraluminal space in which the probe is placed. Once the intraluminal wall is 

segmented with edge detection, we create a stack of binary images with only the inner luminal 

space highlighted. Then, the stack of the binary images of the inner luminal area is reconstructed 

into a 3D volume [Figure 4.2(F)]. 

   

   
Figure 4.2 Endoscopic OCT images of MIC-exposed rat airway  (A) after de-noising; (B) binarization 

reveals the general shape of lumen wall; (C) emphasizing the most inner lumen surface by creating large 

pixel intensity differences on the top surface; (D) first derivative of pixel intensity in the depth detection; 

(E) edge detection using dynamic programming; (F) 3D reconstruction of segmented image. The inter-

frame distance is 0.2 mm. 

4.4 Results 

Airways of rats exposed in an MIC inhalation model were first visualized using an all-fiber 

miniature OCT probe. Then, the 3D structure of the intraluminal wall was reconstructed and 

analyzed from OCT images using the automated segmentation algorithm. 
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4.4.1 Ex Vivo OCT imaging of rat trachea.  

Using the all-fiber miniature endoscopic probe, ex vivo OCT volumetric scanning of the 

rat airway was obtained. In order to maintain the original anatomical structure, the rat airway and 

lung were left intact within the body of the animal after euthanasia. In addition, the rat samples 

were kept in iced saline-soaked gauze and imaged immediately to prevent structural alteration. 

Despite the small probe size and simple optics design, our OCT probe captured the entire airway 

structural image with little attenuation in signal. The OCT probe was inserted into the anterior 

nasal airway and carefully guided to the trachea so that the probe would not damage the airway 

(Figure 4.3). The distal end of the probe was placed at the carina with scans being obtained 

continuously up to the nasal cavity at a pullback speed of 5 mm/s. The entire scan took less than 

15 seconds to complete. 

 

Figure 4.3 Endoscopic airway imaging of post-mortem rat trachea 
 

OCT images of naive rat trachea without MIC exposure were first obtained as a control. 

As expected, the trachea had a hollow tubular shape with a smooth internal surface [Figure 

4.4(A)]. Longitudinal scanning also demonstrated a relatively uniform luminal space across the 

trachea [Figure 4.4(D)]. Next, OCT images of trachea from an MIC-exposed rat were analyzed. 

The cross-sectional images revealed multiple compartments and false lumens within the trachea, 

which were formed by the partially detached tissue layers [Figure 4.4(B)]. In addition, multiple 

clear spaces were seen within the tracheal wall near the cartilage in some OCT images [Figure 
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4.4(C)]. Longitudinal sectioning of trachea from MIC-exposed rat clearly showed the obstructive 

tissue near the upper trachea [Figure 4.4(E)].  

 

   

  
Figure 4.4 OCT images of rat trachea obtained with a bare-fiber OCT probe. (A) Normal rat trachea has 

relatively uniform thickness and approximates a circular shape. (B) MIC-exposed rat trachea has tissue 

detachment and sloughing. (C) Another MIC-exposed trachea shows the presence of open spaces within 

the airway wall. (D) Longitudinal sectioning of normal trachea shows mostly smooth airway structure. 

(E) Longitudinal sectioning of MIC trachea shows obstruction of lumen near the blue vertical line. Scale 

bar indicates 0.5 mm 

 

4.4.2 3D model generation and structural analysis. 

A 3D mesh and surface model of the tracheal structure, from the carina to the level of the 

epiglottis, was reconstructed from the OCT images. A total of 150 B-scan images were segmented 

to reconstruct a trachea of 3 cm in length for the control and MIC-exposed rat models. In the 

structural analysis, the volume and cross-sectional area of the intraluminal space across the airway 

were quantified. The control shows a relatively uniform luminal area across the trachea with an 

unobstructed air pathway. In contrast, the MIC-exposed rat trachea shows substantial regions of 

airway narrowing at the level of the epiglottis compared to the control trachea (Figure 4.5). The 

total tracheal volume was estimated to be 115 mm³ and 54 mm³ for control and MIC, respectively. 
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This demonstrated that MIC caused considerable reduction in the airway cross-section area (-2.27 

mm²) and volume (-61 mm³) that could lead to airway compromise.  

 

 
Figure 4.5 3D reconstruction of rat trachea using automated segmentation. (A) Normal rat trachea has a 

relatively uniform diameter with a tubular structure (A). The epiglottis opening can be located at the top 

of the reconstructed trachea. (B) MIC-exposed rat trachea shows airway narrowing, especially at the 

upper trachea.   

 

4.5 Discussion 

The airway is sensitive to toxic chemicals, and the inhalation of methyl isocyanate (MIC) 

can cause edema, fluid exudation into airways, airway obstruction, deformity or stenosis, and lead 

to death [91, 92]. Animal models have been developed and evaluated in order to understand the 

effect of this toxic gas and for development of new therapeutic agents. The toxic-inhaled rat model 

has especially been commonly utilized to conduct inhalation toxicity studies and investigate 

variable exposure periods and concentrations [107, 108]. Costs can be substantially reduced in the 

rat model versus other medium- and large-sized animal models, making it easy to screen and 

compare several potential countermeasures or drug interventions at once. Since MIC directly 

affects airway lumen tissue and causes obstruction, it is critical to investigate the extent and 
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location of injury and to be able to assess potential aerodynamic changes during and after exposure. 

Beckett investigated the respiratory effects caused by MIC in Bhopal patients with simple lung 

function measurements [109]. Stevens et al. demonstrated severely compromised lung function 

and persistent airway obstruction in rats using the nitrogen washout method [110]. However, direct 

and three-dimensional visualization of the airway structure is required to fully understand the 

site(s) and aerodynamics of airway obstruction and obtain accurate, quantitative measurements to 

facilitate development of effective treatments. Tracheal structure of small animals with MIC-

induced injury has not been characterized in situ mainly due to the size restriction of the probe. In 

this study, we were able to successfully perform 3D structural analysis of rat trachea after exposure 

to inhaled MIC gas using a miniature probe design and an automated segmentation algorithm.  

 A fully fiber optic endoscopic probe was first designed so that the probe could scan rat 

trachea with MIC inhalation-induced injury.  Our endoscopic probe provides high enough spatial 

resolution to reveal the morphological abnormalities in the tissue structure of rat airway and is 

small enough to cause no apparent tissue alteration during the probe insertion. Cross-section and 

longitudinal section of OCT images clearly demonstrated the obstruction and tissue detachment in 

MIC-exposed rat trachea. The detachment of tissue was not induced by the probe insertion but by 

the MIC exposure, as we can see from the histological examination in the MIC-exposed rat trachea 

without probe insertion (Figure 4.6). In addition, repeated OCT scanning of the same MIC-

exposed trachea shows no apparent structural alteration, suggesting that it is not likely itself to 

cause further obstruction. We imaged the rat tracheas without any fixation to avoid structural and 

volume changes due to chemical treatment [111]. Prior to imaging, the trachea was kept intact with 

the rest of the body in cold saline-soaked gauze so that the sample was close to in vivo. We have 
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demonstrated this imaging technique is minimally invasive and can be applied to facilitate large-

scale in vivo testing or longitudinal evaluation of airway obstruction.  

  
Figure 4.6 Histological sectioning of rat trachea exposed to MIC gas shows (A) the detachment of lumen 

from cartilage and (B) erosion of cartilage and stenosis. 

 

The 3D reconstruction results from MIC-exposed rat trachea revealed differences in the 

degree of obstruction between the upper trachea and lower trachea. The upper trachea in the MIC-

exposed animal showed significant narrowing compared to the normal trachea while the lower 

trachea only showed moderate airway narrowing (Figure 4.7). It is possible that the upper trachea 

and lower trachea near bronchi react to the chemicals differently, and exposure to MIC, a highly 

reactive and readily absorbed molecule, would be expected to impact more proximal airways to a 

greater extent [7]. It could also be due to other differences in the deposition or sensitivity of airway 

regions to specific chemicals. Our previous study showed that there are differences in the degree 

of smoke inhalation-induced airway injury between upper and lower trachea in a rabbit model [18]. 

However, large-scale animal studies are needed to substantiate the biological mechanisms of MIC 

injury, which will be conducted in the our future studies.  
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Figure 4.7 The plot of cross-section area from carina (slice 0) to epiglottis opening (slice 130). While the 

control shows consistent cross-section area, the MIC-exposed trachea shows significant narrowing near 

epiglottis. The OCT slices are 0.2 mm apart. 

 

 In this study, we have evaluated a fully fiber optic miniature OCT probe for scanning the 

airway in small animal models and developed an automated 3D segmentation algorithm for 

reconstructing a 3D airway structure with minimum human intervention. We demonstrated that ex 

vivo rat trachea with MIC inhalation induced injury can be analyzed in 3D, and physiological 

parameters, such as tracheal volume and the cross-sectional area, can be obtained. If performed 

immediately upon procurement of the sample, the technique also could be used to quantitate airway 

obstruction without lung fixation. We are now prepared to use this approach for screening chemical 

countermeasure effectiveness that will have more focus on the biological mechanisms of MIC 

injury. Furthermore, this approach should provide enabling technology for additional study 

directions. For example, functional information could then be obtained from computational 

simulation such as computational fluid dynamics analysis.  Since the probe is less than 0.5 mm in 

diameter, this technique should be applicable to investigating small animal models in vivo without 

necessitating sacrifice of the animals. Investigating the animals serially at different time points 
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without sacrificing has many advantages since the toxic substances usually affect the airway in a 

time-dependent manner, and recovery may be slow or delayed, and late phase complications can 

occur. However, airway motion due to breathing as well as cardiovascular pulsation could both 

cause motion artifacts. In addition, animals in this study, following inhalation of high levels of 

MIC, have substantial respiratory distress and hypoxemia. Introducing even a small endoscopic 

probe can cause profound obstruction, severe distress, and even greater motion artifacts. Therefore, 

additional effort, practice, and, possibly, an even thinner probe are required to complete the study 

such that the rat can be re-awakened and studied again subsequently. This imaging technique could 

also be combined with other techniques used in OCT to open up areas for functional information 

investigations of the trachea in small animal models. OCT could potentially be combined with 

fluorescence imaging to investigate depth of injury, epithelial regeneration and healing, and 

inflammatory response [112, 113]. Compliance and viscoelasticity of airway tissue also could be 

investigated with optical coherence electrography. Different light sources can be utlized to invest 

rat airway with higher resolution [114] or deeper penetration depth [115]. In addition, ultrasound 

could be used for displacement in the tissue from external sites to investigate its material properties 

[116, 117]. 
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Chapter 5  – PROXIMAL AIRWAY VOLUME SEGMENTATION 

PREDICTS ACUTE RESPIRATORY DISTRESS SYNDROME (ARDS) 

RISK IN INHALATION INJURY 

5.1 Overview 

Acute respiratory distress syndrome (ARDS) is a severe form of acute lung injury with a 

mortality rate of up to 40%. Early management of ARDS has been difficult due to the lack of 

sensitive imaging tools and robust analysis software. We previously designed an OCT system to 

evaluate mucosa thickness (MT) post smoke inhalation, but the analysis relied on manual 

segmentation. The aim of this study is to assess in vivo airway volume (AV) after inhalation injury 

using automated OCT segmentation and correlate the AV to lung function for rapid indication of 

ARDS.  Anesthetized female Yorkshire pigs (n=14) received smoke inhalation injury (SII) and 

40% total body surface area thermal burns. Measurements of PiO2-to-FiO2 ratio (PFR), peak 

inspiratory pressure (PIP), dynamic compliance, airway resistance, and OCT bronchoscopy were 

carried out at baseline, post-injury, 24, 48, 72 hours after injury. A tissue segmentation algorithm 

based on graph theory was employed to reconstruct a 3D model of lower respiratory tract and 

estimate AV. We found AV was correlated with PFR, PIP, compliance, resistance, and MT 

measurement using a linear regression model. In addition, AV decreased after the SII: the group 

mean of airway volume at baseline, post-injury, 24, 48, 72 hours were 20.86 cm3 (±1.39 cm3), 

17.61 cm3 (±0.99 cm3), 14.83 cm3 (±1.20 cm3), 14.88 cm3 (±1.21 cm3), and 13.11 cm3 (±1.59 cm3), 

respectively. The decrease in the AV was more prominent in the animals that developed ARDS 

after 24 hours after the injury. AV was significantly correlated with PIP (r=0.48, p <0.001), 

compliance (r=0.55, p <0.001), resistance (r=0.35, p <0.01), MT (r=0.60, p <0.001), and PFR 
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(r=0.34, p <0.01). This study demonstrates OCT is a useful tool to quantify changes in MT and 

AV after SII and burns, which can be used as predictors of developing ARDS at an early stage. 

This chapter is adopted from [118] © The Journal of Trauma and Acute Care Surgery. 

5.2 Background and Motivation 

Diagnosis and early management of acute respiratory distress syndrome (ARDS) is an 

unresolved clinical problem in modern burn care [119]. In the new ARDS definition, ARDS is 

defined as an acute inflammatory syndrome that accompanied with increased permeability of the 

alveolar-capillary membrane [120, 121]. ARDS severity is classified based on hypoxia levels as 

characterized by PiO2-to-FiO2 ratio (PFR): mild (PFR of 201-300mmHg), moderate (PFR of 101-

200mmHg), and severe (PFR of less than 100 mmHg) [120]. After a burn and smoke inhalation, 

the patient can develop ARDS via direct lung injury, smoke or inflammatory response from the 

burn, and complications such as infection [122]. As shown by Belenkiy et al. and others, about 

30% of mechanically ventilated burn unit patients incur ARDS leading to high mortality depending 

on the degree of ARDS severity [123–126]. ARDS is associated with high short-term mortality 

(11-46%), [127, 128] prolonged mechanical ventilation,[127] and increased treatment cost [129]. 

Hence, delayed diagnosis of ARDS and late intubation can lead to worsening conditions [130, 

131]. We propose that proximal airway permeability and responsiveness in inhalation exposures 

will correlate alveolar permeability during ARDS development, and therefore, direct assessment 

of physiological changes in proximal airway can potentially improve early diagnostic capabilities.  

Several studies have demonstrated the correlation between airway dimension measured from a 

chest computed tomography (CT) and pulmonary function in chronic obstructive pulmonary 

disease patients [132–135]. However, CT is generally costly and employs bulky and non-portable 
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imaging device. In addition, a standard CT does not provide enough spatial resolution to visualize 

tissue changes below 0.5 mm [136]. Optical imaging is generally cheaper and has higher spatial 

resolution than CT and magnetic resonance imaging (MRI). However, only a few studies with a 

limited number of animals have been conducted to investigate whether the histopathology and 

anatomical changes in the proximal airway measured by an optical imaging technique can be used 

clinically to assess the airway and lung injury after smoke inhalation [17, 20, 137, 138].  

OCT is a high-resolution non-destructive imaging tool that can provide information on 

tissue morphology and substructure at near histopathological resolution. Utilizing the long-

coherence length infrared vertical-cavity surface-emitting laser, volumetric scanning of OCT is 

capable of capturing micron level tissue imaging over a large area [139]. Previous studies have 

demonstrated that mucosa thickness (MT) changes in animal models after smoke inhalation and 

burn using OCT performed during bronchoscopy [17, 137, 138]. Additionally, in vivo visualization 

of airway structure in humans was demonstrated [22, 26, 140]. However, the analysis of the OCT 

data mostly relies on manual segmentation, which is time-consuming, labor-intensive, and subject 

to observer errors. Previously, we demonstrated an automated segmentation method for OCT to 

segment the MT and airway structure after exposure to smoke [105] and industrial toxic chemicals 

[12].  However, a longitudinal study that follows the changes in the proximal airway volume 

(PAV) after SII has not been reported. In addition, airway segmentation of a large number of 

animals with different severities of injury has not been performed. Therefore, in this study, we 

monitored the changes in proximal airway using a porcine SII and burn model established in our 

lab and an airway segmentation algorithm following injury progression up to 72 hours post-

exposure. Then, we compared the PAV measurement with pulmonary physiologic and ventilator 

data [peak inspiratory pressure (PIP), compliance, and resistance], PFR, and MT. We hypothesized 
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that 1) inhalation injury leads to the changes in the PAV, 2) PAV is correlated to the changes in 

airway function and histopathology indicative of ARDS severity, and 3) there is a difference in the 

degree of airway narrowing for the animals that develop ARDS.    

5.3 Methods 

All experiments were carried out at the U.S. Army Institute of Surgical Research 

(USAISR), Joint Base San Antonio, Ft. Sam Houston, Texas, and were approved by the USAISR 

Institutional Animal Care and Use Committee (USAISR Protocols A-13-013-TS2, A-14-001, A-

16-026). The study was conducted in compliance with the Animal Welfare Act, implemented 

Animal Welfare Regulations, and was in accordance with the principles of the Guide for the Care 

and Use of Laboratory Animals.  

5.3.1 Porcine Smoke Inhalation and Burn Model 

The 3D reconstruction and mucosa measurement were conducted on 14 female Yorkshire 

pigs from an ongoing study based on the availability of the OCT images.  All animals were 

instrumented and transported to a procedure room to induce airway injury using the SII and burn 

injury model previously described [125, 141]. In this model, cooled smoke was administered 

through an endotracheal tube at 30 mL/kg per breath to yield a total of 28 -30 L of smoke. This 

led to arterial carboxyhemoglobin (COHb) levels of 80-90% at the end of injury. Following SII, a 

40% total body surface area third-degree burn was induced by a Bunsen burner. Post-injury, 

animals were observed in a round-the-clock animal intensive care unit (IUC) for 72 hours. Airway 

suctioning was performed as needed before OCT imaging. PFR was calculated from the arterial 

blood gas level using an iSTAT blood analyzer (Abbott Point of Care, Princeton, NJ). PFR of 
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under 300 is considered as ARDS according to the consensus definition [120]. At the end of the 

study, the animals were euthanized with an intravenous dose of veterinary euthanasia solution. 

5.3.2 Optical Coherence Tomography Measurement 

MT and airway structure were obtained from OCT images acquired at baseline (BL), post-

injury (PI), 24, 48, and 72 hours after the injury. A previously described long-range OCT system 

was utilized to image the lower respiratory tract (see supplemental information for details) [142]. 

During the image acquisition, a flexible OCT imaging probe was placed at the right bronchi 

through a working channel of a fiber bronchoscope in order to repeatedly scan the same area. In 

this study, OCT was used to obtain a 3-dimensional anatomical structure of proximal airway, from 

terminal bronchiole to carina, as well as tissue substructure features, such as mucosa and 

submucosa layer, cartilage, and signs of tissue damage. The total image acquisition time was less 

than 1 minute including the placement of the bronchoscope. Mucosa layer can be identified as a 

high-intensity superficial layer in the OCT images (Figure 5.1). At the same time points, 

measurements of ventilation data (PIP, dynamic compliance, and airway resistance) and blood gas 

level (PFR) were conducted.   

 
Figure 5.1 Mucosa thickness assessed from an OCT image. (A) Original OCT image and (B) enlarged 

detail of the white box portion.  L: lumen, M: mucosa, S: submucosa, C: cartilage. 
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5.3.3 Tissue Segmentation Algorithm 

 
Figure 5.2 Flowchart of automated airway volume assessment process 

 

A 3D model of the lower respiratory tract (5 cm portion) was reconstructed (localized as 

described below), and the lumen area and PAV were assessed using a semi-automated 

segmentation algorithm. The workflow of the automated volume assessment is illustrated in 

Figure 5.2. Since the OCT scanning range varies across the different data set, 100 consecutive 

OCT images were selected for the volume assessment, which corresponds to 5 cm in length. To 

uniformly select the same anatomical position, bifurcation at the carina was used as a landmark 

feature to select OCT imaging analytical site location midpoint. In this study, the 50 images before 

(distal) and after (proximal) the second bifurcation were selected. The tissue segmentation method 

is based on the dynamic programming algorithm [12, 72, 105] and detailed in Chapter 3. Based on 

the segmented tissue surface, a binary image of intra-lumen space is created. A 3D airway model 
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is reconstructed by interpolating the 2D binary images. Figure 5.3 shows an example of lumen 

segmentation.  

 

Figure 5.3 Example of lumen segmentation. A) Original OCT image. Artifacts from the sheath surface 

and reflection were indicated by white arrows. B) Image after post-processing. Sheath artifacts were 

removed, and the image was scaled based on the sheath diameter. C) Segmentation of lumen indicated 

by red area. Scale bar is 1mm. 

Each OCT image takes 2.2 seconds to process, which is much faster than manual tracing. 

The segmentation accuracy was evaluated with manual tracing. An experienced OCT reader was 

recruited to trace the tissue surface from OCT images, and the amount of spatial overlap was 

calculated using the Dice similarity coefficient (DSC), described in equation (1). X and Y indicate 

the area of a binary image segmented from the corresponding OCT image with the automated 

algorithm and manual tracing, respectively. 

 DSC = 2|X ∩ Y| (|X| + |Y|⁄ ) (5.1) 

5.3.4 Statistical Analysis 

All the statistical analyses were performed in a statistical software, R [143]. PAV was 

correlated with MT, PFR, and ventilator data (PIP, dynamic compliance, and resistance) using a 

Spearman’s rank correlation coefficient (r) and linear regression model (p). Statistical significance 

was established at p<0.05.  
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5.4 Results 

Of 14 animals, 7 pigs developed ARDS and 7 pigs did not develop ARDS (non-ARDS) 

based on the PFR measurement. Figure 5.4 shows an example of reconstructed 3D models of pig 

airways acquired using the OCT bronchoscopy system at different time points. A 3D model was 

reconstructed from 100 OCT B-scan images which were equal to 5 cm of the lower respiratory 

tract. The computing time for each segmentation was less than 4 min. Both 2D cross-sectional 

images and 3D airway models show the constriction in the airway after SII. Two bifurcations can 

be identified in the middle portion of all the 3D models, indicating an analysis at a consistent 

location. DSC showed a high overlay index between manual segmentation and automated 

segmentation at all the time points of the study (BL: 0.96, PI: 0.94, 24-hour: 0.95, 48-hour: 0.95, 

72-hour: 0.88).    

 

Figure 5.4 2D OCT images (top) and reconstructed 3D airway models (bottom) at baseline (BL), post 

injury (PI), 24, 48, 72 hours after injury.2D OCT images are approximately from the same location. 3D 

models show two bifurcations in the airway. The reduction in the proximal airway volume can be 

observed in the 3D model after injury. Arrows indicate the bifurcation in the lower respiratory tract used 

as a landmark feature to select the OCT images. 
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PAV dropped immediately after the injury and continued to decrease after 24, 48, and 72 

hours (Figure 5.5). Mean AV at baseline (BL), post-injury (PI), 24-hours, 48-hours, 72-hours are 

20.86 cm3 (±1.39 cm3), 17.61 cm3 (±0.99 cm3), 14.83 cm3 (±1.20 cm3), 14.88 cm3 (±1.21 cm3), 

13.11 cm3 (±1.59 cm3), respectively. In addition, linear regression indicated AV is significantly 

correlated with MT (r=0.60, p<0.001), PFR (r=0.34, p<0.01), PIP (r=0.48, p<0.001), compliance 

(r=0.55, p<0.001), and resistance (r=0.35, p<0.01), as shown in Figure 5.6. Especially, MT had 

the highest correlation coefficient and compliance had the second highest correlation coefficient. 

Additionally, animals diagnosed as ARDS had lower PAV after 24 hours although they initially 

had a higher PAV than the non-ARDS group.  Similarly, PIP, dynamic compliance, MT, and PFR 

showed more drastic changes after 24 hours of injury in ARDS animals. On the other hand, 

resistance did not differ until 48 hours of injury.   

 

Figure 5.5 Changes in the proximal airway volume (PAV) due to SII. 
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Figure 5.6 Linear regression analysis. Linear regression model shows a significant correlation between 

(A) PiO2-to-FiO2 ratio (PFR) and volume, (B) mucosa thickness (MT) and volume, (C) peak inspiratory 

pressure (PIP) and volume, (D) compliance and volume, and (E) resistance and volume. ** p<0.01, *** 

p<0.001. 

5.5 Discussion 

This study demonstrated the capability of a proposed long-range OCT bronchoscopy 

system to assess PAV after SII and burn in a pig model in addition to the previously shown MT 

measurement [17, 138]. The main contributions of this work are as follows: 1) an automated 

segmentation method was established for SII monitoring, and we validated that OCT can assess 

the PAV changes due to airway injury; 2) we demonstrated that changes in PAV in the lower 

respiratory tract are correlated with the ventilation data, PFR, and the MT measurement; 3) we 

demonstrated the possibility of using PAV changes to detect changes that correlate with 

development of ARDS as early as 24 hours.  
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 An advantage of OCT is that we have been able to adapt it to provide direct, quantitative 

epithelial swelling information and anatomical changes in the airway with micron-meter resolution 

rather than with indirect function measurement. Therefore, compared to other pulmonary function 

and blood measurements, OCT may capture early subtle physiological changes and aid early 

diagnosis of airway injury. Prior studies have demonstrated the diagnostic capability of OCT in 

detecting micro-meter MT changes due to edema and inflammation after SII, which were 

correlated with the severity of the injury [17, 138]. In this study, we showed the group average 

PAV of the ARDS group decreased by 8.32 cm3 (-38.4%) after 24 hours of injury, which is a much 

greater decrease than the PAV of the non-ARDS group (3.44 cm3 or -17.3%) considering the mean 

baseline PAV was 20 cm3. In addition, the correlation between PAV and other airway function 

measurements suggests that OCT can obtain information about the microenvironment and 

physiological response in the airway and lung by scanning the 3D anatomical structure. Further 

investigation is required to reveal if changes in the airway and pulmonary physiology directly leads 

to the proximal airway constriction. While airway resistance and dynamic compliance are known 

to be associated with airway physiology, it is unclear if the pulmonary functions such as PIP and 

PFR directly affect airway volume. If we show the proximal airway physiology indicate the 

pulmonary functions, OCT airway measurement will be a good predictor of ARDS.  

However, there are several current limitations to consider: since the bronchoscopic probe 

has to be inserted and scanned across the lesions, the obtained OCT data represent only one part 

of the airway, namely the proximal airway. We need to be aware that bronchoscopic OCT does 

not represent the entire airway and lung. Therefore, we need to supplement with other 

measurements. In addition, motion and breathing artifacts of the subject can affect the airway 

volume measurement. Since the airway has an elastic structure, airway volume can fluctuate 
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depending on the breathing cycle. Currently, we scan the proximal airway multiple times and 

average the PAV to reduce the breathing artifact. However, this increases the procedure length and 

potentially poses a risk to the patient’s health. One solution to this problem is to apply end-

respiratory breath-hold technique using a ventilator during the probe scanning, which typically is 

no more than 8 seconds. Another solution is to implement a pressure sensor to the endoscope tip 

and record the respiratory pressure during the image acquisition to keep track of the breathing 

cycle. Finite element models and other simulation software can be utilized to “calibrate” airway 

volume. The pressure sensor also allows us to directly measure the airway compliance, which can 

be useful in detecting the injury and monitoring recovery [30]. In addition to the technical 

limitations, a question remains whether the airway constriction assessed from OCT is primarily 

due to external burns or chemical damage. Since both loss of chest wall elasticity due to thermal 

injury and pulmonary edema from smoke inhalation can contribute to the decreased lung volume 

and the airway narrowing [144], future study will address the differences in PAV between the 

animals received burn alone and the ones received both burn and smoke inhalation. In addition, in 

the future study, the airway measurements from the animals receive neither burn nor smoke 

inhalation should be simultaneously acquired to eliminate the external factors that can affect the 

measurements.  Finally, our animal model is designed to cause smoke exposure and burn injury 

under anesthesia and intubation. Therefore, the response and damage to the airway may be 

different from conscious inhalation of smoke due to the lack of coughing and sneezing. The smoke 

deposition pattern in a pig would also be expected to have some differences from a human. 

Therefore, further investigation is required to extend our findings to human clinical trials.    

 Despite some limitations, OCT can be a useful tool to provide rapid assessment of an 

airway injury and may give some information on likelihood of extent of alveolar injury and ARDS 
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risk. The entire OCT system fits in a standard bronchoscopy cart (300 × 500 ×  800 mm in this 

study) and can be transported to a remote area to provide point-of-care diagnosis when a CT scan 

and MRI are not available. OCT provides high quality of airway edema information that can be 

useful in identifying the disease when the patient is exposed to inhalation injury.   

5.6 Summary 

We showed that OCT bronchoscopy has a capability to assess changes in MT and PAV 

following smoke inhalation and burns. OCT may be used as an early diagnostic tool for burn and 

smoke injury at point-of-care settings. Further studies in humans will follow.  
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Chapter 6  – GRAPH BASED ROTATIONAL NONUNIFORMITY 

CORRECTION FOR REGIONAL COMPLIANCE MEASUREMENT  

6.1 Overview 

In this study, we present a method for correcting non-uniform distortion (NURD) in a 

micromotor imaging catheter to obtain an accurate airway compliance measurement. The method 

corrects the distortion in the image by first identifying the wire artifact and then segmenting the 

nonlinear surface profile of the plastic sheath through dynamic programming. Since the probe is 

positioned nonconcentric in relative to the sheath, the surface profile of the sheath appears 

nonlinear in the polar coordinate image which can be used to effectively correct the local distortion 

in the image. In addition, since the proposed method does not require correlating the tissue signal, 

real-time correction of the NURD can be performed without relying on the tissue contrast. To 

demonstrate the feasibility, we acquired dynamic OCT images of human nasopharynx during the 

respiratory cycle. Localized compliance of different tissue types within the cross-sectional image 

was quantified. 

6.2 Introduction 

Measurement of tissue mechanical properties can provide important information about the 

presence and status of disease [145]. In the upper airway, compliance can affect the flow behavior 

and the low compliance tissue can cause airway collapse [146]. Obstructive sleep apnea (OSA) is 

a common condition in both adults and pediatrics caused by the blockage of airflow in the upper 

airway during sleep. Most OSA cases in pediatrics arise from adenotonsillar hypertrophy [147] 

where inflammation and infection can contribute to the enlargement of adenoids. In some cases, 
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tonsils and adenoids may grow to be large relative to the airway, leading to obstruction in the 

airflow. Adenotonsillectomy is currently the first line of treatment for pediatric OSA patients, but 

it is associated with high post-surgical complication rates including mortality and morbidity. The 

post-tonsillectomy mortality rate in the United States is estimated to be 1 in 10,000 [148]. 

Alternatively, adenoidectomy can be performed with reduced complication risk. However, the 

efficacy of adenoidectomy alone as compared to the adenotonsillectomy has been controversial, 

partially due to the lack of quantification tools to systematically study flow dynamics in the upper 

airway.  

Long-range OCT, or anatomical OCT, has been introduced to provide minimally invasive 

and high-resolution anatomical scanning of the airway [22, 25, 84, 149]. Since OCT is a non-

contact fiber optic-based imaging technique, a flexible endoscopic can be used in combination 

with the clinical videoscope in awake or sedated patients. In addition, a long-range OCT system 

has an exceptionally long imaging distance of typically >10 mm to capture the entire lumen. Long-

range OCT has been applied in numerous clinical studies to diagnose subglottic stenosis in 

newborn babies [22] , provide surgical guidance for OSA [23, 149, 150], and detect inhalation 

injuries early [17, 151]. Jing et al. demonstrated a long-range OCT imaging probe can be integrated 

with other sensors, including positioning sensors or pressure sensors, to obtain additional 

physiological parameters [25]. In the same study, computational dynamic analysis from the 

anatomical scan was used to provide insight on the location of high airflow resistance.  

Airway compliance has been studied using endoscopic OCT by several groups [29, 152–

154].  Compliance is typically defined as the volume changes at a given pressure change. However, 

in the upper airway, compliance can be simplified as the changes in the cross-sectional area (CSA) 

of lumen over changes in pressure. This is because the axial deformation of the upper airway is 



87 
 

negligible compared to the radial expansion in the lumen. Airway compliance can be described as 

follows:  

 
𝐶 =  

∆𝐶𝑆𝐴

∆𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒
 

(6.1) 

Furthermore, regional compliance can be obtained by dividing the lumen into smaller 

segments and assessing the contribution of each part to the total compliance based on the 

geometrical shape of the lumen [29, 153]. Although the localized compliance measurement has 

been demonstrated, motion artifacts and nonuniform rotation distortion (NURD) can significantly 

affect the accuracy of compliance measurement. While motion artifacts from heart-beat and 

breathing can be avoided by simply increasing the imaging speed, such as implementing a high-

speed micromotor, NURD correction is typically more challenging and has to be corrected by an 

image registration algorithm once the images are acquired. In a micromotor-based imaging probe, 

the main cause of NURD is the instability in the motor rotation due to an imbalance in the motor 

weight or disturbance in the driving voltage. As a result, the acquired image will be either under-

sampled or over-sampled. In terms of the compliance measurement, NURD will make the tracking 

of local tissue displacement difficult as it induces translation and nonlinear deformation of the 

image. Several NURD correction algorithms have been proposed. One common and effective 

technique for NURD correction is image registration based on structural landmarks such as the 

wire artifact or fiducial marker [155, 156]. However, a wire can cast shadows to the tissue of 

interest in the OCT images and limit the field of view. In addition, identification of the exact 

location of the under-sampled or over-sampled region is still challenging, and improper correction 

can distort the image further. Other methods rely on correlating the speckle contrast in adjacent A-

scans to determine the rotation speed [157–159]. However, the region with weak image contrast 

will lead to incorrect NURD correction. Finally, Sun et al. proposed a method based on the phase 
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shift induced by the NURD in the sheath signal to correct distortion [160]. Although this method 

does not require information on tissue, high phase stability is required.   

In this study, we developed a 2-step NURD correction method based on intensity 

thresholding and graph-based segmentation of the nonlinear surface profile of the catheter sheath.  

To demonstrate the feasibility of the method, we captured the dynamic deformation in the upper 

airway under negative pressure in an adult volunteer.  Imaging of a fixed cross-sectional plane in 

the nasopharynx was obtained during a respiratory cycle. Once the NURD correction algorithm 

was applied, an automated-edge detection algorithm was applied to the lumen to measure the 

regional compliance changes. To the best of our knowledge, this is the first demonstration of an 

OCT compliance measurement in an awake human patient. 

6.3 Methods 

6.3.1 High-speed micromotor imaging system 

The long-range OCT imaging system and micromotor imaging probe used in this study 

have been previously described [25]. Briefly, the imaging system employs a 100 kHz VCSEL with 

a center wavelength of 1300nm and a bandwidth of 100 kHz. A high-speed balanced detector 

(PDB480C-AC, Thorlabs Inc., NJ) and a high-speed acquisition card (ATS9373, AlazarTech, 

Canada) are utilized to sample the high-frequency interference signal. Due to the narrow 

instantaneous linewidth of the VCSEL source, the coherence length is larger than 1-meter. The 

sensitivity roll-off in the acquired signal is predominantly due to the limited bandwidth of the 

acquisition devices. In this study, we achieved an imaging range of 25 mm. The imaging probe 

consisted of a commercial 0.9 mm micromotor (Kinetron, Netherlands), a micromirror, and a 

focusing optic which were placed into an 8 mm long, 1.2 mm diameter glass capillary. A 45-degree 
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mirror with a 0.9 mm outer diameter (OD) was positioned onto the shaft of the motor to reflect the 

light in the orthogonal direction with respect to the catheter. The imaging probe was further 

protected by a 1.8 mm diameter transparent sheath. Imaging was performed at 200 frame-per-

seconds (500 A-scan/frame) during a respiratory cycle to capture the dynamic movement of the 

nasopharynx. 

6.3.2 Dynamic airway imaging of a human patient 

Before OCT imaging, the upper airway of the patient was locally anesthetized and 

decongested with a 4% lidocaine/oxymetazonline HCl nasal spray. After approximately 5 minutes 

when the nasal cavity was reported to be numb, the imaging probe was inserted into the nose and 

guided through the nasopharynx using patient feedback as well as OCT imaging (Figure 6.1). 

During the dynamic compliance measurement, the patient was asked to inhale and exhale air at 

approximately 60 breaths-per-minute. In addition to OCT, pressure measurement was 

simultaneously performed at the nasal cavity using a commercial 3.5F pressure catheter (Mikro-

Cath, Millar, BA). The patient reported minimal discomfort during the measurement. 

 
Figure 6.1 A schematic diagram showing the sagittal plane of airway anatomical structure and the 

placement of the imaging probe. 
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6.3.3 Nonuniform distortion (NURD) correction algorithm 

In our study, a cross-section of the lumen is acquired as a series of polar OCT images. In 

the polar coordinate, the x-axis indicates the angle of the probe rotation and the y-axis indicates 

depth. Figure 6.2 shows the center portion of OCT images that contains the catheter sheath 

displayed in polar and Cartesian coordinates. The proposed NURD correction algorithm is a 2-

step process that uses the structural landmarks from the wire and the surface profile of the catheter 

sheath to correct local distortion. 

 

Figure 6.2 Center portion of the OCT image that contains the catheter sheath and the metal wire. (a,c) 

Schematics represented in Cartesian and polar coordinates. (b, d) OCT images represented in Cartesian 

and polar coordinates. 

 

First, the location of the metal wire is identified, and the images are resampled so that each side 

of the image is aligned with the wire in the linear image. This ensures each image contains 

complete information in one rotation cycle. In other words, the wire artifact acts as an image-based 

triggering signal for each B-scan. Before post-processing, the polar images are stitched together 

horizontally based on the processing window size to create one continuous image [Figure 6.3(a)]. 
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Then, the location of the wire for the micromotor is identified using image thresholding [Figure 

6.3(b)]. The wire creates higher reflection compared to the sheath and image artifacts. The 

remaining noise in the resulting binary image is then removed using a series of low-level operation 

to ensure robust operation. 

1) Noise reduction: we applied a median filter to reduce the speckle noise.  

2) Morphological operation: morphological erosion and dilation with a vertical structural 

element operation can be applied to reduce or eliminate the signal from glass capillary and 

sheath. The wire signal appears to be vertically elongated due to the tail artifact. [Figure 

6.3(c)] 

3) Area filtering: once the thresholding and morphological open operation is applied, any 

connected regions smaller than a certain pixel are removed to reduce the noise. 

Once the binary images of the metal wire were created, the centroid of each wire is identified 

using a peak detection algorithm [Figure 6.3(d)]. Here, the minimum and maximum pixel interval 

is used to guide the peak detection. This first step applies a linear transformation to the image; 

however, the local distortion within each frame needs to be corrected. 

 

Figure 6.3 Image-based trigger generation in the proposed NURD correction algorithm. (a) Stitched OCT 

image of the sheath portion and after (b) binarization, (c) morphological operation. (d) The mean A-line 

intensity of the binarized image. 
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In the second step of the NURD correction algorithm, undersampled or oversampled regions 

within the image are identified based on dynamic programming (DP) segmentation of the sheath 

surface profile [105]. Then, a non-linear transformation is applied to correct the local distortion. 

This step takes advantage of the off-center positioning of the probe with respect to the outer sheath. 

As shown in Figures 6.2(b) and (d), the resulting sheath surface profile in the polar image will 

follow a non-linear profile which can be used to identify and correct local image distortion. In this 

study, we defined a cumulative function 𝑆𝑖 of i-th angular position as below: 

 

𝑆𝑖(𝜃) =  ∑(𝑧𝑖(𝜃) + 𝜏)

𝜃

𝑖=1

 

(6.2) 

where 𝑧(𝜃) is the height position of the sheath surface at i-th angular position and 𝜏 is an arbitrary 

offset. In Figure 6.4, we describe two cases of image distortion. In the case described in the blue 

line, the motor rotates faster at first and then slower at the end. This will distort the image and the 

S(θ) function towards the left side. In the other case described in the red line, the motor rotates 

slower at the beginning and faster at the end. This will distort the image and the S(θ) function 

towards the right side. To correct the nonlinearity, the obtained plot is resampled to match the 

reference curve using linear interpolation. Offset is varied experimentally to adjust the amount of 

correction to apply. If the offset is too small, the algorithm will fail to scale the edge as the slope 

of the function will be close to zero. If the offset is too large, the algorithm will make less correction 

to the image since the cumulative plot will approach a linear function. 
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Figure 6.4 Characterization and correction of distortion through the nonlinear surface profiled of the 

sheath. (a) OCT image of sheath location, (b) segmentation of the sheath surface, (c) sheath surface 

profile without image distortion, (d,e) sheath profiled under NURD distortion, (f) cumulative function of 

the sheath profile without image distortion (black) and with image distortion (red and blue).   

 

6.3.4 Evaluating the performance of the correction  

To evaluate the effect of the NURD correction, we performed quantitative analysis on the M-B 

mode of the dynamic airway images. The M-B mode was created by resampling the 3D data set 

of polar OCT images so that the x-axis was the scanning angle and the y-axis was time in each 

image. Then, intensity projection was performed in the depth direction to obtain the summation of 

the pixel intensity. The M-B mode contained distinct edges created by the shadow cast on the 

tissue. Motion artifacts and NURD made the edge features discontinuous and deviate from a 

straight line. To obtain a quantitative assessment of the amount of image distortion, the deviation 

in the edge in time was calculated.  

In addition, we estimated interframe intensity variance to assess the amount of motion in the B-

scans. For this study, we selected 20 dynamic airway images during the resting state when there is 

no tissue movement. High interframe variance indicates the mismatch between the frames due to 

the image distortion or the motion artifacts.  Here, the difference index is defined as follows: 
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𝐷(𝜃) =  
1

𝑀 − 1
∑[

1

𝑁 − 1
∑(𝐼𝑖(𝑧, 𝜃) − 𝐼(𝑧, 𝜃)̅̅ ̅̅ ̅̅ ̅̅ )2
𝑁

𝑖=1

]

𝑀

𝑧=1

 

(6.3) 

where M is the number of pixels in A-scan, N is the total number of B-scans, 𝐼𝑖(𝑧, 𝜃) is the pixel 

intensity at i-th frame, and  𝐼 ̅is the mean pixel intensity. Finally, the mean of the difference index 

at each A-line was evaluated.  

6.3.4 Regional Compliance measurement 

Dynamic OCT images contain information on temporally varying tissue deformation during a 

respiratory cycle. In this study, the variance of the tissue displacement at each angle position in 

the polar OCT image was calculated as regional airway compliance. A dynamic programming 

segmentation algorithm was used to identify the lumen-air boundary in each image and to track 

the tissue displacement movement. Here, we assumed the probe stayed in the same position during 

the dynamic airway measurement. The final regional compliance index (RCI) is defined as: 

 

𝑅𝐶𝐼(𝜃) =∑(𝑢(𝑡, 𝜃) − 𝑢(𝜃)̅̅ ̅̅ ̅̅ )
2

𝑇

𝑡=1

 

(6.4) 

where T is the number of B-scans within the pre-set time window and 𝑤 is a weight factor. In this 

study, T=200 since we processed 200 B-scan images.    

6.4 Results and Discussion 

6.4.1 Evaluation of NURD correction algorithm 

We evaluated the effect of the NURD correction algorithm using the M-B mode projection 

view of 200 dynamic OCT images during a respiratory cycle (Figure 6.5). NURD distorts the 

polar images and shifts the lateral position of the tissue in the image as indicated by the red arrows. 

In the M-B mode projection, we found the edges near the adenoid portion can be easily 
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distinguished due to the shadows cast by the metal wire and the nasal hair. Therefore, we used this 

section of the image for evaluating the NURD correction. After the alignment process, the lateral 

motion is reduced. However, the first correction does not improve, if not worsen, the distortion in 

the center of the image. This confirms the necessity to apply the second NURD correction. After 

applying the nonlinear scaling based on the graph cut theory, the variance in the images was 

minimized in both the center and the edge. 

 

Figure 6.5 The effect of the NURD correction on the dynamic OCT images.  (a) Polar OCT images, (b) 

M-B mode projection of the 200 dynamic OCT B-scan, (c) zoom in view of the yellow box in M-B 

mode, (d) after applying thresholding to align the image, and (e) after applying both thresholding and 

nonlinear resampling correction.  

 

 Next, we evaluated the accuracy using the interframe intensity variance method. The raw 

OCT B-scans before the NURD correction shows broadening in the edge features as well as the 

ghost image formed by the image distortion as indicated by the white arrow in Figure 6.6(a). After 

applying the thresholding method and realignment of the images, the ghost image in the adenoid 

in the original image has improved. However, the image distortion of the center part of the image 

has become worse as indicated by the broadening in the edge features near the center region 
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[Figure 6.6(b)]. After realignment and nonlinear resampling, the image distortions are 

significantly reduced in both the center and peripheral part of the image [Figure 6.6(c)]. The 

improvement in the image distortion can also be confirmed from the decrease in the mean 

difference index over all the theta where 𝐷𝑟𝑎𝑤 = 75 ± 129, 𝐷𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 58 ± 74, 𝐷𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 =

44 ± 57 [Figure 6.6(d)]. 

 
Figure 6.6 Projection view of pixel intensity variance across B-scan. (a) Raw data and after applying (b) 

thresholding and (c) nonlinear resampling. White arrows show the regions of image distortion. (d) Box plot 

of difference index.  

 

6.4.2 Tissue displacement map and local compliance 

Dynamic OCT imaging of a human nasopharynx was obtained during the inspiration of a 

respiratory cycle. Figure 6.7 shows the intranasal pressure measurement from the pressure catheter 

placed in the nasal cavity. During inhalation, negative pressure will be generated in the airway and 

partially collapse the lumen. Since the anterior segment (soft pallet) consists of low elasticity 

material, there is little movement in response to the pressure changes. On the other hand, the 
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posterior segment (adenoid) in the nasopharynx consists of soft tissue and, thus, shows larger 

displacement. 

 
Figure 6.7 Pressure measurement and Cartesian OCT images of nasopharynx during a respiratory cycle. 

a: adenoid; sp: soft palate. Scale bar indicates 5 mm. 

 

The intensity projection of the OCT images during inspiration shows tissue displacement. The 

displacement in the axial direction (red arrow) is caused by the airway deformation during pressure 

decrease. On the other hand, displacement in the lateral direction (blue arrow) is caused by the 

instability of the imaging probe rotation. In this paper, we corrected probe instability in post-

processing and measured the angle-resolved airway compliance and the local tissue displacement 

towards the probe during a respiratory cycle. 

Tissue surface was segmented using the same graph cut algorithm and plotted during 

inspiration. The 3D spatiotemporal map of the tissue surface shows the displacement in the tissue 

height from 800 to 1000 A-line location indicated by the arrow in Figure 6.8(a). This location 

corresponds to the adenoid. The regional compliance index is calculated at each A-line location 
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by taking the variance of the axial displacement [Figure 6.8(b)]. As expected, the adenoid had 

high compliance compared to the surrounding tissue. Surprisingly, the compliance was not 

symmetric as the left side of the adenoid seemed to have higher compliance than the right side. 

 
Figure 6.8 Regional compliance of Nasopharynx. (a) Displacement map and (b) relative regional 

compliance at each angle position. 

 

5.5 Summary 

We presented a new NURD correction technique that allows the correction of image distortion 

in a micromotor imaging probe. This technique does not rely on tissue contrast and only uses the 

information from the motor wire and the catheter sheath. The M-B mode projection view 

demonstrates the effectiveness of the proposed NURD correction technique. Furthermore, we 

constructed a regional compliance map based on the corrected images in the human nasopharynx. 

To the best of our knowledge, this is the first demonstration of in vivo elasticity measurement of 

the adenoid in an awake human using endoscopic OCT.    
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Chapter 7  – VISULIZATION OF CILIA SYNCHRONICITY AND 

BEATING FREQUNECY USING SPECTRALLY ENCODED 

INTERFEROMETRIC MICROSCOPY 

7.1 Overview 

Spectrally encoded interferometric microscopy (SEIM) is capable of detecting nanometer 

displacement at kilohertz frame rates by employing a rapidly wavelength-sweeping laser and a 

spectral disperser. In this study, we compared different SEIM processing algorithms based on 

Doppler shift and decorrelation for visualizing dynamic cilia movement. The effect of the frame 

acquisition rate was investigated to minimize the shot noise while maintaining sufficient imaging 

speed since SEIM has intrinsically low illumination power. We found that the Doppler method 

after the phase stabilization and the bulk motion correction provides the highest sensitivity for cilia 

beating measurement compared to the phase-resolve Doppler variance (PRDV) and intensity-

based Doppler variance (IBDV) methods. The feasibility of the method was tested on a freshly 

excised rabbit trachea immersed in cell culture medium under a temperature-controlled 

environment. In addition to the cilia beating cycle, traveling waves caused by the coordinated cilia 

motion in an excised tissue were visualized for the first time. The results collectively demonstrate 

the potential clinical utility of this technique to monitor respiratory function and therapeutic 

effects.   

7.2 Introduction 

In the upper airway, healthy mucus and proper mucociliary transport are critical defenses 
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against airborne and aerosol transmissible pathogens.  Being the most superficial layer in the upper 

airway, the mucus creates the first barrier that traps viruses, bacteria, and other foreign particles, 

preventing these pathogens from invading the lungs.  Beneath the mucus are the cilia, surface 

organelles with a length of approximately 5-7 μm, and a diameter of less than 1 μm in the human 

airway [161, 162].  The motile cilium beats at 7-11 Hz in a healthy adult and is the primary 

mechanism that provides the kinetic force to proximally propel the mucus in order to expel the 

trapped pathogens out of the airway.  Ciliary dysfunction can be from genetic defects or as a result 

of external trauma, such as toxic inhalation, leading to decreased ciliary beat frequency, irregular 

beat pattern, desynchronized metachronal wave. This can quickly develop into a vulnerability for 

both acute and chronic diseases, including cystic fibrosis (CF), asthma, chronic obstructive 

pulmonary disease (COPD), and primary cilia dyskinesia (PCD). Despite playing a crucial role in 

immune response, the clinical imaging tool that can accurately and effectively capture the structure 

and function of respiratory cilia is currently lacking. The main challenge with visualizing cilia 

motion is that it requires both micrometer spatial resolution and high imaging speed. In addition, 

the imaging tool needs to be in reflectance mode to capture the intact cilia attached to the tissue.   

OCT is an interferometric-based imaging technique that uses reflected light from a sample 

to reconstruct a high-resolution cross-sectional image [163]. Since the contrast in OCT imaging is 

derived from backscattered photons, the imaging technique offers an ideal solution to the 

noninvasive visualization of cilia in a native airway. Due to these attractive features, there is 

considerable interest in quantifying functional image-based metrics relevant to mucus 

transportation dysfunction using OCT [164–170]. OCT was used to visualize flow profile 

generated by motile cilia by introducing polystyrene beads and tracking their trajectory, which 

provided insight to the clearance of mucus [171, 172]. Oldenburg et al. described a method to 
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characterize cilia beating frequency (CBF) by decorrelating the speckle pattern in time using 

cultivated primary human bronchial epithelial (hBE) cells [173]. Wang et al. further expanded the 

speckle decorrelation approach and characterized CBF in in vivo mouse oviduct [174]. Liu et al. 

developed a technique called micro-optical coherence tomography ( 𝜇 OCT) that uses an 

ultrawideband supercontinuum source to visualize the ciliary stroke pattern at a 1-um axial 

resolution [175]. The 𝜇OCT has recently been utilized in a clinical study to determine imaging-

related metrics for the pathophysiology of cystic fibrosis through the nasal passage of awake 

humans [164]. Although all of these methods have their merits, the clinical utility of these 

approaches is limited as no single method can characterize the complete characteristics of cilia 

dynamics. The beads tracking method requires exogenous contrasts, which limits the in vivo 

application. The speckle decorrelation method, although providing a semi-quantitative CBF 

information, does not provide information on cilia synchronicity. Finally, 𝜇OCT is hard to 

implement in the clinic since the ultra-broadband supercontinuum source is expensive and bulky 

compared to other OCT light sources. In addition, 𝜇OCT often suffers from chromatic aberration 

from the wide bandwidth of the light source.  

The phase-resolved Doppler approach has been recently proposed by our group to 

quantitatively assess the ciliary motion [168–170]. In the phase-resolved Doppler method, the 

Doppler shift in the back-scattered light during the cilia stroke cycle is detected as a phase shift in 

the interferometer. Then, the spectral interferogram can be analyzed to quantify the cilia beating 

pattern and CBF at each scanning location. Jing et al. first implemented a swept-source OCT 

microscopy system for visualization of CBF and the directionality of the ciliary beating from the 

Doppler phase shifts in an ex vivo rabbit trachea.  Taking advantage of the fast imaging speed of a 

swept source OCT system, Doppler signals from tracheal cross-sectioning containing ciliated 



102 
 

epithelium can be acquired at up to 400 frames-per-second. In addition, a large portion of the 

acquired image is background since the ciliated layer is typically less than 10 μm in thickness 

[176]. To overcome this limitation, He et al. expanded the Doppler-based cilia visualization by 

applying the concept of spectrally encoded confocal microscopy proposed by Tearney in 1998 

[168, 170, 177]. In this approach, the fast scanning axis is replaced by a series of focused light 

where each point corresponds to different wavelengths, as illustrated in Figure 7.1. This allows 

the scanning of the two-dimensional space at 2-3 orders of magnitude faster than conventional 

OCT scanning by sacrificing the depth scanning. The phase-resolved spectrally encoded 

interferometric microscopy (SEIM) approach revealed the two-dimensional spatial mapping of the 

CBF as well as the beating synchronicity [168, 170]. However, the effect of different processing 

algorithms on the ciliary motion detected by SEIM has not been previously investigated.  

 

Figure 7.1 Principle of spectrally encoded imaging using a rapidly wavelength sweeping laser and a 

diffractive grating. 

 

In this study, the beating pattern of cilia was quantified through the interframe phase-

resolved Doppler (PRD), phase-resolved Doppler variance (PRDV), and intensity-based Doppler 
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variance (IBDV) approaches.  The effects of frame acquisition speed were investigated. To 

demonstrate the feasibility of our method, we evaluated the healthy cilia and fixed cilia as a 

negative control.  

7.3 Methods 

7.3.1 Spectral-encoded Interferometric Microscopy (SEIM) 

An SEI microscope was constructed using a vertical-cavity surface-emitting laser 

(VCSEL) as the light source, as illustrated in Figure 7.2.  The VCSEL has a center wavelength of 

1,310 nm, a bandwidth of 100 nm, and a repetition rate of 100 kHz.  In the fiberoptic-based Mach-

Zehnder interferometer, a 90:10 coupler splits the laser output into the sample and the reference 

arm, respectively.  A circulator is used in each arm to direct the illumination light to the sample or 

reference mirror and the returning light to a 50:50 coupler, which generates the interferogram.  In 

the sample arm, once the light from the optical fiber is collimated, a transmission diffraction 

grating spatially disperses the illumination light into different wavelengths where each wavelength 

encodes a successive location on a transverse line (x-scan).  En face scanning is achieved by using 

a galvanometer mirror interposed between the first 4F (L1 pair) relay lens to move the spectrally 

dispersed line illumination across the imaging field in the slow axis. The L1 pair consists of 

achromatic doublets with a focal length of 35 mm. The second 4F (L2 pair) acts as a beam expander 

as the focal length of L2 is 35 mm and L2’ is 50mm, which fills the entrance pupil of the objective 

lens to achieve high lateral resolution. Driven by a sawtooth waveform, the galvanometer operates 

at either 50, 100, or 200 Hz.  A 20 × apochromat objective lens with a 0.40 numerical aperture 

(MY20X-824, Mitutoyo Corporation, Japan) is used for providing a high lateral resolution 

necessary to visualize the micromotion induced by cilia.  The reference arm consists of 
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compensating windows for offsetting dispersion and a gold mirror.  The interferograms generated 

by the returning reference and sample signals were converted into electrical signals via a balanced 

photodetector and then detected using a waveform digitizer.  The digitized signals were transferred 

into a computer for processing.  The system had a 550×550 μm field of view and a lateral resolution 

of 1.7 μm.  An image of a 1951 USAF resolution target is shown in Figure 7.3 where Element 2 

of Group 8 can be resolved.  The sample illumination power was 3 mW.  

 

Figure 7.2 Schematic of SEIM system and the sample arm configuration. PC: polarization controller; FC: 

fiber coupler; BPD: balanced photodetector; L: lens. 

 

 

Figure 7.3 1951 USAF resolution target imaged with our SEIM system.  
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7.3.2 Tracheal Sample Preparation 

Using a rabbit model, we obtained the tracheal sample from a healthy New Zealand white 

rabbit (male, 4 kg). The tracheal sample was excised immediately after the animal was euthanized 

with Euthasol injection. All procedures were reviewed and approved by the Institutional Animal 

Care and Use Committee at the University of California, Irvine prior to the experiment. The 

excised trachea was dissected into ~5-mm segments then sectioned diametrically to expose the 

mucosa.  For microscopy, the sectioned tissue was mounted onto a silicone-filled petri dish with 

the center area depressed.  The depressed region provided the chamber for housing the tissue and 

allowed for submersion of CO2 independent phosphate-buffered saline solution.  A microscope 

cover glass was placed on top of the silicone to ensure a flat sample surface for SEI imaging and 

to also minimize the motion from the water surface.  This setup is illustrated in Figure 7.4.  SEI 

imaging was performed under room temperature and on an anti-vibration optical table. 

 
Figure 7.4 Sample setup for SEIM imaging. The excised tissue is placed inside a custom-designed petri 

dish chamber. 
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7.3.3 Doppler and decorrelation algorithms 

Processing algorithms based on phase-resolved Doppler (PRD), phase-resolved Doppler 

variance (PRDV), and intensity-based Doppler (IBD) variance methods were systematically 

compared for OCT angiography [178]. In this study, we compared the three processing methods 

for characterizing cilia functions. Briefly, PRD can be described through the autocorrelation: 

 
𝑓′ =

1

𝑇
arctan [

Im(𝐴𝑗+1,𝑧)Re(𝐴𝑗,𝑧) − Im(𝐴𝑗,𝑧)Re(𝐴𝑗+1,𝑧)

Re(𝐴𝑗,𝑧)Re(𝐴𝑗+1,𝑧) + Im(𝐴𝑗+1,𝑧)Im(𝐴𝑗,𝑧)
] (7.1) 

where 𝑓′ denotes the Doppler frequency, 𝑇 represents the time interval between adjacent A-lines, 

and 𝐴 is the complex OCT data at 𝑗th A-line and 𝑧th depth point.  PRD is most sensitive when the 

flow direction is the same as the detection beam whereas the variance approaches are ideal for 

evaluating flow direction that is near perpendicular to the detection beam.  PRD variance can be 

calculated by taking the square of σ, the standard deviation of the Doppler spectrum: 

 

σ𝑃𝑅𝐷
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1

𝑇2
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∗
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] (7.2) 

where 𝐴∗ is the complex conjugate of 𝐴.  By only taking the amplitude information, which is 

particularly advantageous when the imaging system experiences phase instability, IVD variance 

can be determined: 

 

σ𝐼𝐵𝐷
2 =

1

𝑇2
[1 −

|𝐴𝑗,𝑧||𝐴𝑗+1,𝑧|

1
2
(|𝐴𝑗,𝑧|

2
+ |𝐴𝑗+1,𝑧|

2
)
] (7.3) 

Practically, averaging between neighboring pixels can be performed to improve the signal-to-noise 

ratio (SNR) such that: 
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] (7.4) 

for PRD variance 
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and for IBD variance 
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] (7.6) 

where 𝐽 and 𝑍 denote the number of A-lines and depth points, respectively, that are averaged.  

Here, to obtain the optimal SNR while maintaining reasonable computing time and resolution, 

we empirically used the window size of 𝐽 = 9 and 𝑍 = 9 for processing the 2000 × 2000 

complex matrix. 

7.3.4 Data Processing Flow 

Figure 7.5 shows the workflow of data processing. The spectral interferogram data was 

processed using a MATLAB code to obtain either the phase or decorrelation images. The DC terms 

were first subtracted from the fringe signal. After the background subtraction, the signals were 

converted to an analytical signal by performing Hilbert transformation. The amplitude values of 

the complex analytical signals were used to calculate the reflectivity image, which is analog to en 

face OCT images. For phase-resolved Doppler, Eq. (7.4) is used to calculate the interframe phase 

differences. Then, the bulk motion is corrected by performing A-line normalization of phase value 

and the moving average of the temporal phase as shown in the equation below: 
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∆𝜑′ = ∑(∆𝜑𝑗,𝑧(𝑡 + 𝑖 ∙ ∆𝜏) − |∆𝜑𝑗̅̅ ̅̅ ̅|)

𝑀−1

𝑖=0

 

(7.7) 

where M is the number of frames for temporal averaging, ∆𝜏 is the time interval between each 

frame, and ∆𝜑𝑗̅̅ ̅̅ ̅ is the mean phase at j-th A-line. For PRDV and IBDV methods, Eq. (7.5) and Eq. 

(7.6) were used to calculate the decorrelation signals. For all the methods, an intensity thresholding 

was applied based on the amplitude values to eliminate noise. Once the PRD or decorrelation 

images are reconstructed, they can be converted into spatial-temporal images from the en face 

images in order to visualize the cilia beating pattern [169].  

Finally, the shift in the phase can be converted to the distance, Δz, using Eq. (7.8): 

 
Δ𝑧 =

Δ𝜑 ∙ 𝜆0
2𝜋 ∙ 𝑛

 (7.8) 

where Δ𝜑 is the phase shift, 𝜆0 is the center wavelength of the laser, and 𝑛 = 1.33 is the refractive 

index of the mucosal layer.  By taking the variance of the intensity and the phase shift, the local 

fluctuation caused by the ciliary motion can be identified.  The dominant frequency at each pixel 

within the field of view was determined, allowing the mapping of ciliary beat frequency across the 

tissue.   
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Figure 7.5 Data processing flowchart for SEIM imaging. 

 

7.4 Results 

7.4.1 Phase stabilization 

To characterize the phase stability of our SEIM system, a static mirror was placed at the 

sample position, and the phase differences between the adjacent A-line scan were obtained. A total 

of 500 A-lines was obtained at the same scanning location in order to separate the stability caused 

by the galvo scanner. In this study, a wavelength trigger was used to synchronize the laser 

sweeping. However, edge collision between the k-clock and the trigger signal could cause 

instability in the phase as described in our previous study [179]. The effect of edge collision can 

be visualized as a sudden jump in the phase value [Figure 7.6(a)]. The first 2000 points can be 

identified as a valid sampling region since the sample beam was being partially cut off by the 
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entrance pupil of the objective lens. The histogram of phase difference distribution within the valid 

region shows a Gaussian-like profile with side lobes before phase stabilization. The phase stability 

was improved by adding a small delay to either the trigger or k-clock signal using a short coaxial 

cable. After the phase stabilization, the phase map shows a clean background signal without 

sudden phase jittering and the histogram shows a Gaussian-like profile without side lobes [Figure 

7.6(b)]. Typically, the phase stays stable for at lease 4~5 hours before the calibration is needed.  

 
Figure 7.6 Phase stabilization by avoiding edge collision of the k-clock signal. 

 

7.4.2 Effect of image acquisition speed 

To characterize the effect of image acquisition speed, the variance of the reflectance images 
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is used to compare the signal-to-noise ratio when the images are acquired at 50 Hz, 100 Hz, 200 

Hz, and 400 Hz. The main reason for the signal degradation at a higher acquisition rate in the 

SEIM system is the shot-noise due to the low photon collection efficiency. We found more than a 

3 dB signal attenuation from the transmission grating and the objective lens. Increasing the source 

power by optical amplifier can reduce the shot noise but the intensity noise will be increased. Since 

amplitude is less sensitive to the bulk motion, we used the decorrelation image from the reflectance 

image as a metric to quantify the amount of shot noise at different image acquisition rates. This 

processing can be considered as the temporal variance of the IBDV images when the processing 

window size is a 1-by-1 pixel and is the fastest way to obtain contrast from the speckle fluctuation.  

 We acquired 100 reflectance images at different image acquisition rates. Then, 10 

reflectance images were selected based on the constant time interval of 25 ms for processing the 

speckle decorrelation. For example, we selected the first 10 data for the 400 Hz image acquisition 

rate. For the images acquired at 200 Hz, every other image in the first 20 data were selected for 

the calculation. Then, the variance of the 10 images was calculated to create a single projection 

image of 800-by-800 pixels. As shown in Figure 7.7(a), the imaging region contains motile cilia 

that have a higher variance; 100-by-100 windows of the signal and the background were used to 

estimate the SNR. The location of the window was kept constant for all the data sets for 

consistency. Here, SNR is defined by: 

 
𝑆𝑁𝑅 =  

〈𝜎𝑠𝑖𝑔𝑛𝑎𝑙
2〉

〈𝜎𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑
2〉

 (7.8) 

where 〈 〉 indicates the mean pixel intensity within the selected window. Figure 7.7(b) shows 

poor signal-to-noise ratio at high frame acquisition rates more than 100 Hz due to the low photon 

counts. We decided to use a 50 Hz frame rate in this study to obtain high SNR images while 
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maintaining the sufficient acquisition speed for visualization of cilia dynamics.  

 
Figure 7.7 The effect of image acquisition rate on the image quality. (a) Intensity variance image showing 

the selected window for the signal and the background quantification. The image is the variance of 10 

images acquired at a 200 Hz frame rate. (b) Signal-to-noise ratio at different frame rates. 

 

7.4.3 Ex vivo tracheal tissue imaging 

Figure 7.8 shows the representative results of motile cilia images from a healthy rabbit 

trachea. IBVD and PRDV images show the reflectance and phase fluctuation induced by the cilia 

motion. The PRD images reveal the beating direction of the cilia in addition to the regions of active 

cilia where the motion towards the detection beam is denoted as red and away as blue. Figures 7.8 

(e-h) show the variance of 20 images processed with each method to characterize the sensitivity 

of the cilia detection. While IBVD and PRVD have similar contrast in the variance images, PRD 

images appear to show finer details in the image. Since the same window size was used in all the 

methods, PRD may provide higher specificity in terms of characterizing the trajectory of the cilia. 

Another possible reason is that IBVD and PRVD may contain the information of transverse cilia 

motion while PRD is most sensitive to the vertical cilia movement that aligns with the beam 

direction. Table 7.1 shows that the PRD method has the highest signal-to-noise ratio of all the 

three processing methods.   
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Figure 7.8 Doppler and decorrelation images of respiratory cilia:  (a) reflectance image, (b) IBDV image, 

(c) PRDV image, (d) PRD image, and (e-h) the variance of 20 consecutive images using different 

processing techniques. Scale bar indicates 100 μm. 

Table 7.1 Comparison of SNR 

  IBDV PRDV PRD 

 

SNR 

ROI 1 1.59 1.71 1.81 

ROI 2 2.62 2.77 3.59 

ROI 3 2.17 2.20 2.99 
 

7.4.4 Spatial-temporal analysis of cilia beating 

The cilia beating pattern can be determined and mapped using spatio-temporal analysis of 

the time-series Doppler images at each pixel (or region of interest).  In the spatio-temporal plot, 

the y-axis represents the wavelength and the x-axis represents time. Figures 7.9 (a) and (b) reveal 

the location dependency of ciliary beat frequency, ranging from 2.0 to 4.1 Hz. Figure 7.9 (c) shows 

the Fourier transformation of the blue and red lines in the spatio-temporal map after applying a 

fast Fourier transform. This finding is consistent with our previous finding that ciliary beat 
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frequencies may vary between patches[170]. In addition, it appears the frequency difference 

creates the directionality in the cilia movement which resembles the metachronal waves reported 

previously. The wave propagation speed can be estimated by measuring the slope as indicated by 

the yellow arrows in Figure 7.9 (b). The speed of the wave was estimated to be ~270 μm/s, which 

matches well with the metachronal wave speed in the cell culture [180]. To the best of our 

knowledge, this is the first demonstration of metachronal waves in an excised tracheal tissue. 

Further investigation is needed to understand if the frequency mismatch observed here is the 

causation of the metachronal waves.  

 
Figure 7.9 PRD image of an ex vivo rabbit trachea and the spatial-temporal analysis. (a) phase map, (b) 

spatio-temporal map of the white box region, (c) power spectrum of the upper and lower cilia. 

6.5 Discussion 

In this study, an SEI microscope was constructed to evaluate cilia dynamic movement.  

Since the SEIM system operates at a much faster imaging speed compared to the point-by-point 

scanning approach used in the conventional OCT and the confocal microscopes, it is able to 

visualize wide-field displacement at a few hundred-hertz frame rate.  In addition, the Doppler shift 



115 
 

can be detected at nanometer sensitivity using the interferometric technique.  

As Doppler shift and Doppler variance rely on phase measurement, the phase stability must 

be optimized to achieve high detection sensitivity.  In our SEI system, data acquisition via the 

waveform digitizer is k-clocked such that the sample points are equally spaced in wavenumber.  

Additionally, the electrical and optical signals are properly delayed using our previously proposed 

method [179] to ensure the necessary phase performance.  It is also possible to adopt a common-

path detection approach by replacing the microscope cover glass which encloses the tracheal 

sample with a wedged window [181].  A common-path setup can scale down the footprint as well 

as ease of use of the device, making the clinical translation more feasible. Since practical 

applications of SEI will take place in a clinical environment, the development of SEI endoscopy 

will stimulate the translation.  Quantification of ciliary beat frequency in vivo using OCT has been 

recently demonstrated[182], but it is limited to a one-axis scan and provides only cross-sectional 

imaging of the mucosa.  The proposed SEI microscopy has the potential to be transformed into a 

rigid endoscope form factor. 

In conclusion, in this report, we described an SEI microscope with a processing scheme for 

studying the beating frequency, direction, and pattern of collective cilia motion.  While the imaging 

system cannot resolve individual cilium, it can detect the motion-induced signal fluctuation 

through interferometry.  Compared to its OCT counterpart, the improved imaging speed enables 

functional extensions that provide additional information on cilia physiology.  This has promising 

applications for investigating the effects of other common toxic gases and aerosolized agents on 

cilia health.  As SEI microscopy may be further developed into the form of an endoscope, the 

ability of quantifying ciliary function in vivo would provide valuable measures for assessment and 

treatment of patients with cilia pathology.  
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Chapter 8  – VISUALIZING BIREFRINGENCE CHARACTERISTICS 

USING POLARIZATION SENSITIVE OCT 

8.1 Overview 

PS-OCT is another major function imaging technique based on OCT. PS-OCT is capable 

of visualizing and quantify the material birefringence. Birefringence is the property of a material 

to alter the polarization state of the light. Typically, PS-OCT requires complex setups with 

additional detector and careful calibration of the polarization state of the incident beam, which 

requires significant modification of the OCT system and high building costs. We present a very 

simple method of constructing a PS-OCT system. An ordinary fiber-based swept-source OCT 

system was reconfigured for PS-OCT by adding a long section of polarization-maintaining (PM) 

fiber in the sample arm. Two polarization modes of a large group-delay difference formed spatially 

distinguished polarization channels. The depth-encoded information on the polarization states 

could be retrieved by an amplitude-based analysis. We found our method provides an economic 

scheme of PS-OCT. It demonstrated that an ordinary OCT system can be easily reconfigured for 

PS-OCT imaging if it has sufficient margins in the imaging range. In addition, this chapter is 

adopted with permission from [183] © The Optical Society. 

8.2 Background and Motivation 

PS-OCT provides a variety of opportunities in tissue imaging with its unique capability of 

acquiring depth-resolved sample birefringence or other polarization properties [184–187]. 

However, difficulties in system implementation and management are major obstacles in clinical 

applications. Bulk-optic construction of PS-OCT, frequently used in earlier development [188], is 
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not compatible for a majority of fiber-optic technologies. Various techniques have been developed 

so far for fiber-based construction of PS-OCT systems with PM fibers or common single-mode 

(SM) fibers [33, 189, 190]. In one of the schemes [191, 192], a swept-source OCT (SS-OCT) 

system based on SM fibers equips a passive delay unit (PDU) which produces polarization-

dependent delays of the OCT signal. The PDU is made of bulk-optic elements or simply a long 

section of PM fiber. Detected by a pair of balanced photodetectors for polarization-channeled 

signal acquisition, full polarization information can be obtained with two polarization states 

incident on the sample in the PDU-based PS-OCT system. With help from auto-calibration 

techniques, such a system is designed to operate robustly against systematic polarization 

variations. However, it requires a specialized design with added system complexity. There are 

several cost-effective approaches based on single cameras for spectral-domain OCT (SD-

OCT)[193–195]. But they still require special configurations in the spectrometer designs or the 

synchronized operation of polarization modulators. 

In many cost-sensitive applications, such an elegant but complicated approach is not 

available. There is a demand for low-cost and ready-to-use technologies that can take advantage 

of the present OCT systems while tolerating some incomplete features of simpler PS-OCT 

systems. Taking aim at those demands, we studied an economic scheme of re-configuring an 

ordinary OCT system to a PS-OCT variant. In our novel scheme, a long section of PM fiber is 

inserted at the sample arm of the OCT interferometer for polarization-dependent delays of a large 

retardation. The resulting OCT image contains a plurality of image replicas separated by the group 

delay difference of the polarization modes. The polarization-sensitive interference can be analyzed 

by the difference between the replicated images. By this scheme, any ordinary OCT system can be 
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easily upgraded to add a useful PS-OCT imaging function if it supports a sufficiently long imaging 

range. 

Constructing depth-encoded polarized detection channels for PS-OCT is not a novel 

approach [196]. Use of a long PM fiber or any type of a passive delay unit can be considered 

instead of using a pair of photodetectors arranged for different polarization channels. This requires 

a means of polarization controls which manages the input polarization state. It may unexpectedly 

increase the system complexity. In Rivet et al.’s demonstration of a simple PS-OCT system [196], 

a bulk-optic module of a large retardation was utilized for depth-encoded polarization detection. 

Their scheme, however, employs a polarizer in their passive optical module for a controlled 

polarization state which complicates the optical design for non-reciprocal operation.  

In this study, we report on a very simple method of PS-OCT system configuration based 

on a delay PM fiber.  

8.3 Methods 

8.3.1 Polarization-Sensitive OCT Design 

Figure 8.1 shows the schematic diagram of our PS-OCT system. It was based on an 

ordinary SS-OCT system operating at a center wavelength of 1.3 m. A MEMS-VCSEL 

(SL131090, Thorlabs Inc.) was used for the swept source. The full optical bandwidth was 100 nm. 

It provided a wide imaging range of 12 mm with low sensitivity roll-offs of less than 3 dB. The 

system was operated at an A-line rate of 100 kHz with a signal sampling rate of 4.0 GS/s. The only 

modification we made to the previously constructed ordinary OCT system was to add a 12-meter 

long PM fiber (PM1300-XP, Thorlabs Inc.) at the SM fiber’s end of the sample arm. An SM fiber 

patch cable of the same length was inserted in the reference arm to match the optical path length. 
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A quarter-wave plate (QWP) was placed right before the objective lens. Not shown in the figure, 

the clock signal output of the swept source was also delayed with a 30-meter long coaxial cable. 

The purpose of using the long SM fiber patch cable and the coaxial cable delay was to match the 

overall signal delay. Those modifications of the system can be implemented with ease to any SS-

OCT system. Note that the light of the swept source is assumed to be naturally polarized. 

Otherwise, a polarizer can be installed at the output of the light source. 

 
Figure 8.1 Schematic of our PS-OCT system. A long section of PM fiber is placed at the sample arm 

while an SM fiber section of the same length is added at the reference arm. The rest of the fibers are all 

SM fibers. 

 

 
Figure 8.2 Definition of the coordinates with the PM fiber axes (a) and FF, FS, and SS image replicas 

obtained by our PS-OCT system (b). 
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The PM fiber utilized in our system is highly birefringent with two linearly polarized (LP) 

eigen-modes. As illustrated in Figure 8.2(a), the light linearly polarized along the x axis (LPx) 

propagates faster than the light linearly polarized along the y axis (LPy) in the PM fiber. As a 

consequence, the OCT image obtained with the PM fiber in place produces repeated images. As 

depicted in Figure 8.2(b), three replicated images can be generated by the roundtrip of the signal 

through the PM fiber. The fast-fast (FF) image is a result of the OCT signal delivered through LPx 

(fast) mode in the roundtrip. The slow-slow (SS) image is produced through LPy (slow) mode in 

the roundtrip. And the fast-slow (FS) image is obtained from the OCT signal which is delivered 

through LPx (fast) mode in one way and LPy (slow) mode in the other way. The axial separation 

between the FF, FS and SS images, denoted by z, equals one-way retardation of the PM fiber in 

the domain of axial delay, z.  Here, z is determined by L/B where B is the beat length and L is 

the fiber length of the PM fiber.  In our system, z was measured to be 2.7 mm with L=12 m. In 

most cases, this amount of separation was sufficiently large enough to avoid spatial overlap of 

those three image segments. 

The polarization composition of the signal returning from the sample can be analyzed if 

the polarization state input to the PM fiber is known. It is required to make the input state either 

LPx or LPy. In this letter, the case of LPx input will be mainly considered. Then, the amplitude 

ratio of two replicated images can be interpreted as that of the different polarization states for the 

returning light. This way provides a simple method of polarization-multiplexed detection with a 

single detection channel. 

8.3.2 Calibration of polarization state 

In our scheme, the polarization controls required for a known input polarization state are 

accomplished by our pre-operational setup procedure of the systematic polarization states. The 
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sample-arm polarization controller (sPC) and the reference-arm PC (rPC) in our system are aligned 

to produce certain image responses. In our polarization setup procedure, an optical reflector, such 

as a mirror, is placed at the sample stage since it exhibits no polarization dependence in its 

reflectance. Our alignment procedure involves the following steps: 

Step 1 – Adjust the sPC for minimizing the amplitude of the SS image. Then, the input and 

the output of the PM fiber are completely in the LPx state. The FF image becomes the 

brightest. 

Step 2 – Set the angle of the QWP to be 22.5 with respect to the x axis. Then, the reflected 

field recoupled to the PM fiber is equally distributed to the LPx state and the LPy state.  

Step 3 – Adjust the rPC for equalizing the amplitudes of the FF image and the FS image. 

Then, the reference field interferes with the sample fields in both polarization states equally. 

Note that the roll-off characteristic of the signal amplitudes is neglected here. 

Step 4 – Set the angle of the QWP to be 45 with respect to the x axis. Then, the sample-

incident light is circularly polarized. From the reflector, the sample field recoupled to the PM 

fiber is completely in the LPy state. The FF image becomes the darkest while the FS image 

becomes the brightest. The system is ready to take PS-OCT images.  

The angle of the QWP can be measured in reference to the geometry of the PM fiber. Or 

one can find the orientation of the x axis by which the QWP maximizes the amplitude of the FF 

image and minimizes that of the FS image after Step 1. Meanwhile, our polarization setup 

procedure discards the SS image by Step 1. The SS image has no chance to get non-zero intensity. 

One can take an alternative approach of discarding the FF image and setting the PM fiber output 

completely in the LPy state in Step 1. Then, the FF image must be replaced by the SS image in all 

the descriptions related to the polarization setup procedure.  
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8.3.3 Mathematical explanation 

The effect of introducing a PM fiber section in our system can be described in simple 

algebra. The QWP acts as a transformer of polarization states. The LPy states at the PM fiber end 

are transformed to circularly polarized (CP) states before the sample. For a single sample 

reflection, the sample-reflected field generated from the sample-incident CP light is a vectorial 

field composed of two orthogonal bases of CP states, 𝑒1̂ and 𝑒2̂. Its interference with the reference 

field, which occurs at the coupler, can be equivalently taken at the exit of the QWP. The equivalent 

reference field, Er, is expressed by 

 𝐸𝑟⃗⃗⃗⃗ (𝑧) =  𝑒1̂𝑎𝑟1𝐸(𝑧) + 𝑒2̂𝑎𝑟2𝐸(𝑧) (8.1) 

where ar1 and ar2 are the amplitude coefficients of the CP components. Here, E(z) is the normal 

field that originates from the source light. Meanwhile, the sample field Es is expressed in the 

same way by 

 𝐸𝑠⃗⃗⃗⃗ (𝑧) =  𝑒1̂𝑎𝑠1𝐸(𝑧 − 𝑧0) + 𝑒2̂𝑎𝑟2𝐸(𝑧 − 𝑧0 − ∆𝑧) (8.2) 

where as1 and as2 are complex amplitudes of the CP components. z is the one-way retardation of 

the PM fiber while z0 is the common-mode delay of the sample fields to the reference which is the 

relative sample position. The detected signal intensity is taken from the sum of those two fields by 

summing up |Er+Es|2 for the two vectorial components. In the complex notation, the interference 

term of cross-correlation intensity, Iint, is obtained by 

 𝐼𝑖𝑛𝑡
2
= 𝑅𝑒{𝑎𝑟1

∗ 𝑎𝑠1𝐸
∗(𝑧)𝐸(𝑧 − 𝑧0) + 𝑎𝑟2

∗ 𝑎𝑠2𝐸
∗(𝑧)𝐸(𝑧 − 𝑧0 − ∆𝑧)} 

(8.3) 

Here, the superscripted asterisk (*) denotes the complex conjugate and Re{} is the operation of 

taking the real part. The Fourier transform of Iint gives the spectral interferogram which is actually 

detected in SS-OCT. And its inverse-transform process gives the A-line profile of OCT imaging. 
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Eq.(8.3) suggests that it contains two replicated responses separated by z. For a large value of z, 

each can be spatially filtered for further processes without spatial overlaps.   

The polarization evolution along the depth in a birefringent sample turns out to be a depth-

dependent ratio of as1 to as2. The first sample surface gives as2=0 by the polarization setup. The 

phase retardation of the sample field, , is found by 

 𝛿 =  𝑎𝑟𝑐𝑡𝑎𝑛(𝑎𝑠1 𝑎𝑠2⁄ ) (8.4) 

for the signal roundtrip. As suggested by Eq. (8.3), the amplitude ratio of as1 to as2 can be found 

from Iint for a known ratio of ar1 to ar2. By Step 3 of our polarization setup procedure, it is set up 

to be unity (|ar1|=|ar2|). Therefore, the retardation can be retrieved from the power ratio of the two 

terms of Eq. (8.3). 

Based on the theory given above, the image signal processing for our PS-OCT can be performed 

with the acquired A-line data. The A-line reflectance profile, denoted by A(z), is obtained by 

absolutizing the inverse Fourier transform of the spectral interferogram. The FF image and re-

shifted FS image are taken by A(z) and A(z+z), respectively. Here, one must take the frequency 

dependence of z, i.e., the differential dispersion into account. Numerical dispersion compensation 

can be applied to each image segment in a different mode. Hence, two A-line profiles of FF and 

FS images, AFF and AFS, are obtained, respectively, by 

 𝐴𝐹𝐹(𝑧) =  |𝐹
−1{𝐽𝑖𝑛𝑡(𝑘) ∙ 𝐷𝐹𝐹(𝑘)}|, 𝑎𝑛𝑑 (8.5) 

 𝐴𝐹𝑆(𝑧 + ∆𝑧) =  |𝐹
−1{𝐽𝑖𝑛𝑡(𝑘) ∙ 𝐷𝐹𝑆(𝑘)}| (8.6) 

where F{} and F-1{} denotes Fourier transform and inverse Fourier transform, respectively. Here, 

Jint is the spectral interferogram which comes from F{Iint}. DFF and DFS are dispersion-

compensation functions for the FF and FS image segments, respectively [54, 179]. And k is the 

wavenumber. DFF can be optimized for the best response of AFF while DFS can be for the best AFS.  
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From the two A-line data given by Eq. (8.5) and Eq. (8.6), the PS-OCT image data can be retrieved. 

The normal A-line profile, Anorm, is obtained by the norm of the A-line reflectance vector as 

 
𝐴𝑛𝑜𝑟𝑚(𝑧) = √𝐴𝐹𝐹

2 (𝑧) + 𝐴𝐹𝑆
2 (𝑧) 

(8.7) 

which makes up a polarization-independent OCT image. In the condition of |ar1|=|ar2|, one can 

assume |AFF| is proportional to |as1| while |AFS| is proportional to |as2|. The sample-induced phase 

retardation is found with the normal profile by  

 
𝛿(𝑧) =  𝑎𝑟𝑐𝑠𝑖𝑛 (

𝐴𝐹𝑆(𝑧)

𝐴𝑛𝑜𝑟𝑚(𝑧)
) = 𝑎𝑟𝑐𝑐𝑜𝑠 (

𝐴𝐹𝐹(𝑧)

𝐴𝑛𝑜𝑟𝑚(𝑧)
) 

(8.8) 

from the FF and FS image data. Compared to the formula of Eq. (8.4), the calculation of Eq. (8.8) 

is more robust in avoiding divided-by-zero errors. By the property of the absolute amplitudes, the 

measured sample-induced retardation ranges from 0 to 90. The spatial derivative of (z) will give 

the strength of the sample birefringence. 

8.4 Results 

8.4.1 Validation using ex vivo rabbit tendon and muscle 

 We tested the accuracy of retardation measurement for our PS-OCT system. A thin 

birefringent plate was used with one-way retardation of ~110. We found an error of ~5 in the 

retardation measurements. Meanwhile, PS-OCT imaging capability of our system was tested with 

a tissue sample of rabbit tendon, ex vivo, with muscle attached to the side. Figure 8.3 (a) shows a 

raw OCT image. There, only the FF and FS image segments are shown for simplicity. The 

characteristic banding pattern was produced by the sample birefringence in each segment. This 

verified that the long PM fiber provided depth-encoded polarization channels in our PS-OCT 

system. To obtain reflectivity and retardation maps from the raw OCT image, two A-lines of AFF(z) 
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and AFS(z+z) were prepared as given by Eq. (8.5) and Eq. (8.6). Each was compensated differently 

in dispersion by a numerical method. At each point of the image, Anorm and  were calculated for 

reflectivity and retardation by using Eq. (8.7) and Eq. (8.8), respectively. Finally, Figure 8.3(a) 

and Figure 8.3(b) show the reflectivity map of the normal OCT image and the image of the 

sample-field retardation, respectively. The effect of the sample birefringence is clearly visualized 

in the pseudo-color map in Figure 8.3(c). The tendon and muscle parts are easily distinguished by 

different levels of birefringence. Owing to the simplicity of our amplitude-based analysis, we have 

succeeded in real-time imaging of reflectivity and retardation [183].  

 
Figure 8.3 Images of rabbit tendon and muscle:  The raw OCT image (a) contains FF and FS image 

segments separated by ~2.7 mm.   The normal image of reflectivity (c) and the map of the sample-field 

retardation (d) were obtained by amplitude-based analysis given by Eq. (8.7) and Eq. (8.8), respectively. 

T: tendon, M: muscle. Scale bar: 2mm. 
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8.5 Discussion 

 In this study, we proposed and demonstrated a very simple configuration of PS-OCT. Any 

Fourier-domain OCT (FD-OCT) system can be reconfigured by simply adding a long section of 

PM fiber or any type of a polarization-differentiating delay unit as long as it has a sufficiently long 

axial imaging range for depth-encoded detections. Our method seems very attractive and 

particularly useful for spectral-domain OCT (SD-OCT) systems which have technical difficulties 

in implementing polarization-channeled spectrometers in pairs. The minimum required axial 

imaging range of OCT for 2-mm PS-OCT imaging is roughly 6 mm for three image segments not 

to collide. An SD-OCT system with good spectral resolution can provide enough margins for 

multiplexed detection.  

 The polarization controllers were manually aligned in our polarization setup procedure. 

We have observed that the systematic polarization states are maintained for at least a few hours if 

all the fibers are kept in a stable environment. Even though our procedure can be easily performed, 

the manual operation needs improvements for convenient and reliable operation. One may notice 

that the sPC can be re-aligned any time even in the middle of imaging after Step 1 of our 

polarization setup procedure. As well, it can be automated with an electrically controlled PC which 

is managed at the lowest amplitudes of the SS image in a closed-loop operation mode. On the other 

hand, alignment of the rPC requires a special condition made by Step 2 and can hardly be 

performed in the middle of an imaging operation. This brings the need for further improvement 

and study to produce fully automated operations. 

 Unlike most SM fiber-based systems, our PS-OCT system keeps a fixed CP state at the 

sample incidence. Likewise, the axes of the polarization detections are also fixed by the PM fiber.  

This allows us to measure the absolute state of polarization for the sample field. We could take 
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advantage of the amplitude-based analysis which is simpler and more robust. To retrieve full 

polarization information including the orientation of birefringence, the signal phases of the two 

polarization channels must be obtained as well. Even with very long fiber delays, previous studies 

suggest that proper signal processing can extract the phase-involved information for PS-OCT 

[191]. However, it can be achieved with added complexity in signal processing and system 

calibration. It is worth noting that the phase errors can be produced by different numerical 

dispersion compensations or image shifting in our scheme, especially involving errors in k-domain 

signal sampling that relate to inaccurate timing synchronization in an SS-OCT system [179] or 

erroneous spectral calibration in an SD-OCT system [197].  

8.6 Summary 

In summary, we proposed a very simple PS-OCT construction scheme with a long PM fiber 

utilized for depth-encoded polarization-multiplexed signal detection. An ordinary SS-OCT system 

was easily upgraded by adding delay fibers and keeping a single balanced photodetector. A 

polarization setup procedure was developed to operate our system at desired polarization states. 

Phase retardation information was successfully obtained from a tissue sample. We believe that our 

method can be a practical alternative for applications which demand an economic way of 

constructing a PS-OCT system. 
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Chapter 9  – TRANSVAGINAL OPTICAL COHERENCE 

TOMOGRAPHY 

9.1 Overview 

Genitourinary syndrome of menopause (GSM) is a condition that arises from a 

physiological decline in estrogen levels and negatively affects more than half of postmenopausal 

women. Energy-based thermal deposition has been explored as a minimally invasive treatment for 

GSM. However, its mechanism of action and efficacy is controversial, in part, due to the lack of 

noninvasive imaging tool for vaginal tissue. Here, we report a clinical translation of transvaginal 

OCT to quantitatively monitor the changes in the vaginal epithelial thickness (VET) during 

fractional-pixel CO2 laser treatment. We performed a clinical study on two post-menopausal 

patients (natural and surgical menopause) experiencing GSM symptoms. The effect of laser 

treatment was evaluated in terms of changes in the VET along the vaginal canal, as shown in the 

transvaginal OCT. A machine learning segmentation based on U-NET was applied to the OCT 

images to assess the thickness distribution of VET. We observed atrophy in VET and reduction of 

vaginal folding in the natural menopause patient. Following the laser treatment, we observed the 

>100 μm increase in the VET in the mid and distal portion of the vaginal wall in the patient with 

natural menopause.  Unexpectedly, the patient with surgical menopause showed little changes in 

VET as well as the improvement in the GSM symptoms. These results demonstrate the potential 

utility of transvaginal OCT endoscope in evaluating the vaginal tissue integrity and tailor vaginal 

laser treatment on a per-person basis, with the potential to monitor other treatment procedures. 
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9.2 Introduction 

Genitourinary Syndrome of Menopause (GSM) is a broad term that describes symptoms 

that arise from a physiologic decline in estrogen levels [198–200]. GSM affects up to 50% of 

women and negatively affects their quality of life with regard to general health and sexual function 

[199]. It is known that estrogen deficiency leads to reduced vascularization, lubrication, tissue 

elasticity, and thinning of the vulva, vagina, and urethra (Fig. 9.1). As a results, post-menopausal 

women suffer from a variety of symptoms—including vulvovaginal atrophy, dryness, burning, 

itching, urinary disorders, and more—that negatively impacts a woman’s quality of life [201–203]. 

Although therapies for alleviating GSM symptoms exist, developments of new and safer GSM 

treatments have been in latency, in parts due to the lack of objective means for quantifying 

treatment outcomes.  

 
Figure 9.1 Structural and functional changes in GSM patients. 
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Due to the safety concerns and even the efficacy of long-term use of topical or systemic 

hormone therapy as the conventional treatment, an increasing number of women are now seeking 

more modern approaches. One contemporary method that is not yet FDA approved for treating 

GSM is the use of energy-based devices, such as a fractional laser. This tool stimulates vaginal 

tissue regeneration to improves the physiological condition of the tissue [204–206]. Nevertheless, 

standardized protocols do not exist for the use of such devices and studies on treatment efficacy 

are inconclusive, warranting further investigation [198]. Limited pathology evidence from human 

studies has demonstrated an increase in vaginal epithelial thickness (VET), vascularization in 

lamina propria, neocollagen, and elastin formation in the genitourinary tract due to the thermally 

induced healing process [204–206]. Although it can provide quantitative information, 

conventional histological data requires biopsy, which is rarely performed on vaginal tissue because 

of its invasive nature. Therefore, the capability to demonstrate clinically significant histology 

comparing treatment-related vaginal tissue changes is of high scientific and clinical value as it can 

provide histopathological information before and over the time course of therapy to monitor and 

optimize the treatment. 

OCT is an interferometric technique that was initially developed to perform “optical 

biopsy” on the posterior eye and coronary artery and, for its minimal invasiveness, has been seen 

well-adapted as a biomedical imaging modality across many specialties in the past two decades 

[207]. Using non-ionizing near-infrared light, OCT can visualize depth-resolved information in 

three-dimension in vivo with a spatial resolution 2-3 order of magnitude higher than that of 

ultrasound imaging. Transvaginal ultrasound exists for evaluating gross anatomical structures but 

lacks the necessary resolution to quantitatively assess human VET and study the underlying tissue 

microstructures [208]. 
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Utilizing the high resolution enabled by OCT, Vincent et al. have previously validated 

VET measurements after treated with nonoxynol-9, a spermicide that causes epithelial disruption 

and thinning, in sheep; they demonstrated the capability of OCT to visualize the epithelial-lamina 

propria interface and epithelial changes after the nonoxynol-9 treatment [209, 210]. Nevertheless, 

the catheter-based OCT imaging system employed by Vincent et al. was limiting in imaging speed 

and scan area, which make it impossible to visualize the entire volume of vaginal canal. Our group 

has recently developed an OCT imaging catheter with wide-field scanning for transvaginal tissue 

imaging in the human vaginal canal in vivo [211]. The small form factor of the imaging catheter 

(outer diameter = 1.2 mm), while providing the benefit of minimal discomfort, cannot allow for 

comprehensive assessment of the human vaginal structure due to its highly folding nature. 

In this study, we describe an OCT-based approach to objectively and accurately quantify 

VET throughout the entire vaginal canal in vivo. We developed a handheld transvaginal OCT probe 

to capture the full volume of human vagina in high resolution, and this enabled us to study the 

effect of vaginal laser therapy based on VET measurements obtained before and after the laser 

treatment. To complement the large number of images obtained through volumetric imaging, we 

applied a deep learning technique to autonomously segment the vaginal epithelium for high-

throughput VET measurement and vaginal reconstruction in 3D. The findings demonstrate the 

efficacy of the proposed transvaginal OCT as a quantitative method for monitoring vaginal 

epithelium health, providing a platform for future pharmacological and medical device 

developments aiming to improve the quality of life among postmenopausal women. 
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9.3 Methods 

9.3.1 Study Design 

All investigations were carried out in accordance with the University of California Irvine 

Institutional Review Board under protocol HS# 2017–3686. For this study, two postmenopausal 

women (one 70-year-old patient with natural menopause, one 45-year-old patient with bilateral 

oophorectomy) were recruited from the Division of Female Pelvic Medicine and Reconstructive 

Surgery at the University of California, Irvine. Both subjects were experiencing GSM symptoms 

and received pixelated fractional CO2 laser micro-ablation treatment with FemiLift (Alma Lasers 

Inc., IL). Baseline OCT images were acquired before the laser treatment and post-treatment OCT 

images were acquired 4-6 weeks after one laser ablation.  

During the OCT measurement, patients were positioned in dorsal lithotomy. Prior to the 

image acquisition, a small amount of water-based vaginal lubricants was applied to the probe outer 

surface. The transvaginal probe was inserted into the patient's vagina and navigated to the cervix 

to obtain a full vaginal length scan. Once the OCT catheter was in position, the centerpiece of the 

transvaginal probe was withdrawn to obtain a 360-degree image of the entire vaginal canal.  

9.3.2 Transvaginal optical coherence endoscopy 

The OCT imaging system is based on a 1.3 μm swept-source laser, which is similar to what 

we have described in our previously study using a different laser source [211]. For in vivo imaging 

of the full vaginal canal, we designed a handheld transvaginal endoscope based on the previous 

catheter-based endoscope. Since the vaginal canal is highly elastic and creates folding structures 

if the size of the endoscope is too small, we designed a clear oblong-shape outer protective cover 

with an outer diameter of 12 mm and a length of 150 mm (Figure 9.2). To acquire a concentric 
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scanning of the endoscope, we designed a centerpiece consists of a rotational bearing and a 3D 

printed support. The centerpiece can also slide across the oblong-shape cover so that full vaginal 

canal scanning can be obtained. In this study, the endoscope was rotated at 3,000 rpm driven by 

an external rotary junction (MJP-SAP-131, Princetel Inc., NJ). Volumetric OCT scanning of the 

entire vagina was obtained by withdrawing the probe at approximately 2 mm/s. The full scan of 

vaginal scan was completed within 40 seconds.  

 

Figure 9.2 Handheld transvaginal OCT endoscope schematic. (A) 3D rendering of the transvaginal 

endoscope. (B) Centerpiece of the endoscope which provide helical scanning of the tissue. The rotation 

of the catheter-type endoscope is supported by a rotational bearing. 

 

9.3.3 Automated epithelium thickness measurement  

We extracted the VET from the OCT images using machine learning segmentation. In the 

vaginal OCT images, VET represents the dark layer between strongly reflecting the mucus layer 

and lamina propria. In this study, we applied a convolutional neural network (CNN) based on U-

Net to locate and extract the VET. First, all the OCT images were converted to the polar coordinate 
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system and re-sized to 256 x 256-pixel images using interpolation. To train the U-NET model, 48 

OCT images were selected from four 3D OCT data sets and the VET was manually labeled by an 

experienced OCT reader. Among all the labeled images, 12 images were used to evaluate the 

accuracy of the model and 36 images were used to train the model. Dice similarity coefficient 

below is used to evaluate the training accuracy. Dice coefficient can be calculated as 

2|X∩Y|/(|X|∪|Y|), where X is prediction and Y is ground truth (manual label). 

9.3.4 Statistical Analysis  

Statistical analyses were performed using R (version 3.5.1). Arithmetic mean were 

compared using Wilcovon-Mann-Whitney test after the differences in the variances were tested. P 

values of less than 0.05 were considered statistically significant.  

9.4 Results 

9.4.1 Transvaginal OCT of human subjects 

Folds naturally exist in human vagina and can create artifacts during OCT imaging. As the 

vaginal canal is highly elastic, imaging artifacts caused by vaginal folds can be reduced by proper 

sizing of the imaging probe. Here, we designed an imaging probe that can freely rotate and 

translate, concentrically, within an oblong-shaped protective cover, which has a 12-mm outer 

diameter and a 150-mm length. Driven by an external DC motor, the imaging probe was rotated at 

50 revolutions per second, acquiring OCT images at a rate of 50 frames per second. Volumetric 

OCT of the entire vaginal canal was achieved by manually withdrawing the probe at approximately 

5 mm/s. 

Two postmenopausal women were recruited for the study: a 70-year-old with natural menopause 

and a 45-year-old with bilateral oophorectomy wearing an estrogen ring. Both subjects reported 
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experiencing GSM symptoms and received one-time pixelated fractional CO2 laser treatment 

(FemiLift, Alma Lasers Inc., IL). Transvaginal OCT was performed to image the entire vaginal 

canal before and 4-6 weeks after the laser treatment. Both participants were imaged in a standard 

gynecologic examination room. The patients were positioned in dorsal lithotomy during OCT 

imaging. A small amount of water-based vaginal lubricant was applied to the surface of the 

protective cover of the imaging probe before the clinician maneuvered the transvaginal probe into 

the vagina. The distal tip of the imaging probe was navigated to the cervix for obtaining the full 

volume of the vaginal canal. Once positioned, an operator initiated the probe rotation and 

translation within the protective cover to acquire the data. Scanning of the entire vaginal canal was 

completed within ~40 seconds. The patients reported only minimal discomfort from the insertion 

of the protective cover and the motion caused by the rotating probe. 

9.4.2 Vaginal OCT images 

A total of 4 datasets were collected from the two patients. OCT images demonstrate a 

penetration depth of approximately 1.5 mm into the vaginal wall and can resolve the mucus, 

epithelium, lamina propria, and venous plexuses (Fig. 9.3). The epithelium layer had lower pixel 

intensity due to its less scattering optical property with respect to the mucus and lamina propria. 

The boarders between the mucus and the epithelium, as well as between the epithelium and the 

lamina propria were well-demarcated and easily differentiated visually by clinicians. As opposed 

to our previous study, the protective cover that slightly extends the vaginal wall allows for imaging 

of more surface area, and thus revealed the heterogeneity of vaginal epithelium including rete 

ridges. Generally, the distal region of the vagina had thicker epithelium and more vaginal folds. 
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Figure 9.3 In vivo OCT imaging of a 70-year-old menopausal patient. (A) Schematic of in vivo human 

imaging and the placement of endoscope. (B) Transvaginal OCT endoscopy image of the proximal 

vagina near cervix with an expanded view (B2-D2) and the highlight of VEL (B3-D3). (C) OCT image 

acquire at proximal vagina. (D) OCT image acquired at distal vagina near the opening. The white arrows 

indicate vaginal folding and the yellow arrows indicate VEL.   

 

9.4.3 Autonomous segmentation of VET 

A deep learning algorithm based on U-Net architecture was developed and trained to 

autonomously perform tissue segmentation to identify VET [86]. The resulting Dice coefficient 

was 0.775. Volumetric renderings of VET based off the segmented data were generated, and the 

3D vaginal canal reconstruction of the natural menopause patient is presented in Figure 9.4. The 

reconstructions of VET from the four datasets demonstrated location dependency of the features 

and structures within the vaginal canal. As shown in Figure 9.4, the vaginal wall appeared to be a 

more level topography with thinner overall VET in the proximal region. The mid-section of the 

canal showed the transition from the proximal region to the distal region, where abundant vaginal 
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folds exist and VET was visibly thicker. In the distal opening, parts of the labia minora can be 

identified. 

 
Figure 9.4 Three-dimensional reconstruction of vaginal epithelium. (A) 3D rendering of the entire 

vaginal canal showing the VEL thickness and surface topology of a menopausal patient. (B-D) flythrough 

views of VEL feature at distal (B), mid (C), and proximal (D) vagina. 

9.4.3  OCT for assessing laser treatment efficacy 

We visualized the VET distribution before and 30 days after the laser treatment for the two 

menopause patients (Figure 9.5 A&B).  The mean VET of the natural menopause patient showed 

significant increase, from 130±26 μm to 181±54 μm after the laser treatment (p < 0.05), which 

was more than one standard deviation of the baseline VET. However, the mean VET of the surgical 

menopause patient does not change significantly (from 296±36 μm to 293±36 μm, p=0.246). 

Second, we plotted the VET along the vaginal canal (Figure 9.5C&D). For the natural menopause 
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patient, we found the mid- to distal-vagina had the most significant changes in the VET. For the 

surgical menopause patient, there were little noticeable changes in the mean VET.  

 
Figure 9.5 Morphological comparison of menopausal patients before and after laser. (A) Reconstruction 

of 70-year-old patient’s VET with natural menopause. (B) Reconstruction of 40-year-old patient’s VET 

with surgical menopause.  (C and D) VET measured at different anatomical locations along the vaginal 

canal. The vertical axis indicates the thickness in um and the horizontal axis indicates the anatomical 

location. 

 

9.5 Discussion 

In this study, we investigated the use of transvaginal OCT and the accompanying computer 

vision technique as a minimally invasive method to evaluate tissue-level response to the CO2 laser 

ablation therapy in human subjects. The OCT probe design enables 3D capturing of the entire 

vaginal canal, allowing for visualizing the longitudinal changes of vaginal microanatomy that 

provide insights into vaginal health. Since volumetric scanning yields hundreds of images per scan, 

we developed a deep learning algorithm based on the U-NET architecture and demonstrated its 



139 
 

utility for high-throughput analysis. As such, VET measurements can be speedily obtained during 

the patient’s visit, and such quantitative patient-specific information may personalize the 

treatments for GSM symptoms as it can identify the regions within the vagina that require further 

or less intervention. 

The capability of visualizing depth-resolve tissue microanatomy in the vagina, in vivo, 

allows for direct measures of morphological and pathophysiologic response to therapy. In the case 

of assessing laser therapy as presented in this study, our approach helps identify the regions that 

the laser ablation may be effective. This provides valuable feedbacks for optimizing energy-based 

devices for relieving GSM symptoms by fine-tuning parameters such as duration, dosage, and 

frequency based on locations. With the ability to quantify vaginal tissue health, the utility of 

transvaginal OCT can be further extended to evaluating the efficacies of other types of 

interventions, such as topical estrogen, systemic hormone replacement therapy, or non-medicated 

topical moisturizers. At present, clinicians primarily collect feedback through patient-reported 

outcome measures. Gauging the response to therapy with quantifiable OCT measurements will 

provide an objective approach to screen patients that can benefit from the laser treatment, evaluate 

the treatment performance, and aid the development of new devices and pharmaceuticals. 

Two postmenopausal patients undergoing CO2 laser treatment were evaluated using OCT 

in this study, and both reported little to no discomfort during the imaging. In our previous study, 

we showed that VET differs among premenopausal, perimenopausal, and postmenopausal women, 

with the postmenopausal category having the thinnest VET. In this study we demonstrated the 

association between VET and estrogen such that the younger post-menopausal woman wearing an 

estrogen ring had a thicker VET than the estrogen deficient older woman. This confirms that VET 

decreases with age and/or reduced estrogen level. The average VET of the 70-year-old patient 



140 
 

increased 1 month after the laser therapy, supporting the previous clinical findings that laser 

ablation promoting epithelium proliferation in the vagina [212, 213]. Conversely, the 45-year-old 

surgical menopause patient had minimal change in VET, suggesting that estrogen status, age and 

perhaps the mechanism of menopause (i.e., natural vs. surgical) impact response to laser 

microablation. 

Of further interest was the variation in VET along the vaginal length in the 70-year-old 

patient. Specifically, the proximal vagina was noted to have a thicker VET with a clear transition 

point compared to the mid and distal vagina. After laser ablation, the mid and distal vagina 

demonstrated a greater change in VET. These findings suggest that OCT imaging may be able to 

resolve microstructure variations that support the dual-embryologic origin of the vagina. 

Specifically, the leading theory on uterovaginal development suggests that the proximal 1/3 of the 

vagina arises from the paramesonephric ducts while the distal 2/3 of the vagina derives from the 

urogenital sinus [214, 215]. Thus, the differentiation visualized on OCT supports this concept.  

The present observation demonstrated the VET can be recovered to some extent as a result of 

therapy. In addition, several features of vaginal tissue that we observed using transvaginal OCT in 

human has not been seen previously. Spatial distribution of VET provides insights into laser micro-

ablation treatment strategies, as it suggests the changes in the tissue is highly heterogeneous. 

Further investigation of light-based imaging of the capillaries net in the lamina propria, and 

elasticity of the vaginal wall may offer a new concept of scientific data about age-related changes, 

lubrication, and control of urination. 
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Chapter 10  – Summary and Conclusion 

10.1 Summary of Work 

This thesis explores digital quantification and functional imaging techniques for improving 

the clinical utility of endoscopic OCT in airway imaging. OCT provides reflectance imaging of 

tissue cross-sections with micrometer resolution in near real-time using a nondestructive method. 

In addition, OCT can be readily incorporated into clinical endoscopy as the scanning portion can 

be made into a flexible fiber optic probe. However, there are number of limitations in OCT for 

accurately assessing early changes in tissue microarchitecture and function in airway inhalation 

injuries. The motivation of this thesis is to enhance diagnostic capability of endoscopic OCT in 

detecting subtle tissue alterations through automated quantitative analysis and functional OCT 

imaging techniques.  

 The investigations for this thesis included ex vivo tissue imaging, post-mortem animal 

models, in vivo animal models, and in vivo human studies. Extensive studies were conducted using 

toxic-inhaled animal models including methyl-isocyanate and smoke inhalation injuries. 

Compared to traditional OCT image analysis, automated tissue segmentation techniques provide 

a means to detect airway tissue damage with much higher accuracy and sensitivity in a shorter 

processing time. In addition to automated analysis, new functional OCT imaging techniques that 

do not only rely on tissue backscattering were explored in the second half of this thesis to obtain 

additional tissue contrast for monitoring the progression of airway injury. Finally, these studies 

inspired new ideas for application of endoscopic OCT in gynecology, including image-guided 

vaginal laser ablation therapy.  
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Previous airway studies have demonstrated the ability of endoscopic OCT to visualize 

airway shape and tissue substructure, but analysis of the images mostly relied on human 

interpretation. In some studies, correlation with histology were established [216]. However, early 

tissue changes in airway inhalation injuries are typically subtle and difficult to identify. Typically, 

manual segmentation of large volume data is needed to get more accurate information of early 

physiological changes [138] which is time-consuming and labor intensive and can reduce its 

usefulness as a real-time guidance tool in a clinical setting. To address this limitation, we 

developed and applied an automated tissue segmentation algorithm based on dynamic 

programming method.  

First, we introduced a method to quantitatively assess MIC-induced airway injuries in a rat 

model. Current methods for understanding toxin-exposed airway injuries are limited by cost, labor 

time, or accuracy and only provide indirect or localized information of an obstructed airway 

structure. Therefore, there exists a need to develop a new imaging and quantitative analysis tool. 

One limitation for gathering information in a rodent model after toxic gas exposure using an 

endoscope is the probe size necessary for accessing the small, narrow, and partially obstructed 

trachea. Hence, we designed a 0.4-mm-diameter miniature endoscopic OCT probe for 

investigating the structural changes in rat trachea after MIC inhalation. We adopted a lens-free 

fiberoptic design and stepwise transitional core structure for a high-resolution ultra-thin 

endoscopic probe. An automated 3D visualization and segmentation algorithm based on dynamic 

programming was implemented so that anatomical changes, such as lumen volume and cross-

section areas, could be quantified. We demonstrated narrowing near the upper trachea as a result 

of epithelial detachment and extravascular coagulation in the trachea of a post-mortem rat after 

exposure to MIC.  



143 
 

Endoscopic OCT combined with automated segmentation can also be applied to smoke 

inhalation injury. Using a porcine model, we assessed in vivo proximal airway volume after smoke 

inhalation injury using automated OCT segmentation and correlated the OCT volume 

measurement to lung function for rapid indication of acute respiratory distress syndrome (ARDS). 

ARDS is a severe form of acute lung injury with a mortality rate of up to 40%, which requires 

early management through sensitive imaging tools and robust analysis software. We found 

significant decrease in the OCT airway volume after smoke inhalation. The study also 

demonstrated that the decrease in the airway volume was more prominent in the animals that 

developed ARDS after injury. In addition, proximal airway volume was correlated with respiratory 

parameters, including peak inspiratory pressure (r=0.48, p <0.001), compliance (r=0.55, p <0.001), 

resistance (r=0.35, p <0.01), MT (r=0.60, p <0.001), and PiO2-to-FiO2 ratio (r=0.34, p <0.01). 

This demonstrates the capability of OCT to quantify both tissue changes and respiratory function 

changes after inhalation injuries which can be used to predict the clinical outcome at an early stage.  

Along with the automated analysis technique, three functional OCT-based imaging 

techniques were also developed for airway application. First, we presented a method to obtain an 

accurate airway compliance measurement by correcting non-uniform distortion (NURD) in a 

micromotor imaging catheter. The method corrects the distortion in the image by first identifying 

the wire artifact and then segmenting the nonlinear surface profile of the plastic sheath through 

dynamic programming. Since the probe is positioned nonconcentric relative to the sheath, the 

surface profile of the sheath appears nonlinear in the polar coordinate image, which can be used to 

effectively correct the local distortion in the image. Since the proposed method does not require 

correlating the tissue signal, real-time correction of the NURD can be performed without relying 

on the tissue contrast. To demonstrate feasibility, we acquired dynamic OCT images of human 
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nasopharynx during the respiratory cycle. Regional compliance measurements showed a larger 

compliance value in the adenoid tissue as compared to the soft palate in the same cross-sectional 

plane.  

A new imaging technique called spectrally encoded interferometric microscopy (SEIM) 

was developed and demonstrated for visualization of cilia motion in the airway. The SEIM 

technique is capable of detecting nanometer displacement at kilohertz frame rates by employing a 

rapidly wavelength-sweeping laser and a spectral disperser. In this study, we compared different 

SEIM processing algorithms based on Doppler shift and decorrelation for visualizing dynamic 

cilia movement. We found that the phase-resolved Doppler method after phase stabilization and 

bulk motion correction provides the highest sensitivity for cilia beating measurement compared to 

phase-resolved Doppler variance (PRDV) and intensity-based Doppler variance (IBDV) methods. 

The feasibility of the method was tested on a freshly excised rabbit trachea immersed in cell culture 

medium under a temperature-controlled environment. In addition to the cilia beating cycle, 

traveling waves caused by the coordinated cilia motion in an excised tissue were visualized for the 

first time. The results collectively demonstrated the potential clinical utility of this technique to 

monitor respiratory function and therapeutic responses. 

Next, we presented a very simple and robust method of constructing a PS-OCT system that 

can be applied to airway imaging. PS-OCT is capable of visualizing and quantifying the material 

birefringence, which is the property of a material to alter the polarization state of the light. In the 

airway, smooth muscle and collagen-rich tissues are known to have high birefringence. Typically, 

PS-OCT requires complex setups with additional detectors and careful calibration of the 

polarization state of the incident beam, which requires significant modification of the OCT system 

and high building costs. In our case, an ordinary fiber-based swept-source OCT system was 
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reconfigured for PS-OCT by adding a long section of polarization-maintaining fiber in the sample 

arm. Two polarization modes with a large group-delay difference formed spatially distinguished 

polarization channels. The depth-encoded information on the polarization states could be retrieved 

by amplitude-based analysis. We found our method provides an economic scheme for PS-OCT  

 Finally, a new application of endoscopic OCT was explored in gynecology in this thesis. 

Despite the emerging market of energy-based devices to treat Genitourinary Syndrome of 

Menopause (GSM) in menopausal women, the exact effect of the laser on vaginal tissue remains 

poorly understood. We developed a point-of-care endoscopic imaging system based on OCT to 

obtain information on three-dimensional structural changes in vaginal epithelium during laser 

treatment. We evaluated two post-menopausal patients (natural and surgical menopause) 

experiencing GSM symptoms. While we observed more than a 100 μm increase in vaginal 

epithelium thickness in the natural menopause patient following laser treatment, the patient with 

surgical menopause showed no significant changes in vaginal epithelium thickness as well as GSM 

symptoms. These results demonstrated that the transvaginal OCT endoscope may provide 

clinicians and scientists with an important tool for screening the patients that will benefit from the 

laser, monitor the progression of laser therapy, and evaluate the tissue response from the laser 

treatment and further individualize treatment strategies.   
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10.2 Future Studies 

This section briefly describes some possible future research directions for this research 

area. The main topics are summarized and discussed in detail below.  

10.2.1 Integration of optical coherence tomography angiography (OCTA) to the 

transvaginal endoscope  

In chapter 9, we described the development and evaluation of a novel transvaginal OCT 

endoscope for assessing vaginal health and monitoring the treatment progression. The image-based 

vaginal health index was based on the epithelium thickness as it correlates with the estrogen level. 

In post-menopausal women, it is known that estrogen deficiency also leads to reduced 

vascularization and decreased blood flow within the vaginal lamina propria [217]. Therefore, the 

clinical value of being able to non-invasively visualize and measure microvascular networks over 

time in diseased genitourinary tissue holds tremendous potential. In the future, an OCT 

angiography technique can be incorporated to the transvaginal imaging probe.  OCTA and Doppler 

OCT are functional extensions of OCT, which allows for visualization of vascular networks and 

flow velocity within microvessels at different tissue depths [58, 59, 218, 219]. To successfully 

integrate OCTA technology into the vaginal endoscope, several aspects need to be taken into 

account. First, we will increase the lateral resolution of the intravaginal endoscope by using an 

optical relay system instead of fiber optics as illustrated in Figure 10.1. The new OCTA imaging 

probe will consist of a collimator, a high-speed 2-axis scanner, a series of relay lenses, and a 45° 

reflective mirror. High lateral resolution is required to resolve microvasculature with a small vessel 

diameter. Since the lateral resolution is proportional to the numerical aperture, we will use a half-

inch lens in order to increase the entrance pupil diameter. In addition to the lateral resolution, speed 

and stability of scanning are other important considerations for creating a clean OCTA image since 
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they rely on the speckle fluctuation or phase shift from blood vessels. In addition, OCTA and 

Doppler OCT typically scan the same area repeatedly to improve the imaging contrast so the 

scanning speed needs to be fast enough to avoid bulk motion as well as prolonged image 

acquisition. To achieve high-speed and high-stability scanning, a high-speed 2-axis galvanometer 

scanner can be incorporated. With 400 kHz sweeping-rate laser, fast-axis scanner will have a 1-

kHz scanning rate for acquiring a volume of 400x400 A-lines in less than 0.4 seconds. The OCT 

light enters the handheld probe with a beam diameter of 4 mm through a collimator, and the 

collimated beam scans using a 2-axis scanner. To effectively utilize the 2-axis scanning, we will 

employ the bidirectional scanning scheme rather than the conventional unidirectional scanning 

pattern to improve the acquisition speed [220]. Similar to the cilia imaging discussed in Chapter 

7, OCTA and Doppler contrast can be constructed through different processing methods, including 

phase-resolved Doppler, phase-resolved Doppler variance, and intensity Doppler variance. The 

clinical value of being able to non-invasively visualize and measure microvascular networks over 

time in diseased genitourinary tissue holds tremendous potential. 

 

 
Figure 10.1 Schematic of OCT/OCTA endoscope and optical relay system. 
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10.2.2 Integration of optical coherence elastography (OCE) capability to the transvaginal 

endoscope 
 

 

While OCT/OCTA can provide information on structural integrity and blood supply, OCE 

can evaluate tissue elasticity of collagenous tissue. OCE uses optical imaging to resolve tissue 

stiffness with high spatial resolution.  In pelvic medicine, OCE will be a viable tool for obtaining 

the elasticity of genitourinary epithelium and lamina propria before and after laser treatment.  To 

integrate OCE into the transvaginal endoscope, we propose two methods for elasticity 

quantification: transverse shear wave [221, 222] and compression-based [117, 222, 223] (Figure 

10.2).  

 
Figure 10.2 Schematic of PZT excitation and OCT detection. In the transverse shear wave OCE 

method, a small PZT actuator pushes the tissue. In the compression based OCE method, a ring PZT 

actuator is attached to a cover plate to induce tissue vibration.  

 

Shear wave method: The shear wave-based approach is one of the most commonly used 

OCE methods since the shear wave propagation speed in tissue directly correlates to the Young’s 

modulus, and imaging the tissue displacement induced by a shear wave can recover the quantitative 

elasticity. We previously demonstrated a shear wave method based on confocal excitation to 

quantify the mechanical properties of retinal layers in vivo [222, 223]. To generate a transverse 
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shear wave, an excitation source will be configured next to the scanning area. We will use a small 

piezo transducer (PZT) to generate a synchronized movement at a 10-μm travel distance. The distal 

face of the piezo transducer will be fixed to the imaging window so that its movement perturbs the 

tissue to generate shear waves. To remove the boundary effect from the imaging window that can 

restrict and dump the shear wave, we will add a guiding channel to steer the wave propagation.  

Compression-based method: This method calculates tissue elastic properties by measuring 

the vibration amplitude induced by an actuator [117, 222, 223]. To generate a controlled vibration 

motion with a specific frequency, a ring piezo transducer will be attached to the imaging window 

in the outer plastic cover as illustrated in [Figure 10.2 (b)]. Through finite element modeling, we 

have demonstrated that the rapid bulk movement of the imaging window will generate a tissue 

vibration in the same direction as the applied force in which the vibration amplitude is correlated 

with the elasticity [224]. Therefore, we can apply piezo movement at 1 kHz with a travel range of 

±10 μm to generate local tissue strain from the oscillation. To obtain a quantitative assessment of 

Young’s modulus, we will use a calibration layer to measure local stress applied to the tissue. The 

calibration layer is made of transparent silicone with elasticity similar to the tissue, which will then 

be used to measure the force exerted by the PZR. To ensure complete contact with the tissue, we 

will apply a preload of 10-μm to the PZT.   

Data acquisition: To produce 3D data, the piezo force will be exerted, and OCT data will 

be collected over multiple lines of sight. The wave propagation or vibration in tissue will be 

recorded using previously demonstrated M-mode methods. The Doppler OCT algorithm will be 

used to quantify the displacement, ∆d, in the axis of excitation with high sensitivity, as described 

by the equation below [61, 63, 222, 223, 225]: 
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∆𝑑 =

∆𝜑(𝑧)

4𝜋𝑛
𝜆 (10.1) 

where 𝜑(𝑧) is the Doppler phase shift at depth z between sequential scans calculated by Eq. (10.1) 

and 𝑛 is the refractive index of the tissue. The shear wave propagation in 3D can be visualized 

over time with a single burst for every B-scan, and thus, the shear wave velocity 𝑉𝑥,𝑧  can be 

measured for the 3D volume. The shear modulus, μx,z, can be calculated from Eq. 10.2 [222, 226]: 

 𝜇𝑥,𝑧 = 𝜌𝑥,𝑧 ∙ 𝑉𝑥,𝑧
2  (10.2) 

10.2.3 Ultra-sensitive detection of airway epithelium damage based on cilia motion 

In Chapter 7, we introduced a new imaging technique based on OCT to assess cilia beating 

motion. To demonstrate our methods, we investigated healthy cilia using different processing 

methods and acquisition parameters. In the future, we can evaluate the ciliary damage caused by 

foreign pathogens and toxic gases, including chlorine. Chlorine is a toxic chemical that has led to 

several mass poisonings caused by industrial accidents in the United States and globally, as well 

as being used as a chemical weapon in many recent conflicts.  Since chlorine directly damages the 

lining of the upper airway, there is a possibility that cilia and mucociliary transport will be the first 

to get affected by the chemical exposure in the airway. If this hypothesis is proven to be true, we 

can use cilia to detect inhalation injury at an early stage and predict severity. Additionally, we can 

use cilia as indicators to find a region of intact tissue and selectively treat regions with more severe 

damage.  
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