
UC Irvine
UC Irvine Electronic Theses and Dissertations

Title
A Study of Voltage-Gated Ion Channels and the Anomalous Diffusion of Membrane Proteins 
using Molecular Simulations

Permalink
https://escholarship.org/uc/item/0r66583p

Author
Geragotelis, Andrew Damien

Publication Date
2019
 
Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/0r66583p
https://escholarship.org
http://www.cdlib.org/


 
 

 
UNIVERSITY OF CALIFORNIA, 

IRVINE 
 
 
 

A Study of Voltage-Gated Ion Channels and the Anomalous Diffusion of Membrane Proteins 
using Molecular Simulations 

 
DISSERTATION 

 
 

submitted in partial satisfaction of the requirements 
for the degree of 

 
 

DOCTOR OF PHILOSOPHY 
 

in Chemistry 
 
 

by 
 
 

Andrew Damien Geragotelis 
 
 
 
 
 
 
 
 

                                                               
 
 

         Dissertation Committee: 
                               Professor Douglas J. Tobias, Chair 

                                     Professor Ioan Andricioaei 
                                              Associate Professor Francesco Tombola 

 
 
 
 
 

2019 



 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

Chapter 3 © 2019 Elsevier Inc. 
All other materials © 2019 Andrew Damien Geragotelis 

 



ii 
 

DEDICATION 
 
 

 
To 

 
 

my parents, Mary and Nick,  
and my brother, Jeremy 

 
 
 

  



iii 
 

TABLE OF CONTENTS 
 

                           Page 
 
LIST OF FIGURES                          vi 
 
LIST OF TABLES                         ix 
 
ACKNOWLEDGMENTS                         x 
 
CURRICULUM VITAE                        xi 
 
ABSTRACT OF THE DISSERTATION                        xiv 
 
CHAPTER 1: Introduction                     1 

1.1 Molecular dynamics simulations  1 
1.2 Diffusion processes  4 

1.2.1 Normal Brownian motion  4 
1.2.2 Classification of the diffusion as normal or anomalous 4 
1.2.3 Types of subdiffusion  6 

1.3 Bibliography  9 
 
CHAPTER 2:  Open-state model of human Hv1 from microsecond simulation                     12 
 2.1 Background                             12 
 2.2 Methods    14 
  2.2.1 Model construction   14 
  2.2.2 Molecular dynamics simulations   15 
  2.2.3 Microsecond timescale simulation details   15 
  2.2.4 Docking of 2GBI   16 
 2.3 Results    17 
 2.3.1 Equilibrated structure of Hv1 in a membrane   17 
 2.3.2 Simulations under transmembrane potential   18 
 2.3.3 Calculated gating charge shows movement of S4 helix  20 
 2.3.4 Docking calculations of 2GBI   22 
 2.3.5 Internal crosslink inhibits conduction   23 
 2.4 Discussion    25 
  2.4.1 Changes in the resting state profile   26 
  2.4.2 Comparison with other models   27 
  2.4.3 Activation by a three-click mechanism   30 
  2.4.4 Other structural features   31 
  2.4.5 Concluding remarks   32 
 2.5 Bibliography    33 
 
CHAPTER 3:  Voltage-Dependent Profile Structures of a Kv-Channel via Time-Resolved 

Neutron Interferometry                                                      39 
 3.1 Background    39 



iv 
 

 3.2 Materials and Methods   42 
  3.2.1 Expression and purification of KvAP protein   42 
  3.2.2 Specimens for interferometry experiments   43 
  3.2.3 Electrochemical cell for neutron interferometry experiments  44 
  3.2.4 Design of the neutron interferometry “pump-probe” experiment  45 
  3.2.5 X-ray interferometry data collection   47 
  3.2.6 Time-resolved neutron interferometry data collection   47 
  3.2.7 X-ray interferometry data analysis   48 
  3.2.8 Time-resolved neutron interferometry data analysis   48 
  3.2.9 Estimation of error propagation in the interferometry data analysis  48 
  3.2.10 Modeling the voltage-dependent nSLD profiles   50 
 3.3 Results    52 
  3.3.1 Folding KvAP at the solid-liquid interface   52 
  3.3.2 Time-resolved "pump-probe" neutron interferometry   58 

  3.3.3 Modeling the nSLD profile for the activated, open state of the KvAP protein 
within a hydrated POPC bilayer membrane   64 

  3.3.4 Modeling the difference ΔnSLD profiles between the deactivated, closed 
state and activated, open state of the KvAP protein within a hydrated POPC 
bilayer membrane   67 

  3.3.5 Modeling the difference ΔnSLD profile for water between the deactivated, 
closed state and activated, open state of the KvAP protein within a hydrated 
POPC bilayer membrane   71 

 3.3 Discussion    73 
 3.4 Conclusion    75 
 3.5 Bibliography    77 
 
CHAPTER 4:  Anomalous diffusion of peripheral membrane signaling-proteins from long 
Molecular Dynamics simulations   80 
 4.1 Background    80 
 4.2 Methods                                  84 
  4.2.1 C2 domain model setup   84 
  4.2.2 PH domain model setup   85 
  4.2.3 POPC bilayer model setup   86 
  4.2.4 Mixed bilayer model setup   86 
  4.2.5 Equilibration simulation details   87 
  4.2.6 Production run on Anton   87 
 4.3 Results    88 
  4.3.1 Stability of protein orientations   88 
  4.3.2 Analysis of the 2-D trajectories   98 
  4.3.3 Dependence on the measurement time   104 
  4.3.4 Autocorrelation of the displacements   104 
  4.3.5 Variation in the increments   105 
  4.3.6 Ensemble quantities for the POPC bilayer   107 
 4.4 Discussion    108 
 4.5 Bibliography    110 
  



v 
 

CHAPTER 5:  Classification of the subdiffusion of the Piezo1 mechanosensitive ion channel 
from single-particle tracking experiments   114 
 5.1 Background    114 
 5.2 Methods    116 
  5.2.1 Mouse embryonic fibroblast culture   116 
  5.2.2 Drug treatment of Piezo1   116 
  5.2.3 Cell staining   116 
  5.2.4 Total internal reflection fluorescence microscopy   117 
  5.2.5 Piezo1 particle tracking   117 
  5.2.6 Defining mobile trajectories   118 
 5.3 Results    119 
  5.3.1 Piezo1 trajectories display anomalous subdiffusion   119 
  5.3.2 Non-ergodicity for the subdiffusion   123 
  5.3.3 Absence of a fractal structure   126 
  5.3.4 Correlations in the motion   127 
  5.3.5 Disruption of actin yields an interesting transition   129 
 5.4 Bibliography    131 
 
 
 
 
 
  



vi 
 

LIST OF FIGURES 
 
                                Page 
 
Figure 1.1  A representation of the MSD for the various types of diffusion                  6 
 
Figure 1.2  Representations of the three primary models of subdiffusion 7 
 
Figure 2.1 MD simulation of the human Hv1 in a hydrated lipid bilayer                     18 
 
Figure 2.2 Pore water profiles for the down-state and up-state 20 
 
Figure 2.3 Calculated gating charge for hHv1                          21 
 
Figure 2.4 Binding of the Hv1 inhibitor, 2GBI, and MD equilibration                       22 
 
Figure 2.5 Internal crosslink                            25 
 
Figure 2.6 Structural alignment of the equilibrated unpolarized Hv1                       27 
 
Figure 2.7 Number density of selected residue side-chain atoms and water                28 
 
Figure 2.8 Angle of rotation for the S4 helix as it translates upwards 31 
 
Figure 3.1 Fresnel-normalized x-ray interferometry data 53 
 
Figure 3.2 Folding KvAP at the solid-liquid interface 56 
 
Figure 3.3 Time-resolved ‘‘pump-probe’’ neutron interferometry 59 
 
Figure 3.4 Experimental voltage-dependent profile structures  61 
 
Figure 3.5 Experimental voltage-dependent profile structure for water 63 
 
Figure 3.6 Modeling the nSLD profile for the activated, open state 65 
 
Figure 3.7 Modeling the difference ΔnSLD profile 68 
 
Figure 3.8 Modeling the difference ΔnSLD profile for water 72 
 
Figure 4.1 Peripheral membrane protein trajectories 81 
 
Figure 4.2 C2 domain structural fluctuations from MD simulation 89 
 
Figure 4.3 C2 domain orientation in the membrane matches experiments 90 
 



vii 
 

Figure 4.4 C2 domain structural comparison 91 
 
Figure 4.5 Time-averaged number of contacts between a C2 residue 92 
 
Figure 4.6  PH domain structural fluctuations from MD simulation 93 
 
Figure 4.7 PH domain orientation in the membrane matches experiments 94 
 
Figure 4.8 PH domain structural comparison 95 
 
Figure 4.9 The time-averaged number of contacts between a PH residue 96 
 
Figure 4.10 The time-averaged counts of contacts between a PH domain residue 97 
 
Figure 4.11 Anomalous subdiffusion of the C2 domain 100 
 
Figure 4.12 Anomalous subdiffusion of the PH domain 101 
 
Figure 4.13 Anomalous subdiffusion of lipids in the POPC membrane 102 
  
Figure 4.14 Anomalous subdiffusion of the two DPPI lipid 103 
 
Figure 4.15 Ensemble analysis of the POPC lipids 107 
 
Figure 5.1 The particle track extraction process in Flika 118 
 
Figure 5.2 Sample trajectories of a mobile and a trapped track 119 
 
Figure 5.3 The time-averaged MSD for the individual Piezo1 tracks 120 
 
Figure 5.4 A comparison of the time and ensemble-averaged MSD 121 
 
Figure 5.5 The distribution of α values of the time-averaged MSD 122 
 
Figure 5.6 The cumulative distribution function of the displacements 123 
 
Figure 5.7 Distributions of the time and ensemble-averaged MSD 124 
 
Figure 5.8 The time-ensemble-averaged MSD 125 
 
Figure 5.9 The waiting time distribution for Piezo1 excursions 126 
 
Figure 5.10 The growing sphere analysis 127 
 
Figure 5.11 The normalize displacement autocorrelation function 128 
 



viii 
 

Figure 5.12 The quadratic variation calculated for 2n increments 129 
 
Figure 5.13  Staining experiments for actin in MEF cells 130 
 
Figure 5.14  MSD analysis after treatment with actin disrupting drug 131 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  



ix 
 

LIST OF TABLES 
 

                          
Page 

 
Table 3.1 Separations between Features in the ΔnSLD Profiles 70 
 
Table 4.1 Summary of membrane simulations 88 
 
Table 4.2 Diffusion parameters 108 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  



x 
 

ACKNOWLEDGMENTS 
 

I would like to express the deepest appreciation to my advisor and committee chair, Professor 
Douglas Tobias. Without his guidance and support this dissertation would not have been possible. 
He has been a great inspiration to me in becoming a better scientist and teacher. I have learned so 
much in the past several years in his research group and always appreciated his guidance. I could 
not have hoped for a better advisor and someone who was willing to let me explore my interests. 
 
I would also like to thank my committee members, Professor Ioan Andricioaei and Professor 
Francesco Tombola, who have provided me with inspiration and insight. Their knowledge depth 
and eagerness to share it with others has been truly motivational. 
 
Another important thanks goes out to Professor Kimberly Edwards and Professor Stacey Littlejohn  
for their support, guidance, and motivation as I pursue a career in teaching college chemistry. 
 
Lastly, I am grateful for all of my friends and family and their support on my journey to this point. 
I cannot imagine getting to where I am now without them. 
 
 
I thank Elsevier for permission to include Chapter Three as part of my dissertation, as published 
in the  Biophysical Journal.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



xi 
 

Andrew D. Geragotelis 
Curriculum Vitae 

 
 

Education 
 
August 2019 Ph.D. in Chemistry, University of California, Irvine 
  Research Area: Theoretical and Computational Chemistry 
  Thesis Advisor: Professor Douglas Tobias 
 
December 2018 M.S. in Chemistry, University of California, Irvine 
 
May 2013 B.S. in Chemistry, Siena College, Loudonville, NY 
  Minors: Physics and Mathematics 
 
 
Research Experience 
  
2013 – present University of California, Irvine  
 Graduate Thesis Research 
 Advisor: Professor Douglas Tobias 
 My graduate work consists of two main research areas: using molecular 

dynamics simulations to study the dynamics and regulation of voltage-gated 
ion channels and using statistical analysis tools to uncover the mechanisms 
of anomalous subdiffusion of membrane proteins from simulations and 
experiments. 

 
2012 – 2013 Siena College, Loudonville, NY 
 Undergraduate research project 
 Advisor: Professor George Barnes 
 I used mixed quantum mechanics/molecular mechanics simulations to study 

the fragmentation of small peptides and organic molecules on a chemically 
modified self-assembled monolayer (SAM) surface. I also performed some 
parameterization for modelling the interactions between small organic 
radical species and the modified SAM surface. 

 
2012 University of Vermont, Burlington, VT 
 REU on Complex Materials 
 Advisor: Professor Dennis Clougherty 
 I competed a summer REU in the Physics department where I studied the 

adsorption of hydrogen gas on graphene surfaces. I wrote a Matlab code to 
calculate transition probabilities using on Fermi’s Golden Rule. 

 
2009 – 2011 Siena College, Loudonville, NY 
 Undergraduate research project 



xii 
 

 Advisor: Professor William Kennerly 
 As a first and second-year student, I helped design computational chemistry 

lab experiments for the inorganic chemistry course. My task was to write 
detailed procedures and test different methods using the Spartan quantum 
chemistry program. An experiment on Walsh Correlation Diagrams is 
published in The Chemical Educator. 

 
Publications 
 
Tronin, A. Y.; Maciunas, L.; Grasty, K. C.; Loll, P. J.; Ambaye, H.; Parizzi, A.; Lauter, V.; 
Geragotelis, A. D.; Freites, J. A.; Tobias, D. J.; Blasie, J. K. Direct Evidence for Conformational 
Changes Associated with Voltage-Gating in Kv-Channels. Biophys. J. 2019, 117, 1–16.  
 
Geragotelis, A. D.; Edwards, K. D. Integrating Computational Chemistry in the General 
Chemistry Laboratory: Combining Laboratory Experiments with Computational Modeling. Chem. 
Educ. 2018, 23, 52-57. 
 
Geragotelis, A.; Barnes, G. L. Surface Deposition Resulting from Collisions between Diglycine 
and Chemically Modified Alkylthiolate Self-Assembled Monolayer Surfaces. J. Phys. Chem. C. 
2013, 117, 13087-93. 
 
Kennerly, W. W.; Billings, K. B.; Geragotelis, A. D.; O’Donnell, J. L. A Computational Approach 
to Walsh Correlation Diagrams for the Inorganic Chemistry Curriculum. Chem. Educ. 2012, 17, 
57–63. 
 
 
Publications In-preparation 
 
Geragotelis, A. D.; Freites, J. A.; Tobias, D. J. Modeling diffusion of membrane-bound signaling 
proteins. In preparation. 
 
Geragotelis, A. D.; Wood, M. L.; Goeddeke, H.; Hong, L.; Freites, J. A.; Tombola, F.; Tobias, D. 
J. Microsecond simulations of an open state model of the human Hv1 proton channel. In 
preparation. 
 
Lim, V. T.; Geragotelis, A. D.; Lim, N. M.; Freites, J. A.; Tombola, F.; Mobley, D. L.; Tobias, D. 
J. Insights on small molecule binding of the Hv1 proton channel from free energy calculations. In 
preparation. 
 
 
Conference Posters 
 
Geragotelis, A.; Wood, M. L.; Goeddeke, H.; Riahi, S. Freites, J. A.; Tombola, F.; Tobias, D. J. 
Multi-Microsecond Molecular Dynamics Simulations of the Hv1 Proton Channel. 2nd Annual 
SoCal TheoChem Meeting, Irvine, CA. 2017. 
 



xiii 
 

Lim, V.; Geragotelis, A.; Lim, N.; Freites, J. A.; Mobley, D.; Tobias, D. J. Molecular modeling 
of small molecule inhibitors of the Hv1 proton channel. 253rd ACS National Meeting, San 
Francisco, CA. 2017. 
 
Geragotelis, A.; Wood, M. L,; Goeddeke, H.; Riahi, S. Freites, J. A.; Tombola, F.; Tobias, D. J. 
Multi-Microsecond Molecular Dynamics Simulations of the Hv1 Proton Channel. 60th Biophysical 
Society Annual Meeting, Los Angeles, CA. 2016. 
 
Geragotelis, A.; Clougherty, D. P. Investigating the Sticking of Hydrogen on Graphene. 245th 
ACS National Meeting, New Orleans, LA. 2013. 
 
Geragotelis, A.; Barnes, G. L. Surface Deposition Resulting from Collisions between Diglycine 
and Chemically Modified Alkylthiolate Self-Assembled Monolayer Surfaces. Eastern NY ACS 
Local Section Meeting, Albany, NY. 2013. 
 
Presentations 
 
2018 Anomalous Subdiffusion of Peripheral Membrane Proteins 
 Molecular Dynamics Seminar, UC Irvine 
 
2018 Anomalous subdiffusion of the Piezo1 channel 
 TEMPO Group, UC Irvine 
 
2018 Anomalous Diffusion of Membrane Proteins from Experiment and 

Simulation 
 Chemical & Structural Biology Seminar, UC Irvine 
 
2015 Multi-Microsecond Molecular Dynamics Simulations of the Hv1 Proton 

Channel 
 Molecular Dynamics Seminar, UC Irvine 
 
 
 
 
 
 



xiv 
 

ABSTRACT OF THE DISSERTATION 

 
A Study of Voltage-Gated Ion Channels and the Anomalous Diffusion of Membrane Proteins 

using Molecular Simulations 
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Doctor of Philosophy in Chemistry 
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Professor Douglas J. Tobias, Chair 
 
 
 

      Molecular Dynamics simulations were used to study a variety of biophysical systems. The first 

of these used multi-microsecond simulations to model the activation of the Hv1 voltage-gated 

proton channel under a depolarizing membrane potential. The generated model reproduced several 

important experimental measurements and provided insight into the conformational change of the 

protein in response to the membrane potential. The second project involved modeling several 

different voltage-gated K+ channels in open and closed states to compare with neutron and x-ray 

scattering experiments. Voltage-dependent changes in the membrane profile structure and 

comparison with atomistic models demonstrated a large inward translation of the voltage-sensing 

domain S4 helix and a de-wetting of the cytoplasmic half of the pore. The third project utilized 

multi-microsecond simulations of two peripheral membrane proteins, the C2 domain and PH 

domain, to study their diffusion on the membrane surface. Both proteins were found to exhibit 

anomalous diffusion for timescales on the order of 10 ns. Lastly, various statistical analyses were 

performed on trajectories of the mechanosensitive Piezo1 ion channel obtained using single-
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particle tracking experiments to elucidate the behavior of the diffusion. The Piezo1 motion was 

found to be subdiffusive, relying on a mixed model to describe the behavior. 
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Chapter 1 

Introduction 

1.1 Molecular dynamics simulations 

Computer simulations of molecules can serve as a useful tool for extracting information about the 

energetics and dynamics. One such method, molecular dynamics (MD) simulations, propagates 

atomic positions in time by integrating Newton’s equations of motion, !𝐫#(%)
!%

= 𝐯)(𝑡) and !𝐯#(%)
!%

=

𝐅#(%)
,#

, for particle i, the position ri(t), velocity vi(t), and mass, mi, where the force can be expressed 

as the gradient of the potential energy, 𝐅) = −∇)V. 

 The potential energy is a function of all 3N atomic positions. Due to the complexity of this 

function, there is no analytical solution to the equations of motion, and they must be solved 

numerically. There are several algorithms with which this is performed, but a commonly used one 

is the Velocity Verlet algorithm.1 The atomic positions and velocities are calculated as 

 
𝐫)(𝑡 + 𝛿𝑡) = 𝐫)(𝑡) + 𝐯)(𝑡)𝛿𝑡 +

𝛿𝑡2

2𝑚)
𝐅)(𝑡) (1.1a) 

and 

 𝐯)(𝑡 + 𝛿𝑡) = 𝐯)(𝑡) +
𝛿𝑡
2𝑚)

[𝐅)(𝑡) + 𝐅)(𝑡 + 𝛿𝑡)] (1.1b) 
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Early landmarks in the use of MD simulations include a condensed phase system of hard spheres 

by Alder and Wainwright in the late 1950s,2,3 the use of a continuous potential for liquid argon by 

Rahman in 1964,4 and Verlet in 1967,5 liquid water simulations in 1971 and 1974 by Stillinger and 

Rahman,6,7 and the first protein simulation in 1977 by McCammon, Gelin and Karplus.8 

The potential energy function describes how the atoms interact with each other. This is typically 

additive for the different types of interactions, using various empirical parameters. For simulations 

of biological systems, one of the commonly used empirical force-fields is CHARMM.9 The 

CHARMM potential energy function has the form 

 𝑈8𝑅:⃗ < = = 𝐾?(𝑏 − 𝑏A)2
BCDEF

+ = 𝐾G(𝜃 − 𝜃A)2
IDJKLF

+ = 𝐾M[1 + cos	(𝑛𝜒 − 𝜎)] + = 𝐾),V(𝜑 − 𝜑A)2
XYZ[CZL[FEX\LE[IKF

+ = ]𝜖 _`
𝑅YXD,)b
𝑟)b

d
e2

− `
𝑅YXD,)b
𝑟)b

d
f

g +
𝑞)𝑞b
𝜖e𝑟)b

i
DCDBCDE

 

(1.2) 

where 𝐾?, 𝐾G, 𝐾M, and 𝐾),V	are the force constants for the bond, angle, dihedral, and improper 

dihedral angle, respectively. The bonds between atoms b, angles θ, and improper torsion angles φ, 

are modeled as harmonic potentials centered at the equilibrium values (with subscript 0). The 

dihedral torsions of four bonded atoms are modeled by a periodic potential with periodicity 𝑛 

around angle 𝜒 with phase-shift 𝜎. Pair-wise interactions between nonbonded atoms use a 

Lennard-Jones 6-12 potential function for the van der Waals force with well depth 𝜖 and distance 

to the minimum 𝑅YXD. Electrostatic interactions are modeled with the Coulombic potential between 
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two atoms of charges 𝑞) and 𝑞b, distance 𝑟)b, and effective dielectric constant 𝜖e. These parameters 

are obtained using experiments and quantum mechanical calculations. 

To run an MD simulation, initial atomic coordinates and velocities are provided, and a short 

timestep 𝛿𝑡, usually on the order of one femtosecond, is selected. The forces on each atom are 

calculated each timestep and the atomic positions and velocities are updated. Periodic boundary 

conditions, temperature, and pressure controls can be applied to represent a specific statistical 

mechanical ensemble. This process is iterated as long as needed. In order to model ensemble 

averaged observables, as seen in macroscopic experiments, the microscopic system in the 

simulation must be run for sufficiently long times, as stated by the Ergodic hypothesis   

 
〈𝑎〉 = lim

p→r

1
𝑇t 𝑎(𝑡)𝑑𝑡

p

A
≡ 𝑎w 

 
(1.3) 

where 〈… 〉 represents an ensemble-average and the overbar represents the time-average of 

observable 𝑎.  

Various MD software has been designed to run efficiently on modern computers, such as NAMD10 

and Amber,11 to name a few. The use of supercomputers at national research centers allow for even 

greater capabilities with regard to MD simulations of ever-larger system sizes and long simulation 

times. The work presented in Chapters 2–4 use MD simulations to study various biophysical 

properties of voltage-gated ion channels and the diffusion of membrane proteins.   
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1.2 Diffusion processes 

1.2.1 Normal Brownian motion 

In 1827, Robert Brown observed irregular movement of small pollen grains under a microscope.12 

It was not until 1855, when Adolf Fick came up with the diffusion equation yz
y%
= 𝐷∇2𝜑, where D 

is the diffusion constant and ∇2 is the Laplacian operator, that one could predict the effect of 

diffusion on the concentration 𝜑.13,14 Albert Einstein in 1906 presented his approach linking the 

diffusion problem to a random walk in his treatises on Brownian motion,15 a name he coined. This 

presented a microscopic approach to diffusion driven by molecular collisions. He derived the 

equation for the probability density function (PDF), or propagator, of the random walker’s position 

 
𝑃(𝐫, 𝑡) =

1
(4𝜋𝐷𝑡)!/2 exp`

𝐫2

4𝐷𝑡d (1.4) 

 

with diffusion constant D in d dimensions, which is a Gaussian function with a first moment 

〈𝐫(𝑡)〉 = 0 and second moment 〈𝐫2(𝑡)〉 = 2𝑑𝐷𝑡. Shortly after, in 1908, these findings were 

verified experimentally by Jean Baptiste Perrin in his measurement of Avogadro’s constant.16 

1.2.2 Classification of diffusion as normal or anomalous 

The molecular details of the surrounding environment can often affect the movement of the particle 

of interest. A useful quantity for describing diffusion is the mean squared displacement (MSD), or 

second moment, of the tracked particle: 

 
〈𝐫2(𝑡)〉 =

1
𝑁=8𝐫�(𝑡) − 𝐫�(0)<

2
�

��e

= 2𝑑𝐷𝑡 (1.5) 
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where N is the number of particles averaged over, d is the dimensionality of the diffusion, and D 

is the diffusion constant. 

The classification of the diffusion can be assessed through the dependence of time on the MSD. A 

linear dependence, as in Equation 1.5, represents normal Brownian motion. However, when the 

MSD deviates from this linear behavior and instead follows a power-law relation in time, the 

diffusion is anomalous: 

 〈𝐫2(𝑡)〉~𝑡� (1.5) 

For an exponent (α) greater than 1, the process is superdiffusive. This is seen, for example, in 

particles experiencing ballistic diffusion that scales as 〈𝐫2(𝑡)〉~𝑡2. In biological systems, 

superdiffusion can be caused by strong cytoplasmic flows17 and active transport by molecular 

motors.18,19 

On the other hand, the crowded molecular environments of many biological systems lead to a MDS 

that scales sublinearly with time, with an exponent α between 0 and 1. This behavior is called 

subdiffusion, and has been observed in a variety of different systems including: telomeres 

traversing the nucleus of mammalian cells,20 chromosomal loci moving within the cytoplasm,21,22 

ion channels in the cell membrane,23 insulin granules moving along microtubules,24 lipid 

molecules within membranes,25,26 amorphous semiconductors,27 weak turbulence in liquid 

crystals,28 and others. Figure 1.1 shows the time-dependent behavior of the MSD for the different 

types of motion described above. 
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Figure 1.1. A representation of the MSD for the various types of diffusion. Ballistic diffusion is 
shown in red with α = 2, superdiffusion (α > 1) is shown in orange with α = 1.5, normal Brownian 
motion is shown in black with α = 1, and subdiffusion (α < 1) is shown in blue with α = 0.5.  

1.2.3 Types of subdiffusion 

Even within this regime of subdiffusive behavior, there exist several distinct processes that give 

rise to the anomalous diffusion. These can include trapping events or transient binding, molecular 

crowding within a viscoelastic environment, or the presence of an underlying fractal geometry. As 

such, several mathematical models have been developed to describe the diffusion of the particles 

experiencing one or more of these processes. The three main models that are considered are the 

continuous-time random walk (CTRW),27 fractional Brownian motion (FBM),29 and random walk 

on a fractal (RWF).30  
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Figure 1.2. Representations of the three primary models of subdiffusion. (A) A CTRW process 
with trapping where the size of the circle represents the different waiting times. (B) A FBM process 
with negatively correlated steps. (C) A random walk on a percolation cluster. Adapted with 
permission from Reference (31). 

In the CTRW model, a particle experiences differing waiting times at each step, while the steps 

are still uncorrelated as in a normal random walk (RW). These waiting times have a heavy-tailed 

power-law distribution with an infinite mean. This leads to an interesting characteristic called 

aging. Unlike for a normal RW, where the frequency of steps taken is constant, for a CTRW, the 

rate of steps decays as ~𝑡��e. As a result, the system seems to be slowing down with time, 

eventually sampling longer and longer waiting times until the system comes to a complete stop. 

The increments in a CTRW are non-stationary and the process is nonergodic. The MSD averaged 

temporally for a CTRW gives 𝛿2(𝑡)wwwwwww~𝑡, while the ensemble-averaged MSD goes as Equation 1.5. 

A representation of a CTRW process is shown in Figure 1.2A. 

The FBM model describes a particle moving within a viscoelastic medium, where a reactionary 

force is introduced by the local environment. This can be represented by the generalized Langevin 

equation (GLE) 
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𝑚�̇� = −𝛾t Γ(𝑡 − 𝑡�)𝑣(𝑡�)𝑑𝑡� + 𝑓 + 𝜉(𝑡)

%

A
 (1.5) 

where the correlations, or memory, of the viscoelastic environment can be represented by a power 

law memory kernel Γ(𝑡) ∝ 𝑡�� and a Gaussian noise 𝜉(𝑡). This process has a Gaussian propagator 

with stationary increments and is ergodic. The MSD takes the form 〈𝐫2(𝑡)〉~𝑡2�, where 𝐻 ∈ (0,1) 

is the Hurst exponent. A representation of a FBM process is shown in Figure 1.2B.  

The RWF model describes a particle traversing a labyrinthine environment due to crowding of 

biomolecular objects. As such, it can reach “dead ends” along its path for which it has to retrace 

its steps. This is often represented with a percolation cluster, as shown in Figure 1.2C. The 

sublinear MSD is due to the strong anti-persistence of the random walk, with anticorrelated 

steps. This process is typically ergodic and the PDF for a random walk on a percolation cluster 

has been shown to be non-Gaussian.30 

More complex mixed models have been studied using subordination schemes and an assortment 

of statistical analyses have been developed to classify the different types of subdiffusion.31 The 

work presented in Chapters 4 and 5 analyzes trajectories from MD simulations and single-particle 

tracking experiments to elucidate the subdiffusion mechanism for various membrane proteins. 
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Chapter 2 
 

Open-state model of human Hv1 from microsecond 
simulation 
 

2.1 Background 
 
The voltage-gated proton channel (Hv1) is a membrane protein whose primary function is to 

modulate acid extrusion from cells.1 It has been observed in many different types of cells and 

involved in a wide range of biological processes, including pH regulation and immune response. 

In neutrophils, Hv1 activity is required for optimal reactive oxygen species (ROS) production by 

the NADPH oxidase during oxidative bursts.2–4 In B lymphocytes, activation of the Hv1 channel 

enhances the B-cell antigen receptor-mediated intracellular signaling cascade that leads to B-cell 

proliferation and differentiation.5 In basophils, Hv1 has been proposed to play an important role 

in the stimulation of histamine release via an NADPH oxidase-independent mechanism.6 In mature 

human spermatozoa, Hv1 acts as a flagellar regulator of intracellular pH, promoting sperm 

capacitation.7,8 In the respiratory system, Hv1 is involved in the pH homeostasis of the airway 

surface liquid, by contributing to acid extrusion from the airway epithelium.9 Hv1 is also 

preferentially expressed in several types of cancers, such as B-cell malignancies,5,10 and breast and 

colorectal cancers.11–13 Excessive Hv1 activity was found to increase the metastatic potential of 

cancer cells.10,12 Hv1 has been found in brain microglia where it is required for NADPH oxidase-

dependent ROS production and, consequently, enables brain damage after ischemic stroke.14 Such 

an extensive list of associated maladies makes this an interesting system to study as a 



13 
 

pharmaceutical target, increasing the importance of having accurate structural data and an 

understanding of the activation mechanism.  

The Hv1 voltage-gated proton channel is similar to other voltage-sensitive ion channels, including 

potassium, sodium, and calcium channels, which contain voltage-sensing domains (VSD).15 

However, in contrast to voltage-sensitive metal ion channels, Hv1 does not possess a separate pore 

domain.16,17 The VSD in Hv1 consists of four transmembrane helical segments (S1-S4) as well as 

a S0 helix at the N-terminus and a coiled-coil region at the C-terminus. The functional unit of Hv1 

is a homodimer, but truncations of the C-terminal helix result in functional monomer units.18 The 

Hv1 monomer has two primary functions: it gates the proton current and also serves as the 

conduction pathway.19 

As with other VSD containing proteins, the voltage-sensitivity of Hv1 is conferred by the S4 helix, 

which moves in the membrane in response to changes in the transmembrane (TM) potential.20 The 

S4 helix contains three conserved triplet repeats composed of an arginine, followed by two 

hydrophobic residues. These arginine residue side-chains interact with acidic residues on the 

neighboring S1-S3 helices forming an internal salt-bridge network. These salt-bridges are 

exchanged between the acidic residues on S1-S3 during the movement of S4 and subsequent 

activation of the channel.21 

Currently, our structural knowledge of Hv1 consists of a crystal structure of a chimeric mouse Hv1 

(mHv1cc) that was solved to 3.45 Å resolution by Takeshita et al.22 This structure provides a 

putative model for the resting and closed state of the channel with the S4 helix in the “down” 

position. However, the reported structure is in a non-physiological trimer and does not provide any 

direct information on the open-state nor the interface between Hv1 subunits. Several models of the 
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open-state Hv1 generated using molecular dynamics (MD) simulations with applied restraints have 

been reported.23–27 We present an open-state model that was generated from microsecond-long 

MD simulations under potential that replicate physiological conditions without any artificial 

restraints.  

As a result of our simulations, we generated equilibrated membrane-embedded structures for an 

unpolarized VSD which displays structural differences with the reported mHv1cc crystal structure, 

a hyperpolarized closed-state, and a depolarized open-state. We observed the dynamics of the 

transition between the closed and open-states of Hv1 in atomic-level detail. The generated models 

agree with available experimental data, including electrophysiology measurements, mutant-cycle 

analysis, and ligand binding experiments. 

2.2 Methods 
 
2.2.1 Model construction 

The initial configuration of the hHv1 monomer resting state was generated by homology modeling 

through comparison with the mmHv1cc crystal structure [PDB ID code 3WKV] and the alignment 

presented by Takeshita et al.22 The missing loops between the transmembrane segments were 

constructed using Phyre2 web-server for homology modeling.28 The S4 segment was truncated at 

E227 as it has been shown that truncating the coiled-coil segment from the C-terminus results in 

the formation of functional monomeric channels.19,29 The final hHv1 construct was composed of 

residues F88 to R230. This protein was inserted into a POPC bilayer consisting of 174 lipid 

molecules, allowing the putative S0 helix (residues F88-S97) to be in the phosphate headgroup 

region of the bilayer and unburying the shortest extracellular loop between S1 and S2. Using 
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CHARMM-GUI,30 the system was solvated with 10,788 TIP3P water molecules, and 150 mM 

NaCl (34 Na+ and 38 Cl-) for a total of 58,241 atoms. 

2.2.2 Molecular dynamics simulations 

The system was equilibrated using all-atom molecular dynamics (MD) simulations. These were 

performed with the NAMD version 2.9 software31 using the CHARMM-27 and CHARMM-36 

force-fields32–35 for proteins and lipids, respectively, and the TIP3P water model.36 After 5000 

steps of minimization with all protein atoms constrained, we ran the system for 100 ps at a constant 

temperature of 300 K, and constant volume in a tetragonal cell (81.5×81.5×88.3 Å3) with periodic 

boundary conditions, allowing the lipid molecules to relax. The system was then equilibrated for 

5 ns in the NPT ensemble, at a pressure of 1 bar and a temperature of 300 K with the protein 

backbone atoms restrained harmonically to their initial positions and slowly released over an 

additional 10 ns using a decreasing force constant of 50, 25, 10, 5, and 2 kcal mol-1Å-1. After the 

backbone was completely released, we ran the system for 10 ns without any restraints. 

2.2.3 Microsecond timescale simulation details 

After several nanoseconds of equilibration, the system was transferred to Anton, a special-purpose 

computer for molecular dynamics simulations of biomolecules,37 and simulated for 34 

microseconds. Anton software version 2.12.4 was used.  Specific simulation parameters were the 

same as those reported previously.38 Briefly, an r-RESPA algorithm39 was employed to integrate 

the equations of motion with a time step of 6 fs for the long-range non-bonded forces, and 2 fs for 

short-range non-bonded and bonded forces. The k-Gaussian split Ewald method40 was used for 

long-range electrostatic interactions. All bond length involving hydrogen atoms were constrained 
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using SHAKE.41 The simulations were performed at a constant temperature of 300 K and a 

pressure of 1 atm, using Nose-Hoover chain thermostat42 and the Martyna-Tobias-Klein barostat.43 

The RESPA algorithm and the temperature and pressure controls were implemented using the 

multigrator scheme.44 The system was simulated under these conditions for 7.3 μs. Following this, 

the system was subjected to a hyperpolarizing potential of -140 mV (i.e. the potential was negative 

on the intracellular side of the membrane relative to the extracellular side) for 4 μs. This was 

achieved by applying a constant electric field in the direction normal to the membrane surface as 

described previously.45 The system was then subjected to a depolarizing potential of +140 mV for 

an additional 24 μs. 

2.2.4 Docking of 2GBI 

The docking calculations were performed using a Monte Carlo simulated annealing method 

implemented in the AutoDock Vina software package.46 Twenty protein configurations were 

selected from clustered configurations of the four internal residues in hHv1 that represent the 

binding-site near the center of the pore (D112, R211, F150, S181) from the last ~10 μs of the 

trajectory under depolarizing potential, in which S4 was in the “up” position. The clustering 

analysis was performed using VMD47 with a root-mean-square deviation (RMSD) cutoff of 2.0 Å 

for non-hydrogen atoms in these four residues. The centroid structure from each cluster was 

selected as the target for rigid docking of the 2-guanidinobenzimidazole (2GBI) ligand. Twenty 

docking poses for 2GBI were generated by AutoDock Vina within the search space confined to a 

cuboid of dimensions 33×33×24 Å3 in the intracellular vestibule of the pore. The 400 poses were 

clustered with a 1.0 Å RMSD cutoff for non-hydrogen atoms of 2GBI. 
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 An identical docking simulation was performed on the closed-state using the ~4 μs trajectory of 

hHv1 with a hyperpolarizing potential. The binding-site for the closed-state clustering was chosen 

to be the four residues: D112, R205, F150, S181. 

2.3 Results 
 
2.3.1 Equilibrated structure of Hv1 in a membrane 

We constructed a model of the human Hv1 (hHv1) channel using the mHv1cc crystal structure as 

a template as outlined in Section 2.2.1. The model consisted of one monomeric hHv1 in a hydrated 

POPC lipid bilayer with approximately 150 mM NaCl. This system was equilibrated under zero 

transmembrane potential (ΔV=0 mV; unpolarized) for approximately 7.3 μs of all-atom MD. 

During this unpolarized simulation, the intracellular vestibule widened and the water density inside 

the pore increased. Within the bilayer, the S3 helix moved upwards, towards the extracellular side 

of the membrane, by approximately one helical turn. Additionally, the S2 helix tilted outwards 

causing the space between the intracellular ends of S1 and S2 to widen, while the extracellular 

ends of S2 and S3 also moved apart. Likewise, the space between the intracellular ends of the S3 

and S4 helices widened. 

Within the pore of the unpolarized structure, we observed a network of internal salt-bridges. These 

formed between the three basic arginine residues on the S4 helix and acidic residues on the S1-S3 

helices. The uppermost arginine on S4 with respect to the extracellular side, R205 (R1), forms a 

consistent salt-bridge with D112 on the S1 helix in the down-state. It is proposed that D112 in the 

center of S1 is the key residue for the selectivity filter of the channel.48 The other prominent salt-

bridges in the down-state consist of R208 (R2) with E153 on the S2 helix and R211 (R3) with 

D174 on S3. 
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Figure 2.1: MD simulation of the human Hv1 in a hydrated lipid bilayer. (A) TM potential profile 
during the 33 μs simulation. (A) Time evolution of the centers-of-mass of the four TM helices. 
The VSD maintains its down-state conformation during 7.3 μs at ∆V = 0 mV and 4 μs of 
hyperpolarizing potential (∆V = -150 mV). At 11 μs, shortly after the membrane is depolarized, 
the S4 Args move up "one click"; at 22 μs there is an additional "two click" upward motion of the 
S4 helix. (C) Total charge displacement in the membrane electric field. (D) Snapshot of the Hv1 
VSD in the down-state at 11 μs and (E) the up-state at 24 μs. The conserved Arg side-chains on 
S4 (R1–R3) are drawn in blue and the conserved acidic side chains on S1–S3 are in red. The 
conformational change between the down- and up-states involves primarily an 8 Å upwards motion 
of the S4 helix and a change in in the S1–S4 orientation. 

2.3.2 Simulations under transmembrane potential 

The system was subjected to two of TM potentials similar to those experienced under physiological 

conditions. The first was a hyperpolarizing potential of -140 mV (i.e. the potential was negative 

on the intracellular side relative to the extracellular side) for 4 μs. The trajectory length and applied 

potential is shown in Figure 2.1A. 

Under the hyperpolarizing potential, the S4 helix moved closer to the intracellular side of the 

channel, while the other three helices remained fairly stationary, as seen in Figure 2.1B. This led 

to a shifting of the lower internal salt-bridges. R3 broke away from its interaction with D174 and 

started contacting the lipid phosphate head groups in the lower membrane. Likewise, R2 
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maintained its salt-bridge with E153 until moving down to D174 at simulation time 9.5 μs. 

Following this transition, R1 began interacting with the now free E153. However, the R1 to D112 

salt-bridge remained consistent with the unpolarized structure and the S4 helix remained in the 

down-position. 

In order to simulate the activation of the channel, the system was subjected to a depolarizing 

potential of +140 mV for 24 μs. Soon after the initial depolarization, the three arginine residues 

moved upwards one-click towards the extracellular side as seen by the jump in charge 

displacement at approximately 12 μs in Figure 2.1C. At approximately 22 μs, the three arginine 

residues quickly move two additional clicks upwards pulling the entire S4 helix upwards by 

approximately 8 Å. This movement accompanied a rapid shift in the internal salt-bridges, in which 

all three arginine residues began to interact with residues closer to the extracellular side, akin to 

climbing up a ladder of the acidic residues on S1-S3. 

This new configuration of Hv1 with S4 in the upward position remained stable under the 

depolarizing potential for the remaining 12 μs. During this time, R3 formed new salt-bridges with 

D112 and D185. Both R2 and R1 were reaching up to the extracellular region of the protein 

interacting with E192/E119, and D123, respectively. This new orientation of charged residues 

inside the channel led to an increase of water density in the pore as seen in Figure 2.2. Additionally, 

there was a widening of the central pore radius, as well as an increase in the probability that a 

hydrogen-bond chain (HBC) spans the entire channel. 
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Figure 2.2. Pore water profiles for the down-state and up-state. (A) Plots of the pore radius 
averaged over 100 frames taken at 25 ns intervals from the end of the hyperpolarized trajectory 
(down-state) and depolarized trajectory (up-state). The pore radius along the transmembrane axis 
shows a central constriction site at the center of the pore. (B) Snapshot of the channel in the down-
state and (C) up-state with the water density shown in light blue at an isovalue of 0.033 Å-3, the 
number density of bulk water. (D) The probability of the existence of a hydrogen-bonded chain 
(HBC) spanning the channel. Each frame was given a binary value of 0 if there was no HBC or 1 
if there was at least one HBC. A hydrogen-bond was defined as an O-H cutoff distance of 3.5 Å 
and an O-H-O angle of less than 40 degrees. The trajectory was averaged over every 50 frames. 

2.3.3 Calculated gating charge shows movement of S4 helix 

The gating charge is a measure of the net charge on the protein that moves through the membrane 

electric field during the transition from the resting-state to the activated-state. It can be calculated 

on a per-residue basis using the equation: 
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Where 𝑞)b is the partial charge of atom j on residue i and Φ,V is the membrane potential at position 

𝑧b along the transmembrane direction. The potential at each atomic position was calculated using 

linearized Poisson-Boltzmann theory as described previously.49,50 This quantity was averaged 

from an ensemble of 800 configurations taken at constant intervals for the equilibrated up- and 

down-states from the hyperpolarizing and depolarizing simulations, respectively.  The cumulative 

contributions to the total charge displacement from each residue are shown in Figure 2.3. The 

computed gating charge for the transition from the closed-state channel to open-state is 2.7e, with 

the largest contributions coming from the movement of the three arginine residues on S4. This 

result compares favorably with electrophysiological measurements of 2.0e for monomeric 

mHv1,51 between 1.6-2.7e estimated from monomeric Ci-Hv1,52 and 3e in hHv1.53 

 

Figure 2.3. Calculated gating charge for hHv1. The gating charge is the cumulative charge 
displacement within the membrane electric field moving from the down-state to the up-state. The 
total gating charge magnitude is about 2.7e, with the three arginine residues contributing largely 
to this total. 
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2.3.4 Docking calculations of 2GBI 

The ligand 2-guanidinobenzimidazole (2GBI) has been shown to inhibit proton conduction in 

Hv1.54 It binds within the intracellular side of the selectivity filter region of the open-state channel. 

The proposed binding site from mutagenesis experiments places the aromatic ring of the 

benzimidazole moiety of 2GBI near the F150 side chain and the basic guanidine group near D112. 

 
Figure 2.4. Binding of the Hv1 inhibitor, 2GBI, and MD equilibration. (A) The side-view showing 
the equilibrated binding mode for 2GBI (yellow) and the interacting residues. (B) A close-up of 
the interactions between 2GBI and R211, D112, and F150. (C) A simulation snapshot of 2GBI 
blocking the formation of a continuous water-wire. (D) The Cα RMSD over the 54 ns trajectory 
of one of the selected docking poses. (E) The atomic distances between 2GBI and the selected 
residues measured as a function of the simulation time. The 2GBI-F150 distance is measured from 
the center of the benzyl rings, 2GBI-R211 distance is measured from the carbon atoms of the 
guanidine groups, and the 2GBI-D112 distance is measured from the imidazole nitrogen on 2GBI 
to the nearest D112 carboxyl oxygen. (F) The probability of the existence of a hydrogen-bonded 
chain (HBC) spanning the channel. Each frame was given a binary value of 0 if there was no HBC 
or 1 if there was at least one HBC. A hydrogen-bond was defined as an O-H cutoff distance of 3.5 
Å and an O-H-O angle of less than 40 degrees. The trajectory was averaged over every 15 ps. 
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We performed docking simulations of the 2GBI ligand with our equilibrated up-state model. The 

four residues chosen to represent the binding site were R211 (R3), D112, F150, and S181. The 

configurations of these residues from the depolarized simulation were clustered based on an 

RMSD value than 1 Å. The twenty most populated conformations were used to perform the 

docking calculations. The resulting docked 2GBI configurations were also clustered based on 

RMSD. The up-state model showed favorable binding of 2GBI with the aromatic group next to 

F150 and the guanidine group pointed between D112 and R211, as seen in Figure 2.4A. The ligand 

is positioned directly below the selectivity filter and effectively blocks the formation of a hydrogen 

bonded water-wire through the open channel (Figure 2.4C). Further MD of the centroid 2GBI 

conformation placed in the proposed binding site showed that this position was stable over a 55 ns 

simulation with a RMSD around 1.0 Å for both the ligand heavy-atoms and protein helix backbone 

as shown in Figure 2.4D. Three of the proposed binding-site residues had continuous contact with 

2GBI as shown in Figure 2.4E. The probability of a continuous HBC spanning the channel is 

completely eliminated for the waters within the pore, and possible HBCs involving acidic residue 

side-chains are reduced (Figure 2.4F). 

A similar docking calculation on the equilibrated down-state of Hv1 revealed that the orientation 

of the selected residues does not allow the 2GBI to choose a favorable binding conformation near 

the selectivity filter. The most populated cluster of 2GBI configurations placed it pointing parallel 

to the pore axis with the aromatic group located in the solution of the intracellular vestibule of the 

channel and the guanidine group pointing towards the selectivity filter, mostly D112.  

2.3.5 Internal crosslink inhibits conduction 
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The use of crosslinks between residues on neighboring subunits can provide information about 

residue side-chain proximity. This can be achieved using engineered cysteine crosslinks, either 

through disulfide bond formation or a metal ion-bridges.55 This second technique better allows the 

protein to maintain its physiological conformation due to the less-rigid binding of the side-chains 

to the metal ion, as opposed to disulfide crosslinks that can form artificial constructs due to the 

strong side-chain binding. In the up-state model of hHv1, the residues V109 and F150 sit facing 

the pore of the channel on the S1 and S2 helices, respectively. Mutation of these two residues to 

cysteine and subsequent addition of 2 μM intracellular Cd2+ ions inhibits proton conduction by 

90% compared to control (Hv1-C107A), as shown in Figure 2.5. The individual mutations show 

only minor current reductions in the presence of Cd2+, while the double-mutant shows a large 

reduction, suggesting that these two residues form a Cd-crosslink. Therefore, it is likely that F150 

and V109 are in close proximity.  

In order to compare with the atomistic model of the up-state, we mutated the F150 and V109 

residues to cysteine and performed a restrained MD simulation. An artificial harmonic force was 

applied to the Cβ atoms on the two cysteines to keep them within 5 Å. This technique for modeling 

crosslinks has been previously reported to generate atomistic protein models consistent with 

experiment.56 After 70 ns with the restraints on the two Cβ atoms, the RMSD of the TM helix Cα 

atoms compared to the starting up-state structure was approximately 1 Å. This indicates that no 

large protein backbone movements were required to create this artificial crosslink from the 

generated up-state model, only a rearrangement of the mutated side-chains. An additional 75 ns of 

simulation with the restraint removed also did not show large backbone rearrangement, with an 

RMSD less than 2 Å. 
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Figure 2.5. (A) Proton currents from the indicated mutants and the reference background 
(monomeric Hv1-C107A) measured in response to depolarization from -40 mV to +120 mV in the 
absence (black traces) and presence of 2 μM intracellular Cd2+ (red traces). Horizontal scale bars 
are 0.2 seconds. Vertical scale bars are either 20 pA (V109C, F150C) or 50 pA (Background, 
V109C-F150C). (B) Average percentage of reduction of current induced by Cd2+. (C) Hv1 VSD 
after (red) application of a V109C-F150C S-Cd-S restraint, starting with the up-state model 
generated during the unrestrained Anton simulation (gray). The distance between the two Cβ 
atoms, to which the restraint force was applied, is shown with dashed lines. The TM helix Cα 
RMSD of the two structures is ~1 Å.  

2.4 Discussion 
 
The microsecond-long simulations of hHv1 under potential provide insight into the mechanism of 

activation for Hv1 as well as fully atomistic models of equilibrated down- and up-states in a 

hydrated lipid bilayer. Several key experimental measurements corroborate our simulation models, 
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including gating charge, mutagenesis analysis of 2GBI inhibition, and metal-ion bridge 

crosslinking experiments.  

2.4.1 Changes in the resting state profile  

Over this long simulation timescale, several key changes arise from the starting configuration 

based on the crystal structure. During the unpolarized simulation, the S3 helix shifts towards the 

extracellular side by approximately one helical turn compared to the crystal structure, as seen in 

Figure 2.6A, suggesting that the S3 helix sits higher in the membrane. A similar observation was 

made using EPR measurements on hHv1 at 0 mV.57 This lowering of S3 puts V178 in better 

alignment with F150 to form the hydrophobic gasket. The S4 helix gating charges are straddling 

this position with the lower two arginine residues, R208 and R211, sitting closer to the intracellular 

side of the pore, with R205 just above F150. This facilitates interactions between D112 and R205 

in the down-state, with R208-E153 and R211-D174 salt-bridges both below the hydrophobic 

gasket defined by F150 and V178. The second upper hydrophobic gasket seen in the crystal 

structure does not appear in our unpolarized model, leading to just a single solvent constriction 

site with low water density. 

In a large deviation from the crystal structure, the S2 helix tilts to the side, creating a wider 

intracellular gap between S1 and S2. Likewise, S4 tilts away from S3, widening the intracellular 

gap between these two helices. We initially thought this may be due to the unravelling of the C-

terminal region of the S4 helix, traditionally defined as the coiled-coil domain, including residues 

223-230 that are exposed to intracellular solution. However, running an additional 1 μs of MD 

simulation with the C-terminus truncated at R223 did not result in any large protein backbone 

rearrangements, suggesting that this unfolded helix is not the sole cause for the pore widening. 
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Figure 2.6. Structural alignment of the equilibrated unpolarized Hv1 with the mHv1cc crystal 
structure. Alignment was performed on the Cα atoms of residues in the S1, S2, and S3 
transmembrane helices defined based on the alignment by Takeshita et al.22 The RMSD of the TM 
helix Cα atoms is 4.34 Å. The crystal structure model is shown in yellow in all panels. 

2.4.2 Comparisons with other models 

Our model of the up-state differs from previous homology models generated using the structures 

of metal-cation channel VSDs. In our model, F150 sits at the center of the water constriction site, 

as shown in Figure 2.7. All three gating-charge arginine residues move above F150, with R211 
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level with D112 and D185 in the up-state. The positioning of the acidic residues is different from 

those in both homology models proposed by Wood et al.,23 in which D185 sits higher in the 

extracellular vestibule while D112 sits just above the intracellular vestibule at the start of the 

constriction region. This prevents R211 from contacting both D185 and D112 in their R1-Hv1 

model, for which the three Hv1 arginine residues are aligned to the first three gating-charges in 

the Kv1.2-2.1 paddle-chimera structure. Their R2-Hv1 model places R211 much lower so that it 

only contacts D112, with D185 much higher in the extracellular vestibule.  

 

Figure 2.7. Number density of selected residue side-chain atoms and water molecules. (A) The 
density profiles for the down-state counted over the last 3 µs of the hyperpolarized trajectory. (B) 
The density profiles for the up-state counted over the last 3 µs of the depolarized trajectory. The 
bins were 1 Å wide along the TM-axis and the protein was aligned using S1-S3 helix Cα atoms. 
The profiles were averaged over the number of frames. 
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Likewise, in the R3D hHv1 homology model developed by Kulleperuma, et al.,24 using the VSDs 

from KvAP, the paddle-chimera, and NavAb as templates, R211 is in line with D112 located near 

the center of the pore. In their model, D185 on the S3 helix also sits well within the extracellular 

vestibule quite far from the D112-R211 salt-bridge. As mentioned previously, a downward shift 

of the S3 helix in the resting-state models, as suggested by EPR experiments57 and the mHv1cc 

crystal structure,22 would keep D185 closer to D112 and facilitate salt-bridge formation with R211 

as we see in our up-state model. 

We see salt-bridge contacts in our models similar to those observed by Gianti, et al.,26 who also 

used the mHv1cc structure as a basis using three different alignments of the three arginine residues 

on S4 to generate structural ensembles of resting (R), intermediate-resting (IR), and activated states 

(A). Our unpolarized down-state model resembles their IR-state model, with R205 in contact with 

D112 and D185 at approximately the same height within the pore. Even the E153-R208 and D174-

R211 salt-bridges are observed in both models. When we apply the hyperpolarized potential to the 

membrane, the arginine residues move down in the pore below F150, resembling their R-state 

model. R205 is pulled away from D185, leaving the R205-D112 salt-bridge intact.  

However, comparing their A-state model with our up-state model, we see a larger translation of 

the S4 arginine residues. R205 is pulled up into the extracellular vestibule forming a stable salt-

bridge with D123 at the top of S1. R208 also reaches upwards in order to form salt-bridges with 

E119 and E192. This leaves R211 level with D112 and D185 in the pore. This salt-bridge pattern 

is similar to the open-state homology model proposed by Chamberlin, et al.25 with R211 passing 

above F150 and the residues they classify as the hydrophobic plug to facilitate interactions with 

D112 and D185. We do not, however, observe the complete hydrophobic plug that they do in the 

closed-state with all three arginine residues sitting below this region.  
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In agreement with mutagenesis analysis from Randolph, et al.,27 R3 in the activated state is in close 

contact with both D112 and D185.27 However, their homology models for the resting- and 

activated-states of Hv1 suggest a larger movement of S4, as much as 14-16 Å, although they report 

a similar gating charge of 2.5e. 

This is in contrast to the Ci-VSD crystal structures captured in the activated- and resting-states by 

Li, et al.,58 who saw a difference in S4 position of only 5 Å. In their activated state, R3 is in plane 

with the hydrophobic gasket formed by the conserved F161 (F150 in hHV1). They propose a “one-

click” displacement of the gating charges upon translation and rotation of S4. In our model of the 

up-state, all three arginine residues have moved above F150.  

2.4.3 Activation by a three-click mechanism 

Upon introduction of a depolarizing potential, R205 moves above F150, signaling the first-click 

at around 11 μs. R208 also begins interacting with D112. After approximately 22 μs, R205 is the 

first gating residue to rapidly jump towards the extracellular side in the second-click, leaving R208 

alone to interact with D112. For a very brief time, approximately 100 ns, R208 and R211 both 

interact with D112. R208 then rapidly jumps upwards in the third-click, leaving R211 to interact 

with D112. During this motion of the three arginine residues, the S4 helix moves upwards in the 

membrane by approximately 8 Å. Likewise, S4 appears to rotate approximately 75° during the 

transition. Figure 2.8 highlights the major rotations of the S4 helix, which coincide with the three-

steps seen at 11 μs and 22 μs.  

In addition to the S4 translation, the second two-clicks are accompanied by increased water content 

in the pore and a widening of the pore-radius. With the additional water molecules, the probability 

of water-wire formation through hydrogen bonded chains also increases. This may suggest a more 
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favorable state for proton conduction through a Grotthuss hopping mechanism, as previously 

suggested.23,59,60 

 

Figure 2.8. Angle of rotation for the S4 helix as it translates upwards in the membrane. The 
rotation angle was defined for the 2-D vector between the principle axis of the S4 helix backbone 
atoms and the Cα atoms of R1, R2, and R3 projected on a plane normal to the transmembrane axis. 
(Left) A snapshot showing the S4 helix in purple and the Cα atoms of R1 (blue), R2 (orange), and 
R3 (green). Each frame of the trajectory was aligned by the S1—S3 transmembrane helices. 
(Center) A radial plot showing the angle with respect to the positive x-axis. The radius from the 
origin denotes the time of the trajectory. (Right) The angle of rotation shown as a function of time 
indicates an overall rotation of approximately 75º for all three S4 Arginines.    

2.4.4 Other structural features 

During the unpolarized simulation, a POPC lipid molecule enters the intracellular vestibule 

between the widening S1-S2 gap from the inner leaflet. The lipid headgroup participates in some 

polar interactions with residues K94, Q102, R223, and R226 near the intracellular vestibule. The 

lipid headgroup remains within the intracellular S1-S2 gap during the entire simulation under 

hyperpolarizing and depolarizing potentials. This flexibility of the S1 helix position may suggest 

a role in the cooperative activation of the dimer as suggested by Hong, et al.61 

Additionally, the S0 helix (residues 88 to 94), which is believed to act as a membrane anchor,22 

does unfold into a random coil and later refolds during the simulation. However, it always 



32 
 

maintains its position sitting planar within the lipid phosphate groups which supports the 

hypothesis that it serves to anchor the protein dimer to the membrane.  

Lastly, the C-terminal tail of the S4 helix (residues 223 to 230) that is sticking out of the membrane 

and is exposed to solution becomes disordered. As a loose coil, it moves into plane with the polar 

headgroups of the bilayer. To check that this structural disorder does not affect the backbone 

structure of the transmembrane helices, we removed this segment and ran for an additional 1 μs 

simulation under depolarizing potential. The truncation did not lead to any large structural 

rearrangements of the transmembrane helices with the backbone RMSD remaining less than 2.5 

Å. While this segment would normally be part of the coiled-coil motif responsible for dimerization 

extending out into the cytosol,62 it likely does not serve a functional purpose for the monomeric 

channel. 

2.4.5 Concluding remarks 

These microsecond-long simulations of hHv1 embedded in a hydrated lipid bilayer provide 

putative down- and up-state models in the presence of physiological transmembrane potentials. 

The models agree reasonably well with several experimental measurements, including the 

monomeric gating charge, 2GBI binding and mutagenesis, and metal-ion bridge crosslinking. 

These models can provide a basis for further structural refinement using experimental data, 

including additional crosslinks. They also provide all-atom structures for which explicit modeling 

of proton transfer can be performed using quantum chemical calculations. Additionally, they can 

be used as starting structures, or at least a library of structures, for which computational studies of 

small-ligand binding can be performed. 
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Chapter 3 
 

Voltage-Dependent Profile Structures of a Kv-Channel via Time-Resolved 
Neutron Interferometry 
  

This chapter was published by Tronin, A. Y., Maciunas, L. J., Grasty, K. C., Loll, P. J., Ambaye, 
H. A., Parizzi, A. A., Lauter, V., Geragotelis, A. D., Freites, J. A., Tobias, D. J. & Blasie, J. K. 
Biophys. J. 117, 1–16 (2019).   
 

3.1 Background 

Nav- and Kv-channels are voltage-gated ion channels (VGICs) selective for sodium or potassium, 

respectively, that are responsible for the generation and propagation of action potentials in 

neurological signal transmission.1 The mechanism of coupling conformational changes within the 

four voltage sensor domains (VSDs) in response to a change in the transmembrane voltage, either 

depolarizing or polarizing relative to the resting voltage, to opening or closing the channel within 

the pore domain (PD), remains unknown.2,3 VGICs are deactivated at the resting transmembrane 

voltage of -60 mV to -70 mV, and experience the absence of a transmembrane voltage only 

transiently during the course of an action potential of a few milliseconds duration.4 To date, higher 

resolution 3-D structures for VGICs have only been provided by conventional techniques (x-ray 

crystallography, cryo-EM) in the absence of a transmembrane voltage.5–7  This seriously 

complicates any investigation into the mechanism of electromechanical coupling. For example, in 

the case of Kv channels for which the first high-resolution structures were obtained, the channel 

within the PD was found to be open, and the conformations of the VSDs were assumed to be 
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activated since 0 mV would be sufficiently depolarizing.5,8 In the absence of a structure for the 

deactivated, closed state of Kv channels, numerous models were developed employing various 

computational approaches, each relying on specific assumptions.2,3 Several incorporated restraints 

based on experimental results provided by indirect techniques.9–13 For example, one utilized pairs 

of site-directed cysteine mutations and measurements of metal cross-linking as a function of the 

transmembrane voltage.14 Other approaches attempted to induce the deactivated, closed state by 

applying hyperpolarizing transmembrane voltages.15–17 The most successful of these utilized very 

long 250 μs MD simulations.18 Overall, such studies demonstrated a high degree of similarity in 

the atomic models, thereby achieving a “consensus” structure for the deactivated, closed state of 

Kv channels.2 However, despite the “consensus” noted, experimental validation utilizing one or 

more direct techniques remains essential.  

Some developments were needed to investigate the voltage-dependent structures of VGICs 

directly, without having to resort to one or more site-directed mutations and subsequent labelling 

with bulky chromophores or heavy metals. We first developed two methods for the fabrication of 

single membrane specimens, comprised of a phospholipid bilayer containing a vectorially-oriented 

voltage-gated K+ channel protein at high in-plane density, tethered to the surface of an inorganic 

multilayer substrate to allow for the application of transmembrane voltages in an electrochemical 

cell.19,20 The structures of the tethered single membrane specimens were then characterized by both 

x-ray reflectivity19 and neutron reflectivity,21 each enhanced by interferometry enabled by the 

multilayer substrate.20–22 The electrical properties of the membranes were characterized by 

electrical impedance spectroscopy (EIS). With these essential developments, we then utilized time-

resolved x-ray and neutron interferometry to investigate the dependence of the so-called “profile 

structure” of the isolated VSD of the prokaryotic Kv channel KvAP on physiologically relevant 
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transmembrane voltages that were nonpolarizing, polarizing and depolarizing with respect to the 

transmembrane resting voltage.23 The profile structure is the projection of the 3-D structure of the 

membrane parallel to the membrane plane onto the membrane normal and is dominated by the 

protein component at the high in-plane density. In these time-resolved, “pump-probe” 

experiments, the three voltages were applied cyclically, and the interferometry data were collected 

separately for each voltage and subsequently averaged. For the x-ray case employing a pulsed 

synchrotron source, radiation damage to the specimens was detected after only three voltage 

cycles, although the incident photon flux was sufficiently high to provide accurate x-ray scattering-

length density (xSLD) profiles for each voltage within a single cycle. For the neutron case utilizing 

a pulsed spallation source, the incident neutron flux was dramatically lower, therefore requiring 

many voltage cycles to provide accurate neutron scattering-length density (nSLD) profiles made 

possible by the absence of any detectable radiation damage to the specimens. The voltage-

dependent xSLD and nSLD profile structures for the isolated VSD of KvAP determined from these 

time-resolved experiments were found to be in good agreement with long (multi-μs) molecular 

dynamics (MD) simulations of the same VSD protein within a hydrated phospholipid bilayer 

membrane investigated as a function of similar physiologically-relevant transmembrane 

voltages.24 

In this work, we extended our time-resolved neutron interferometry approach to investigate the 

dependence of the profile structure of the complete homo-tetrameric prokaryotic Kv channel 

KvAP, vectorially oriented within a phospholipid bilayer membrane at a solid-liquid interface, on 

the transmembrane voltage. A cyclic sequence of hyperpolarizing and depolarizing voltage pulses, 

whose amplitudes and duration were judiciously selected to circumvent the inactivation exhibited 

by the complete homotetrameric channel,25 was synchronized with the pulsed neutron source. 
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Averaging the data for each of the hyperpolarizing and depolarizing voltage pulses collected over 

many cycles provided the nSLD profile structure of the membrane for the deactivated, closed state 

(hyperpolarized) and activated, open state (depolarized) of the channel, as well as the profile 

structure for water within the Kv channel for these two end states, the latter enabled by using 

neutrons.20 There were two key experimental results from this study, namely the difference ΔnSLD 

profile structures for both the membrane and for water within the membrane, each calculated as 

the nSLD profile for the deactivated, closed state (hyperpolarized) minus the nSLD profile for the 

activated, open state (depolarized). The two key results were then compared with those predicted 

by three fundamentally different computational approaches to modeling these same two states for 

three different voltage-gated K+ channels in hydrated phospholipid bilayer membranes. They 

included a targeted MD simulation applied to the prokaryotic KvAP channel,13 ROSETTA 

membrane protein structure prediction followed by MD simulation applied to the transmembrane 

domain of the eukaryotic Kv1.2 channel,9–11 and a state-of-the-art, 250 μs timescale MD simulation 

applied to the transmembrane domain of the eukaryotic Kv1.2/2.1 chimera channel.18 Only one of 

these computational approaches was found to be in agreement with both of the two key 

experimental results for the KvAP channel provided by our time-resolved neutron interferometry 

experiments. 

3.2 Materials and Methods 

3.2.1 Expression and purification of KvAP protein 

The KvAP gene (coding for residues 14–295 of the protein) was amplified from a PQE60 plasmid 

that was kindly provided by Dr. Rod McKinnon (Rockefeller University). The gene was inserted 

into the in-house pETCH vector,26 which supplies a C-terminal His6 tag. The plasmid was inserted 
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into C41(DE3) cells, which were grown in Lurai-Bertani medium at 37°C. When the OD600 value 

reached 0.8, protein expression was induced by addition of 0.4 mM isopropylthiogalactoside; 10 

mM BaCl2 was added to the medium at the same time. Cells were harvested after 4 hours, washed 

with water, and frozen.  

All purification steps were carried out at 4°C. Cells were lysed in 20 mM Tris (pH 8), 100 mM 

KCl (buffer A) using an Emulsiflex cell disruptor operating at 20,000 psi. The lysate was 

centrifuged at 14,000 × g for 15 min, after which the supernatant was centrifuged at 200,000 × g 

for 1 hour to isolate the membrane fraction. The membrane pellet was resuspended in buffer A and 

n-decyl-β-D-maltopyranoside (DM) was added to a final concentration of 1.9% (w/v). After one 

hour, the suspension was centrifuged again at 200,000 × g for one hour. The supernatant was 

filtered and applied to a 1 mL HisTrap-HP column (GE LifeSciences) equilibrated with buffer A 

+ 0.24% DM. KvAP was eluted with a gradient from 0 to 400 mM imidazole. Fractions containing 

KvAP were pooled and dialyzed versus buffer A + 0.24% DM. The protein was then reduced with 

1 mM TCEP for an hour, after which it was concentrated to approximately 10 mg/mL. DM 

concentrations in the concentrated protein sample were measured by analytical thin-layer 

chromatography,27 and were typically found to be approximately 5% (w/v). A sample of the 

concentrated protein was analyzed by size-exclusion chromatography on a Sephacryl S-200 

column in Buffer A + 0.24% DM, and found to migrate as a tetramer. Aliquots of the concentrated 

protein were flash-frozen in liquid nitrogen. 

3.2.2 Specimens for x-ray interferometry and time-resolved neutron interferometry 

experiments 
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We used a modified version of the Self-Assembly method19 to tether the homotetrameric KvAP 

solubilized in DM, designated as KvAP-DM, to the surface of Si-Ge-Si multilayer on silicon 

substrates to result in a unique vectorial orientation of the KvAP protein with respect to the normal 

to the substrate surface. The modifications included utilizing 3-aminopropyldimethylethoxysilane 

(Gelest) to alkylate the silicon oxide surface of the substrate, followed by sequential reaction with 

three linkers: succinic anhydride (Sigma), 1-ethyl-3(3-dimethylaminopropyl)carbodiimide 

hydrochloride (Pierce Biotechnology) and N-hydroxysuccinimide (Pierce) followed by surface 

functionalization with Nα,Nα-Bis(carboxymethyl)-L-lysine hydrate (Sigma), to produce an 

alkylated substrate surface possessing nitrilotriacetate endgroups. The modifications resulted in 

improved specimen-to-specimen reproducibility for tethering KvAP-DM to the surface of the Si-

Ge-Si multilayer on silicon substrates. Each silicon or germanium layer in the multilayer was of 

~20Å thickness, fabricated by magnetron sputtering at the Advanced Photon Source, Argonne 

National Laboratory. The detergent was subsequently exchanged for POPC (1-palmitoyl-2- 

oleoylphosphatidylcholine; Avanti Polar Lipids) following the self-assembly method.19  

3.2.3 Electrochemical cell for time-resolved neutron interferometry experiments 

The basic features of the electrochemical cells used for the time-resolved neutron interferometry 

experiments reported herein were similar to those for the cells used previously for the closely 

related experiments with the isolated VSD from KvAP.23 Here, instead of a Si-Ni-Si multilayer on 

silicon substrate as in the reference, the working electrode was provided by a Si-Ge-Si multilayer 

on a silicon substrate, the latter being heavily-doped with phosphorus to make it sufficiently 

conductive (R < 1 Ωcm2), which was held at ground potential. The electric potential (voltage) was 

applied to the membrane on the surface of the Si-Ge-Si multilayer substrate via a platinum counter 
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electrode in the aqueous electrolyte comprised of 0.1 M KCl in 1 mM Tris buffer at pH 8. For 

either the isolated VSD studied previously23 or KvAP itself tethered to the substrate surface via a 

His-tag on the protein's C-terminus in this study, this is exactly opposite to the electrophysiological 

convention where the extracellular side of the membrane is at ground potential and the electric 

potential is applied to the cytoplasmic side. 

3.2.4 Design of the neutron interferometry “pump-probe” experiment to avoid KvAP 

inactivation 

In a classic "pump-probe" experiment, the membrane containing the vectorially-oriented Kv 

channel is subjected to a periodic alternating sequence of polarizing and depolarizing pulses with 

respect to the resting transmembrane voltage, each of constant amplitude and finite duration, and 

the membrane structure is synchronously probed with a small number of neutron pulses for each 

voltage pulse applied to the membrane. This approach has the absolute requirement that both the 

activation of the four VSDs and subsequent opening of the channel within the PD produced by the 

depolarizing voltage pulse, and the deactivation of the four VSDs and closing of the channel within 

the PD produced by the polarizing voltage pulse, be completely reversible. Utilizing a pulsed 

neutron source like the Spallation Neutron Source at Oak Ridge National Laboratory, although the 

incident neutron pulses are of only ~10 μs duration, the momentum transfer 𝑄:⃑  (see Supporting 

Materials, Section a) for each scattered neutron is determined by time-of-flight (TOF) which 

requires 16.5 ms. Hence, the number of neutron pulses employed for each voltage pulse depends 

on the duration of the TOF, down to the lower limit of one neutron pulse for a voltage pulse of 

16.5 ms duration.  
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However, all Nav and Kv channels exhibit inactivation, even those that do not possess the 

additional cytoplasmic domain of eukaryotic channels, but only a transmembrane domain like the 

prokaryotic Kv channel KvAP utilized in this work. For an ensemble of channels, only a fraction 

of the ensemble can be activated in response to a second sufficiently depolarizing voltage pulse to 

result in pore opening and a measurable potassium current if the first depolarizing pulse is of too 

long a duration. For KvAP, using polarizing pulses of -120 mV and depolarizing pulses of +100 

mV (electrophysiological convention), each of 150 ms duration, only about one third of the 

ensemble can be activated by a second depolarizing pulse.25 After four pulses, the entire ensemble 

is inactivated. Unfortunately, reactivation occurs only on a much longer time-scale, namely about 

90 s for KvAP incorporated into a planar phospholipid bilayer comprised of POPC:POPG-

decane.25 This situation would render such a "pump-probe" experiment as described above 

essentially impossible because the experiment would be exceedingly inefficient utilizing only an 

infinitesimal fraction (1/600) of the incident neutron flux available, noting the incident neutron 

pulse rate of 60 Hz, to achieve the requirement of complete reversibility. However, a judicious 

choice of both the amplitude and duration of the polarizing and depolarizing voltage pulses can be 

used to circumvent inactivation for a particular Kv channel depending on its membrane 

environment. As shown in Figure 4 of reference (25), choosing more hyperpolarizing pulses of -

150 mV and less depolarizing pulses of +20 mV, each of only 50 ms duration, can be employed to 

eliminate any measurable inactivation for KvAP in a planar phospholipid bilayer comprised of 

POPC:POPG-decane. As a result of the above considerations, we employed 3 neutron pulses for 

each hyperpolarizing or depolarizing voltage pulse, this number averaging over the complete 

activation of the KvAP channel ensemble upon application of each depolarizing voltage pulse from 

inspection of Figure 1 of reference (25). 
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3.2.5 X-ray interferometry data collection 

X-ray interferometry data were collected from several specimens, each comprised of either a 

KvAP-DM monolayer or a KvAP-POPC membrane following POPC-DM exchange, tethered to 

the surface of the same Si-Ge-Si multilayer substrate. The specimens were maintained in a 

hydrated state with moist He at 95% relative humidity in a thermo-regulated specimen chamber 

with Kapton windows. Specular x-ray reflectivity data were collected at 8.048 keV (1.543 Å), 

using a rotating-anode x-ray source, singly bent LiF monochromator incident beam optics, a Huber 

4-circle diffractometer, a Si(111) analyzer and a scintillation detector, via θ-2θ scans as described 

previously.19 These data were subsequently corrected for the incident beam footprint on the planar 

specimen depending on the angle of incidence, and for off-specular background scattering. 

3.2.6 Time-resolved neutron interferometry data collection 

Time-resolved neutron interferometry data were collected with the Magnetism Reflectometer on 

Beamline 4A at the Spallation Neutron Source, Oak Ridge National Laboratory.28 Several 

specimens were investigated comprised of either a KvAP-POPC membrane tethered to the surface 

of a Si-Ge-Si multilayer substrate (four), or just the self-assembled monolayer (SAM) used to 

tether KvAP-DM to the substrate as a voltage-insensitive “control” (two). The incident neutron 

pulses are polychromatic and of ~10 μs duration at a repetition rate of 60 Hz. 16.5 ms is required 

to determine the momentum transfer vector 𝑄:⃑  of each reflected neutron via TOF. The cyclic 

sequence of hyperpolarizing voltage pulses of 150 mV and depolarizing voltage pulses of 20 mV, 

each of 50 ms duration and constant amplitude, were synchronized with the incident neutron pulses 

so that there were 3 neutron pulses for each voltage pulse. In order to achieve acceptable reflected 

neutron counting statistics, reflectivity data were collected from each specimen for 3–200 minutes, 
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for each of the six angles of incidence employed to span the range of 𝑄¢ accessed using the 

polychromatic neutron pulses. The time required increased with angle of incidence, and the 

reflected neutrons for each triplet of neutron pulses were collected separately and subsequently 

averaged over each of the hyperpolarizing or depolarizing voltage pulses. Given the incident 

neutron pulse rate, this implies that the reflectivity data for each transmembrane voltage were 

averaged over 103–106 cycles of the voltage pulse sequence. The time-averaged specular 

reflectivity data for each transmembrane voltage was then calculated, and the time-averaged data 

were subsequently corrected for the incident beam footprint on the planar specimen depending on 

the angle of incidence, and for off-specular background scattering. 

3.2.7 X-ray interferometry data analysis 

The specular x-ray interferometry data for the KvAP-DM monolayer and KvAP-POPC membrane 

specimens were analyzed using a constrained refinement approach analogous to that described 

previously19 to provide their respective xSLD profile.  

3.2.8 Time-resolved neutron interferometry data analysis 

The time-averaged specular neutron interferometry data for either the hyperpolarizing or the 

depolarizing voltage pulses was analyzed, using a constrained refinement approach analogous to 

that first described previously for a tethered protein monolayer at the solid-gas interface,29 to 

provide the nSLD profile for each voltage. 

3.2.9 Estimation of error propagation in the x-ray and neutron interferometry data 

analysis 
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As described in the Supporting Material, Section a, our data analysis employs the Fresnel-

normalized x-ray or neutron interferometry data R(𝑄¢)/R¤(𝑄¢), where the specular reflectivity 

data R(𝑄¢) containing the standard errors determined by the photon/neutron counting statistics has 

been divided by an analytic function R¤(𝑄¢) describing the reflectivity from a single ideal 

interface. The constrained refinement approach employs Fourier transformations to produce the 

xSLD or nSLD profile structures which obscure the standard errors in the reflectivity data. For the 

x-ray case, the propagation of errors from the data into the xSLD profiles was estimated utilizing 

a region of the profile that should be of constant xSLD. As shown in Figure 3.2A, this occurs for 

the KvAP-DM specimens over the region 50 Å < z < 100 Å, which is occupied by only the moist 

helium environment. The low amplitude oscillations about zero xSLD in this region arise from 

error propagation with a wavelength determined by the truncation of the inverse Fourier 

transformation at a maximum 𝑄¢ of 0.427 Å-1. For the neutron case, the time resolved experiments 

employed “control” specimens comprised of only the Si-Ge-Si multilayer substrate on silicon and 

the organic self-assembled monolayer (SAM), otherwise used to tether the KvAP-POPC 

membrane to the substrate’s surface. These control specimens were not expected to exhibit any 

dependence on the transmembrane voltage applied to the KvAP-POPC membrane specimens. As 

shown in Figure 3.4C, the difference ΔnSLD profile for the SAM specimen (hyperpolarizing - 

depolarizing) over the region 0 Å < z < 100 Å, otherwise occupied by the KvAP-POPC membrane 

when present, exhibits only low amplitude oscillations about zero nSLD in this region. These low 

amplitude oscillations arise from error propagation with a wavelength determined by the truncation 

of the inverse Fourier transformation at a maximum 𝑄¢ of 0.194 Å-1. Since errors propagate in 

difference ΔnSLD profiles as the square root of the sum of the squares of the errors in each nSLD 
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profile contributing to the difference profile, the standard errors in each contributing nSLD profile 

are then smaller by a factor of 1/√2. 

3.2.10 Modeling the voltage-dependent nSLD profiles for the KvAP-POPC 

membrane 

We believe that it is essential that all-atom MD simulation be incorporated in any approach to 

modeling either the activated, open state or the deactivated, closed state of a Kv channel protein 

within a hydrated phospholipid bilayer environment for two reasons. First, the elastic scattering 

experiment (neutron interferometry) is sensitive only to the time average over the dynamics 

inherent in such a membrane system. Second, upon embedding a particular state of the protein 

within the hydrated phospholipid bilayer, the protein must be allowed to relax in response to its 

environment within the bilayer and conversely, the hydrated bilayer must be allowed to relax in 

response to the embedded protein. These processes cannot be accurately modeled using static 

structure representations. In Supporting Materials, Section c, we describe in detail the modeling of 

the activated, open and deactivated closed states of three Kv channels in a hydrated phospholipid 

bilayer. These include the transmembrane domain of the eukaryotic Kv1.2/2.1 chimera, the 

transmembrane domain of the eukaryotic Kv1.2, and the prokaryotic KvAP. Importantly, we also 

describe how the atomic level detail in the MD simulations is utilized to produce the time-averaged 

nSLD profiles for either the entire membrane, or the nSLD profiles for the separate protein, lipid 

and water components, for comparison with their experimental counterparts. A portion of the MD 

trajectories for either the activated, open state or the deactivated, closed state of Kv channel in the 

hydrated POPC bilayer was selected over which the system demonstrated stability. These portions 

were the same length for each state and were sampled at uniform intervals to generate a number 
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of instantaneous configurations of the system used to calculate the time-averaged nSLD profiles. 

For the membrane, the atom selection included the protein, water and lipid within a cylinder of 

defined radius that extended from the center of the protein outward perpendicular to the 

transmembrane axis. Each selected atom was binned into 0.5 Å steps along the transmembrane-

axis for each of the sampled configurations. The neutron atomic scattering lengths were summed 

for each bin and these values were averaged over all sampled configurations to construct the time-

averaged nSLD profile for each state of the Kv-channel. The origin was defined as the protein 

center of mass for each configuration. Different deuteration ratios were achieved by randomly 

selecting a fraction of the hydrogen atoms on water and polar hydrogens on the protein to replace 

with deuterium. The same approach was employed to calculate the separate time-averaged nSLD 

profiles for the protein, lipid and water components of the membrane as determined by the atom 

selection. 

For the activated, open state of both the Kv1.2/2.1 chimera and the KvAP channel in a hydrated 

POPC bilayer membrane, we also calculated the resolution-limited nSLD profiles of the separate 

protein and lipid components. This was accomplished by the least-squares fitting of slab models,21 

based on a finite sum of error functions, to the time-averaged nSLD profiles for either the activated, 

open state of the protein or the host POPC bilayer, each hydrated with 100% D2O. Their resolution-

limited counterparts were then calculated via Fourier transformation into momentum transfer space 

(𝑄¢), followed by inverse Fourier transformation back into real space (z) at somewhat higher 

spatial resolution than in the experimental nSLD profiles using twice the maximum value of 𝑄¢ 

(i.e., 2 × 0.194Å-1) in the time-resolved neutron interferometry experiments. Thus, the minimum 

wavelength component in these resolution-limited nSLD profiles is half that of the experimental 

nSLD profiles, allowing important visualization of the influence of somewhat finer details in the 
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model profiles on their overall shape at the experimental spatial resolution. Linear combinations 

of the separate resolution-limited nSLD profiles for the activated, open state of the protein and the 

host POPC bilayer hydrated with D2O were then calculated thereby allowing for manipulation of 

the lipid/protein mole ratio to match that of the experimental KvAP-POPC membrane employed 

in the time-resolved neutron interferometry experiments. This was essential for the Kv1.2/2.1 

chimera protein since the MD simulation cell contained twice the amount of POPC compared with 

that for the experimental KvAP-POPC membrane. 

3.3 Results 

3.3.1 Folding KvAP at the solid-liquid interface 

Based on a comparison of the x-ray crystal structures for the prokaryotic KvAP channel 

determined in a detergent micellar environment30 and the eukaryotic Kv1.2 channel determined in 

a mixed phospholipid-detergent micellar environment,8 it was proposed31 that the VSDs of KvAP 

would undergo refolding to form a four-helix bundle motif and a substantial reorientation of the 

bundle axis upon transfer from a micellar detergent environment to that of a phospholipid bilayer. 

Thus, we first investigated the profile structure of KvAP-DM within a monolayer tethered to the 

surface of a Si-Ge-Si multilayer substrate, and subsequently the profile structure of the tethered 

KvAP-POPC membrane following detergent-phospholipid exchange employing the self-assembly 

method, performing x-ray interferometry following each stage of fabrication in a moist helium 

environment.19 Numerous specimens were investigated, using both Si-Ge-Si multilayer substrates 

(four), as well as monolayer graphene on Si-Ge-Si multilayer substrates (four). For the latter, 

tethering the KvAP-DM monolayer to the graphene surface was achieved as in reference.32 In 

Figure 3.1, we show typical Fresnel-normalized specular x-ray reflectivity data for the specimens  
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Figure 3.1. Fresnel-normalized x-ray interferometry data 𝑅(𝑄¢)/𝑅¦(𝑄¢) with regard to folding 
KvAP at the solid-liquid interface. (A) 𝑅(𝑄¢)/𝑅¦(𝑄¢) data for the organic self-assembled 
monolayer (SAM) used to tether the KvAP-DM monolayer to the surface of an Si-Ge-Si multilayer 
substrate are shown. (B) 𝑅(𝑄¢)/𝑅¦(𝑄¢) data for a KvAP-DM monolayer tethered to the surface 
of an Si-Ge-Si multilayer substrate are shown. (C) 𝑅(𝑄¢)/𝑅¦(𝑄¢) data for a KvAP-POPC 
membrane tethered to the surface of the same Si-Ge-Si multilayer substrate are shown. Error bars 
are based on the photon-counting statistics.  
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on Si-Ge-Si multilayer substrates. Figure 3.1A is the data for the substrate possessing only the 

organic self-assembled monolayer (SAM) used subsequently to tether the KvAP-DM monolayer 

to its surface, Figure 3.1B for the substrate with the tethered KvAP-DM monolayer on its surface 

and Figure 3.1C for the substrate with the tethered KvAP-POPC membrane on its surface 

following POPC-DM exchange. The error bars are based on the photon counting statistics. In 

Figure 3.2A, we show the xSLD profile for a typical KvAP-DM monolayer on the surface of either 

a Si-Ge-Si multilayer substrate or a monolayer graphene on Si-Ge-Si multilayer substrate using 

the constrained refinement approach. The horizontal dotted lines above and below the abscissa 

were used to estimate the propagation of errors from the reflectivity data into the xSLD profiles, 

described in Section 3.2.9. For the tethered KvAP-DM monolayers on either substrate, the xSLD 

profile of the monolayer occurred relatively close to the substrate’s surface. In Figure 3.2B, we 

show the xSLD profiles for the Si-Ge-Si multilayer substrate with the KvAP-DM monolayer on 

its surface compared with only the SAM on its surface. The best xSLD profile for the KvAP-DM 

monolayer itself is the difference of these two profiles as shown in Figure 3.2C with estimated 

propagated error bars as described. Also shown in Figure 3.2C, the xSLD profile for the KvAP-

DM monolayer can be seen to agree fairly well with that calculated from the x-ray crystal structure 

from reference (30). All specimens for the tethered KvAP-DM monolayer exhibited similar xSLD 

profiles. As shown in Figure 2D, there is a substantial change in the xSLD profile for the KvAP-

POPC membrane following exchange of POPC for DM. The membrane is further from the 

substrate surface and thus, subtraction of the xSLD profile of the substrate with the SAM on its 

surface is not required. The estimated propagated errors are the same as for the KvAP-DM 

monolayer, noting the small change in ordinate scale. In Figure 3.2D, we have also superimposed 

the xSLD profiles calculated for the model proposed in reference (31), as described in Figure 3.2E, 
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as well as for rotations of the axis of the four-helix bundle VSDs of 5°, 10°, 15° and 20° less than 

the 90° rotation originally proposed. As can be seen from Figure 3.2D, a rotation by only 10° less 

than the 90° rotation originally proposed brings the model into close agreement with the 

experimental xSLD profile for the KvAP-POPC membrane dominated by the KvAP protein. Based 

on the estimated propagated errors in the experimental xSLD profile, we estimate that the rotation 

has been determined with a precision of about ±2°. In Figure 3.2F, we compare the 3-D structure 

for KvAP originally proposed31 with that found in our experiments. 

A majority of the specimens exhibited xSLD profiles for the KvAP-POPC membrane as shown in 

Figure 3.2D, while a minority exhibited xSLD profiles intermediate between that for the precursor 

KvAP-DM monolayer and that for the KvAP-POPC membrane, suggesting incomplete exchange. 

Electrical impedance spectroscopy (EIS) indicated a substantial increase in the resistance of the 

overlayer on the substrate's surface upon the transformation from the tethered KvAP-DM 

monolayer to a tethered KvAP-POPC membrane for all specimens. The resistance of the KvAP-

POPC membrane tethered to the surface of graphene was 2.3×105 to 1.3×106 Ωcm2, while that for 

the membrane tethered to the surface of silicon was 1.2×106 to 4.7×106 Ωcm2. Thus, we concluded 

that a properly folded KvAP homotetramer within the POPC bilayer membrane, structurally 

homologous with Kv1.2 and capable of sensing changes in the transmembrane voltage, had been 

achieved. 
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Figure 3.2. (next page) Folding KvAP at the solid-liquid interface. (A) The xSLD(z) profile for a 
KvAP-DM monolayer tethered to the surface of an Si-Ge-Si multilayer substrate is shown. The 
horizontal dashed lines above and below the abscissa were used to estimate the propagation of 
errors. (B) The xSLD(z) profiles for an Si- Ge-Si multilayer substrate with only the organic SAM 
used to tether the KvAP-DM monolayer to its surface (dashed) and for a slightly different Si-Ge-
Si multilayer substrate with a KvAP-DM monolayer tethered to its surface (solid) are shown. The 
xSLD profiles for the multilayer substrates occur for z < 0 Å, whereas those for the SAM or 
tethered KvAP-DM monolayer occur for z > 0 Å. (C) The xSLD(z) profile for the tethered KvAP-
DM monolayer (solid) with estimated errors is shown, compared with the xSLD(z) profile 
calculated from the x-ray crystal structure for KvAP-DM (dashed). (D) The xSLD(z) profile for 
the KvAP-POPC membrane after POPC-DM exchange (gray with estimated errors) is shown, 
compared with the xSLD(z) profiles calculated for the model proposed for KvAP (gray solid) 
within a phospholipid bilayer environment described in (E), as well as for rotations of 5° (dotted), 
10° (black solid), 15° (dashed), and 20° (dash-dot) less than the 90° originally proposed. (E) An 
illustration is given showing the proposed31 refolding of the S1 helix to form a four-helix bundle 
structure for the VSDs and reorientation of the bundle axis relative to the pore axis of KvAP via a 
rotation of ~90° upon the transformation from a detergent micelle environment (left side) to a 
phospholipid bilayer environment (right side). One VSD is shown in the foreground (black) with 
the PD in the background (gray). (F) Top view and side view (of one subunit) of the 3-D structure 
proposed31 for KvAP in a phospholipid bilayer environment is shown in a ribbon representation 
(gray), compared with that for a rotation of the VSDs by 10° less (black) than originally proposed. 
The xSLD(z) profiles are in units of electron density, e-/Å3. 
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3.3.2 Time-resolved "pump-probe" neutron interferometry 

We utilized a cyclic sequence of hyperpolarizing voltage pulses of 150 mV and depolarizing 

voltage pulses of 20 mV, each of 50 ms duration, in order to circumvent inactivation of the KvAP 

channel ensemble within a POPC bilayer membrane. The sequence of voltage pulses and 

synchronized neutron pulse triplets is depicted in Figure 3.3A. The Fresnel-normalized neutron 

interferometry data R(𝑄¢)/R¤(𝑄¢) for one KvAP-POPC membrane (specimen S2), averaged over 

either the hyperpolarizing or depolarizing voltage pulses with standard errors based on the neutron 

counting statistics, are shown for aqueous solvent contrasts of 60% D2O/40% H2O in Figure 3.3B 

and 90% D2O/10% H2O in Figure 3.3C. There are experimentally significant differences in the 

mean of the R(𝑄¢)/R¤(𝑄¢)  data that exceed the standard errors consistently over small ranges of 

momentum transfer 𝑄¢ for both contrasts, becoming more evident with increasing 𝑄¢, and 

somewhat larger for 60% D2O/40% H2O. Four different KvAP-POPC membrane specimens were 

investigated, and specimen-to-specimen reproducibility is addressed in Supporting Materials, 

Section b. 

The nSLD profiles for specimen S2 at the aqueous solvent contrasts provided by 90% D2O/10% 

H2O and 60% D2O/40% H2O, derived from the R(𝑄¢)/R¤(𝑄¢) data using the constrained 

refinement approach, are shown in Figure 3.4. The nSLD profile for the Si-Ge-Si multilayer 

substrate occurs for z < 0 Å (not shown) while the nSLD profile for the KvAP-POPC membrane 

occurs within the interval 30 Å < z < 110 Å with the membrane centroid located at z ~ 75 Å. The 

nSLD profiles for the membrane appear at negative contrast with respect to the average nSLD of 

both electrolytes shown in Figure 3.4A (left) for 90% D2O and in Figure 3.4B (left) for 60% D2O. 

The changes in the membrane nSLD profiles for the hyperpolarizing versus the depolarizing   
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Figure 3.3. Time-resolved ‘‘pump-probe’’ neutron interferometry. (A) The cyclic sequence of 
hyperpolarizing and depolarizing transmembrane voltage pulses, together with the triplet of 
incident neutron pulses utilized for each voltage (blue hyperpolarizing, red depolarizing), 
employed in the time-resolved neutron interferometry experiment is shown. (B) Fresnel-
normalized neutron reflectivity 𝑅(𝑄¢)/𝑅¦(𝑄¢), averaged over the hyperpolarizing voltage pulses 
(blue), is shown compared with that averaged over the depolarizing voltage pulses (red) for the 
KvAP-POPC membrane of specimen S2 at an aqueous solvent contrast of 60% D2O/ 40% H2O. 
(C) Similar Fresnel-normalized neutron reflectivity 𝑅(𝑄¢)/𝑅¦(𝑄¢) is shown for the same 
specimen at a contrast of 90% D2O/10% H2O. The standard errors for each are based on the 
reflected neutron counting statistics.  
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voltage pulses occur within the interval 65 Å ± 35 Å for both contrasts. In general, they 

demonstrate a loss of nSLD within the extracellular half of the membrane for z > 75 Å and a gain 

of nSLD within the cytoplasmic half of the membrane for z < 75 Å, that exceed the estimated 

propagated errors, for the deactivated, closed state of the channel (hyperpolarized) relative to the 

activated, open state (depolarized). The difference ΔnSLD profiles, hyperpolarized minus 

depolarized, were calculated following superposition of the centroids of the nSLD profiles for the 

membrane at the maximum contrast provided by 90% D2O for each transmembrane voltage. This 

was done so that the small shift in the centroid of the membrane nSLD profile for the 

hyperpolarizing voltage toward the substrate surface of less than 1 Å relative to that for the 

depolarizing voltage did not otherwise contribute to the difference ΔnSLD profiles. With this 

minor adjustment, the difference ΔnSLD profiles manifest the changes noted, as shown in Figure 

3.4A (right side) for 90% D2O and in Figure 3.4B (right side) for 60% D2O and while the changes 

are similar for both contrasts, they are larger for 60% D2O. The difference ΔnSLD profile for the 

control specimen S1 lacking the KvAP-POPC membrane is nearly featureless on the same 

ordinate-scale as shown in Figure 3.4C. The horizontal dashed lines above and below the abscissa 

in Figure 3.4C were used to estimate the propagation of errors from the reflectivity data into the 

ΔnSLD profiles and the nSLD profiles described in Section 3.2.9. The different magnitudes of the 

features in the ΔnSLD profiles for the different contrasts arise from H-D exchange for both water 

and protein within the membrane profile, as POPC possesses no exchangeable hydrogens. 

The double difference profile, ΔΔnSLD, shown in Figure 3.5 for 90% D2O minus 60% D2O and 

hyperpolarizing minus depolarizing voltages, provides the dependence of the H-D exchange 

profile on the transmembrane voltage. However, any water-accessible sites within the KvAP 

protein that might be unexposed for one state (e.g., deactivated, closed) and become exposed for  
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Figure 3.4. Experimental voltage-dependent profile structures for the KvAP-POPC membrane. 
(A) Left side shows the nSLD(z) profiles for the KvAP-POPC membrane of specimen S2 (black 
hyperpolarized, gray depolarized) at a solvent contrast of 90% D2O/10% H2O. The profile for the 
membrane is at negative contrast relative to 90% D2O. (A) Right side shows the difference 
ΔnSLD(z) profile (hyperpolarized minus depolarized) at the same contrast of 90% D2O/10% H2O. 
(B) Left side shows the nSLD(z) profiles for the same specimen S2 at a contrast of 60% D2O/40% 
H2O. The profile for the membrane is also at negative contrast relative to 60% D2O. (B) Right side 
shows the difference ΔnSLD(z) profile (hyperpolarized minus depolarized) at the same contrast of 
60% D2O/40% H2O. (C) Right side shows the ΔnSLD(z) profile (hyperpolarized minus 
depolarized) for the organic SAM on the inorganic Si-Ge-Si multilayer substrate’s surface, but 
otherwise lacking the tethered KvAP-POPC membrane, for specimen S1 at a solvent contrast of 
90% D2O/10% H2O. The horizontal dashed lines above and below the abscissa were used to 
estimate the propagation of errors into the difference ΔnSLD(z) profiles and hence the nSLD(z) 
profiles contributing to the difference. The nSLD(z) profiles are in units of 10-6/Å2.   
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the other state (e.g., activated, open) would all undergo H-D exchange due to cycling between the 

hyperpolarizing and depolarizing voltages. Hence, the double difference profile, ΔΔnSLD, in 

Figure 3.5 is that for only water. The double difference profile demonstrates that water is lost from 

the cytoplasmic half of the membrane for z < 75 Å, especially at the surface of the cytoplasmic 

side of the membrane at z ~ 35–45 Å, and water is gained within the extracellular half of the 

membrane for z ~ 85–95 Å, for the deactivated, closed state of the channel (hyperpolarized) 

relative to the activated, open state (depolarized). In Figure 3.5, the nSLD profiles at 90% D2O 

(hyperpolarized and depolarized) are shown in Figure 3.5A juxtaposed above the double-

difference profile ΔΔnSLD in Figure 3.5B for reference. The error bars in the double-difference 

profile ΔΔnSLD are √2	larger than those in the ΔnSLD profiles contributing to the difference 

described in Section 3.2.9. 

Note that any model for the deactivated, closed state of the Kv channel relative to the activated, 

open state of the channel should predict both the ΔnSLD difference profiles and the ΔΔnSLD 

double-difference profile from these time-resolved neutron interferometry experiments. This is 

because the experiments are directly sensitive to the voltage dependence of the profile structure of 

the Kv channel, and to the voltage dependence of water within that profile structure, in these single 

phospholipid bilayer membranes containing the vectorially oriented channel at high in-plane 

density. We compare several models for these two states of Kv channels in the sections that follow. 
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Figure 3.5. Experimental voltage-dependent profile structure for water within the KvAP-POPC 
membrane. (A) For reference, the nSLD(z) profiles for specimen S2 and an aqueous solvent 
contrast of 90% D2O/10% H2O from Figure 3.4 are shown juxtaposed to better delineate those 
more relevant regions of the membrane profile exhibiting changes in the ΔnSLD(z) profile for 
water only (vertical arrows). (B) The double-difference ΔΔnSLD(z) profile for solvent contrasts 
of 90% D2O/10% H2O minus 60% D2O/40% H2O and for hyperpolarizing minus depolarizing 
transmembrane voltages is shown for specimen S2. The estimated errors in the double-difference 
ΔΔnSLD(z) profile are √2 larger than for the ΔnSLD(z) profiles shown in Figure 3.4.  
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3.3.3 Modeling the nSLD profile for the activated, open state of the KvAP protein 

within a hydrated POPC bilayer membrane 

We first address whether the nSLD profile structure determined for the KvAP-POPC membrane 

using a depolarizing transmembrane voltage to produce the activated, open state of the channel in 

our time-resolved neutron interferometry experiments is consistent with what is known about both 

the high-resolution structure of this Kv channel and the structure of a hydrated POPC bilayer. 

However, there is no x-ray crystal structure for a properly folded KvAP protein in the activated, 

open state. Instead, there is a model31 based on a proposed structural homology for KvAP with the 

transmembrane domain of Kv1.2 determined by x-ray crystallography8 employing a more 

“membrane-like” crystallization environment, as described in Section 3.3.1. In Supporting 

Materials, Section c, we describe the construction of an improved model for this state of KvAP 

based on the result that the isolated VSD of KvAP was shown to undergo a substantial 

conformational change for depolarizing transmembrane voltages compared with the absence of a 

voltage.23,24 There are high-resolution x-ray crystal structures for the eukaryotic Kv channels, 

Kv1.28 and the Kv1.2/2.1 chimera,5 with the highest resolution achieved for the latter. Given the 

proposed structural homology noted above, we first compare the time-averaged nSLD profile for 

the transmembrane domain of the Kv1.2/2.1 chimera protein in a hydrated POPC bilayer under a 

depolarizing transmembrane voltage from the MD simulation,18 as described in Supporting 

Materials, Section c. We then compare the time-averaged nSLD profile for the improved model 

for KvAP in a hydrated POPC bilayer environment under a depolarizing transmembrane voltage 

in a MD simulation also described in Supporting Materials, Section c. 
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Figure 3.6. Modeling the nSLD profile for the activated, open state of KvAP in a hydrated POPC 
bilayer membrane. The nSLD profiles for the membranes in (A) and (B) are at negative contrast 
relative to 90–100% D2O. (A) Left side shows the experimental nSLD(z) profile for the KvAP-
POPC membrane at a contrast of 90% D2O / 10% H2O (gray) compared with that of the resolution-
limited model based on MD simulation for the Kv1.2/2.1 chimera channel within a hydrated, 
POPC bilayer at a contrast of 100% D2O (black) at twice the spatial resolution of the experimental 
profile. The two arrows point out the ‘‘double-well’’ shape of the experimental nSLD(z) profile. 
(A) Right side shows the separate contributions of the Kv1.2/2.1 protein (dashed) and the POPC 
bilayer (dotted) in 100% D2O to the model profile and their sum (solid). (B) Left side shows the 
experimental  nSLD(z) profile for the KvAP-POPC membrane at a contrast of 90% D2O/10% H2O 
(gray) compared with that of the resolution-limited model based on MD simulation of an improved 
model for this state of the KvAP channel within a hydrated, POPC bilayer at a contrast of 100% 
D2O (black) at twice the spatial resolution of the experimental profile. (B) Right side shows the 
separate contributions of the KvAP protein (dashed) and the POPC bilayer (dotted) in 100% D2O 
to the model profile, and their sum (solid). Juxtaposed below, we show to scale a rendering of an 
instantaneous configuration of the KvAP protein (black ribbon) embedded with the POPC bilayer 
(gray licorice) in a water slab (white shaded) from the MD simulation of the improved model for 
this state of the KvAP channel.   
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In Figure 3.6A, the left-side panel compares the time-averaged, resolution-limited nSLD profile 

of the activated, open state for the Kv1.2/2.1 chimera, based on the MD simulation within a 

hydrated POPC bilayer, with the experimental nSLD profile for the KvAP-POPC membrane at a 

depolarizing transmembrane voltage. The nSLD profile for the Kv1.2/2.1 chimera within a 

hydrated POPC bilayer was adjusted to match the lipid-to-protein mole ratio of the experiment. 

The right-side panel shows the separate resolution-limited nSLD profiles for both the Kv1.2/2.1 

chimera protein and the POPC bilayer in D2O, as well as their sum. In Figure 3.6B, the left-side 

panel compares the time-averaged, resolution-limited nSLD profile for the activated, open state of 

the KvAP protein, based on the MD simulation of the improved model within a hydrated POPC 

bilayer, with the experimental nSLD profile for the KvAP-POPC membrane at a depolarizing 

transmembrane voltage. The right-side panel shows the separate resolution-limited nSLD profiles 

for both the KvAP protein and the POPC bilayer in D2O, as well as their sum. 

In Figure 3.6B, the time-averaged, resolution-limited nSLD profile for the activated, open state of 

the KvAP protein within a hydrated POPC bilayer appears to be in reasonable agreement with the 

“double well” geometric shape of the experimental nSLD profile for the KvAP-POPC membrane 

at a depolarizing transmembrane voltage. In Figure 3.6A, there is slightly less agreement between 

the time-averaged, resolution-limited nSLD profile for the activated, open state of the Kv1.2/2.1 

chimera protein within a hydrated POPC bilayer and the “double well” geometric shape of the 

experimental nSLD profile for the KvAP-POPC membrane at a depolarizing transmembrane 

voltage. This is not surprising based on the structural homology between the two proteins. For both 

the Kv1.2/2.1 chimera in Figure 3.6A and KvAP in Figure 3.6B, the more detailed features 

provided by the somewhat higher spatial-resolution of the nSLD profiles for the models predict 

that the deeper minimum of the “double well” geometric shape occurs within the cytoplasmic half 
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of the membrane, as exhibited by the experimental nSLD profile, but to a lesser extent. Note that 

the separate nSLD profiles for the host POPC bilayer component are very similar while the nSLD 

profiles for the protein component are more different, as shown in the right-side panels. Thus, any 

differences in the nSLD profiles for their respective membranes arise from the protein component. 

Lastly, if the spatial resolution in the resolution-limited nSLD profiles is reduced to approach that 

of the experimental profiles, the “double well” geometric shape exhibited by the experimental 

profile is reproduced. 

3.3.4 Modeling the difference ΔnSLD profiles between the deactivated, closed state 

and activated, open state of the KvAP protein within a hydrated POPC bilayer 

membrane 

We next address whether any of the three fundamentally different computational approaches to 

modeling the deactivated, closed state and the activated, open state of a Kv channel mentioned in 

Section 3.1 can predict the experimental difference ΔnSLD profiles for the KvAP protein within a 

hydrated POPC bilayer membrane. Like for the experimental KvAP-POPC membrane, the 

difference ΔnSLD profiles described below were all calculated as the nSLD profile for the 

deactivated, closed state minus that for the activated, open state, following the superposition of the 

membrane centroids for each state of the respective Kv channel. Furthermore, the difference 

ΔnSLD profiles for each of the three models were calculated from their respective MD simulations 

described in Supporting Materials, Section c, and smoothed via convolution with a Gaussian 

function (σ = 5 Å). 
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Figure 3.7. Modeling the difference ΔnSLD profile between the deactivated, closed and activated, 
open states of KvAP in a hydrated POPC bilayer membrane. (A) The experimental difference 
ΔnSLD(z) profile (hyperpolarized – depolarized) for the KvAP-POPC membrane is shown at a 
contrast of 60% D2O/40% H2O from Figure 3.4B with respect to the z ¼ 0 A° origin at the 
multilayer substrate surface. (B) The difference ΔnSLD(z) profile for the Kv1.2/2.1 protein within 
a hydrated POPC bilayer membrane is shown at a contrast of 60% D2O/ 40% H2O with respect to 
the centroid of the membrane. The difference ΔnSLD(z) profile was calculated from MD 
simulations that utilized transmembrane voltages (Vm) to generate the deactivated, closed and 
activated, open states. (C) The difference ΔnSLD(z) profile for the Kv1.2 protein within a hydrated 
POPC bilayer membrane is shown at a contrast of 60% D2O/40% H2O with respect to the centroid 
of the membrane. The difference ΔnSLD(z) profile was calculated from the MD simulations of 
ROSETTA models for the deactivated, closed and activated, open states. (D) The difference 
ΔnSLD(z) profile for the KvAP protein within a hydrated POPC bilayer membrane is shown at a 
contrast of 60% D2O/40% H2O with respect to the centroid of the membrane. The difference 
ΔnSLD(z) profile was calculated from targeted MD simulations to generate the deactivated, closed 
and activated, open states. The vertical dashed lines serve only to guide the eye.   
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In Figure 3.7A, we show the difference ΔnSLD profile from the experiment for the KvAP-POPC 

membrane, with respect to the z = 0 Å origin at the substrate surface, for an aqueous solvent 

contrast of 60% D2O. We chose the higher contrast for this comparison because the signal/noise 

level is higher than for 90% D2O, and the following difference ΔnSLD profiles for the models are 

shown at the same contrast (60% D2O). In Figures 3.7B–D we show the difference ΔnSLD profiles 

for only the Kv1.2/2.1 chimera protein, for only the Kv1.2 protein, and for only the KvAP protein, 

respectively. In all of the ΔnSLD profiles for only the Kv channel proteins, the z = 0 Å origin is at 

the membrane centroid. 

There are three main features evident in the experimental difference ΔnSLD profile for the KvAP-

POPC membrane shown in Figure 3.7A, namely the two maxima (max1, max2) and the minimum 

(min1) spanning ~70 Å of the membrane profile. These three features are very similar to those 

exhibited by the Kv1.2/2.1 chimera protein in Figure 3.7B and the Kv1.2 protein in Figure 3.7C, 

each spanning ~70 Å of their simulated membrane profile. The only exception is that the minimum 

between the two maxima within the cytoplasmic half of the membrane for the Kv1.2/2.1 and Kv1.2 

proteins is much deeper than for the experimental KvAP-POPC membrane. This difference 

vanishes when the ΔnSLD profiles for the Kv1.2/2.1 and Kv1.2 proteins are convoluted with a 

broader Gaussian (e.g., σ ~ 10 Å) that matches the spatial-resolution of the experimental ΔnSLD 

profile for the KvAP-POPC membrane. The similarity noted comparing the difference ΔnSLD 

profiles for only the protein components of the simulated membranes for Kv1.2/2.1 and Kv1.2 

suggests that the experimental difference ΔnSLD profile for the KvAP-POPC membrane is 

dominated by its protein component. However, despite utilizing an improved model for the 

activated, open state of the KvAP protein, the major features in the difference ΔnSLD profile for 
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only the protein in Figure 3.7D differ substantially from those for the experimental KvAP-POPC 

membrane in Figure 3.7A, especially within the extracellular half of the membrane. 

With respect to the three main features in the experimental difference ΔnSLD profile in Figure 

3.7A, the larger maximum occurs near the cytoplasmic surface of the membrane separated from a 

second maximum within the cytoplasmic half of the membrane by 28 Å while the minimum occurs 

within the extracellular half of the membrane separated from the first maximum by 50 Å. The two 

separations of these three main features are the only unique attributes of the experimental ΔnSLD 

profile. It is notable that the ΔnSLD profiles for both the simulated Kv1.2/2.1 chimera protein and 

the simulated Kv1.2 protein within their respective POPC bilayer membranes exhibit the same 

three features, namely two maxima and one minimum that span their respective membrane 

profiles. As can be seen in Table 3.1, in which the separations noted utilize the centroids of the 

features, the two unique separations for the ΔnSLD profile of the Kv1.2/2.1 chimera protein match 

those of the KvAP protein to within less than 1 Å. However, the two unique separations for the 

ΔnSLD profile of the Kv1.2 protein are 6–8 Å smaller than for the KvAP protein. Thus, the 

question arises as to whether our time-resolved neutron interferometry experiments could have 

detected these smaller separations given the relatively low spatial-resolution of the experimental 

nSLD profiles for the KvAP-POPC membrane at hyperpolarizing and depolarizing transmembrane 

voltages. The answer is “yes”, as is demonstrated in Supporting Materials, Section d. 

Table 3.1. Separations between Features in the ΔnSLD Profiles 
 

 Exp. ΔnSLD KvAP ΔnSLD Kv1.2/2.1 ΔnSLD Kv1.2 
|Δ(max1 − max2)| 28 Å 28 Å 20 Å 
|Δ(max1 − min1)| 50 Å 51 Å 44 Å 
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3.3.5 Modeling the difference ΔnSLD profile for water between the deactivated, 

closed state and activated, open state of the KvAP protein within a hydrated 

POPC bilayer membrane 

Lastly, we address whether any of the three fundamentally different computational approaches to 

modeling the deactivated, closed state and the activated, open state of a Kv channel mentioned in 

Section 3.1 can predict the experimental difference ΔnSLD profile for water within the KvAP 

protein in a hydrated POPC bilayer membrane. Like for the experimental KvAP-POPC membrane, 

the difference ΔnSLD profiles for water described below were calculated as the nSLD profile water 

for the deactivated, closed state minus that for the activated, open state, following the superposition 

of the membrane centroids for each state of the respective Kv channel. Furthermore, the difference 

ΔnSLD profiles for water in each of the three models were calculated from their respective MD 

simulations described in Supporting Materials, Section c, and smoothed via convolution with a 

Gaussian function (σ = 5 Å). 

In Figure 3.8A, we show the experimental difference ΔnSLD profile for water within the KvAP-

POPC membrane, namely the double difference ΔΔnSLD profile from Figure 3.5B. In Figure 

3.8B, we show the difference ΔnSLD profile for water within the transmembrane domain of the 

Kv1.2/2.1 protein within a hydrated POPC bilayer. The agreement between the experimental and 

simulated difference nSLD profiles for water is seen to be very good, particularly with regard to 

both the amplitudes and signs of their major features, corresponding to the loss of water from the 

cytoplasmic half of the membrane, nearer the membrane surface, and the gain of water within the 

extracellular half of the membrane, nearer the membrane surface. They differ somewhat within the 

interior region of the membrane profile structure in between the two membrane surfaces, with  
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Figure 3.8. Modeling the difference ΔnSLD profile for water between the deactivated, closed and 
activated, open states of KvAP within a hydrated POPC bilayer membrane. (A) Experimental 
double-difference ΔΔnSLD(z) profile for water within the experimental KvAP-POPC membrane 
from Figure 3.5B is shown. (B) The difference ΔnSLD(z) profile for water within the simulated 
Kv1.2/2.1-POPC membrane shown here with respect to the centroid of the nSLD profile for the 
membrane is shown. (C) The difference ΔnSLD(z) profile for water within the simulated Kv1.2-
POPC membrane shown here with respect to the centroid of the nSLD profile is shown. The 
vertical dashed lines serve only to guide the eye.  
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some water being lost from the interior region for KvAP versus essentially none for the 

transmembrane domain of the Kv1.2/2.1 chimera. In Figure 3.8C, we show the difference ΔnSLD 

profile for water within the Kv1.2-POPC membrane. In this case, the difference ΔnSLD profile for 

water within the Kv1.2-POPC membrane bears no resemblance to that for the experimental KvAP-

POPC membrane in terms of both amplitudes and signs of their respective features. 

3.3 Discussion 

We chose to focus this investigation on the activated, open state and the deactivated, closed state 

of the prokaryotic KvAP channel, the endpoints of the electromechanical coupling mechanism in 

which all four VSDs of each channel in the ensemble are in the same fully activated or fully 

deactivated state. Intermediate states are also thought to play a role in the mechanism.3 Such 

intermediates can arise when some fraction of the four VSDs within each channel of the ensemble 

are either activated or deactivated. They can also arise when the VSDs are only partially activated 

or deactivated, with the translation of the S4 helices within the VSDs at some fraction of the 

maximal translation between the endpoints, e.g., 1/4, 1/2, or 3/4. We sought to avoid such 

intermediate states by utilizing depolarizing and hyperpolarizing transmembrane voltages whose 

amplitudes and duration were not only sufficient to circumvent inactivation, but also sufficient to 

attain either full activation or deactivation of all four VSDs within each channel of the ensemble. 

The agreement achieved, as described in the next paragraph, suggests that we were successful. 

The ΔnSLD profile for the Kv1.2/2.1 chimera protein from the MD simulations of reference (18), 

contains the effects of both a relatively large inward translation of the S4 helix within the VSDs 

of ~15 Å along the membrane profile, toward the cytoplasmic side of the membrane, and the 

closing of the channel of the PD in response to the hyperpolarizing transmembrane voltage. We 
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found that the large inward translation of the S4 helix within the VSDs actually dominates the 

ΔnSLD profile over almost its full extent for the Kv1.2/2.1 protein, except for the extreme 

cytoplasmic side of the profile where changes in the PD near the C-terminus of the S6 helices also 

make a contribution. In these simulations, the hyperpolarizing voltage was much larger than in our 

experiments which could have contributed to the magnitude of this translation of the S4 helices.2 

The agreement in terms of both the amplitudes and positions of the major features within the 

experimental ΔnSLD profile for the KvAP-POPC membrane and those in the ΔnSLD profile for 

the Kv1.2/2.1 chimera protein itself from the MD simulation is seen to be very good in Figure 3.7, 

as quantified in Table 3.1. Although the major features in the difference ΔnSLD profile for the 

Kv1.2 protein in Figure 3.7C are qualitatively similar to those for both the Kv1.2/2.1 chimera 

protein in Figure 3.7B and for KvAP within the KvAP-POPC membrane in Figure 3.7A, the 

separations between the three features are 6–8 Å less for the Kv1.2 protein, using the vertical 

dashed lines as guides in Figure 3.7, and as quantified in Table 3.1. It is noteworthy in this regard 

that the ΔnSLD profile from the simulation for the Kv1.2 protein contains the effects of both a 

smaller inward translation of the S4 helix within the VSDs of ~7 Å along the membrane profile, 

toward the cytoplasmic side of the membrane, and the closing of the channel within the PD.10 As 

for the Kv1.2/2.1 protein chimera, we found that the smaller inward translation of the S4 helix 

within the VSDs also dominates the ΔnSLD profile over almost its full extent for the Kv1.2 protein. 

The differences in the separations of the main features in the difference ΔnSLD profiles for the 

Kv1.2/2.1 chimera protein versus the Kv1.2 protein noted above indicate the sensitivity of these 

difference ΔnSLD profiles to the magnitude of the translation of the S4 helix within the VSDs. 

Importantly, our time-resolved neutron interferometry experiments would have been capable of 

detecting such a smaller translation of the S4 helix within the VSDs of ~7 Å were it to have 
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occurred in the experimental KvAP-POPC membrane despite the relatively low spatial resolution 

of the experiment. 

Based on the comparisons of the experimental DnSLD profile with those for the models of the 

Kv1.2/2.1 chimera and Kv1.2 noted in the preceding paragraph, our time-resolved neutron 

interferometry experiments demonstrate directly that the magnitude of the inward translation of 

the S4 helix upon the transition between the activated, open state and the deactivated, closed state 

is ~15 Å for KvAP. The magnitude of the translation associated with this transition for Kv channels 

has been controversial in the past as reviewed in reference (3), possibly due to the investigation of 

different channels in differing environments coupled with the indirect techniques utilized. 

Nevertheless, there are several such experiments that support a translation of this relatively large 

magnitude.14,33–35  

3.4 Conclusion 

We have demonstrated good agreement between the difference ΔnSLD profile (hyperpolarized 

minus depolarized) for the experimental KvAP-POPC membrane from our time-resolved neutron 

interferometry experiments and that for the transmembrane domain of the Kv1.2/2.1 chimera 

protein embedded within a hydrated POPC bilayer from the MD simulations of reference (18). 

This agreement indicates that the inward translation of the S4 helices within the VSDs of KvAP 

upon the transition between the activated, open state and the deactivated, closed state is ~15 Å 

along the membrane profile. We have also demonstrated good agreement between the difference 

ΔnSLD profile for water within the experimental KvAP-POPC membrane and that for water within 

the transmembrane domain of the Kv1.2/2.1 chimera protein. Thus, there is a “de-wetting” of the 

cytoplasmic half of the pore within the PD of KvAP associated with this transition like that 
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predicted from the MD simulations of the Kv1.2/2.1 chimera. The other two fundamentally 

different computational approaches for modeling these same two states in hydrated phospholipid 

bilayer membranes were unable to provide agreement with both of these two key results from our 

time-resolved neutron interferometry experiments. 
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Chapter 4 
 

Anomalous diffusion of peripheral membrane signaling-proteins from long 
Molecular Dynamics simulations  
 

4.1 Background 

The key steps for a variety of cell signaling processes include the binding of a membrane-

associated protein to the lipid bilayer followed by 2-dimensional diffusion along the membrane. 

By reducing the diffusion from 3-D to 2-D, this binding can increase the rate at which signaling 

partners associate, and hence play a vital role in regulating the activity of signaling complexes.1 In 

order to better understand how the diffusion of such proteins would rely on the binding mechanism, 

we looked at two distinct membrane-binding domains, the C2 domain and pleckstrin homology or 

PH domain. 

The C2 domain that we consider is a 121-residue domain from cytosolic phospholipase A2 

(cPLA2-C2),2 which binds to phosphatidylcholine-rich membranes in response to a secondary 

messenger calcium signal and is important in a variety of eukaryotic signaling pathways. 

Crystallographic studies of the C2 domain have revealed important structural information, mainly 

that it is constructed of an eight-strand anti-parallel β-sandwich with three negatively charged 

calcium-binding-loops (or CBLs) that bind the secondary messenger Ca2+ ions and promote 

membrane association.3,4 Recent experimental5,6 and computational studies7 have elucidated 

important insights into how the C2 domain induces its docking site and is oriented when bound to 

a palmitoyloleoylphosphatidyl-choline (POPC) bilayer.  
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Figure 4.1. Peripheral membrane protein trajectories. (A) The system snapshots for the C2 domain 
in a POPC bilayer (left) showing the protein in blue with cartoon representation and the bound 
calcium ions in green. The calcium binding loops protrude into the phosphate headgroups of the 
POPC lipid molecules. The snapshot for the PH domain in a mixed bilayer (right) shows the 
protein in purple and the binding DPPI lipid as spheres colored by atom type: O is red, P is brown, 
C is cyan, H is white. For both snapshots, the lipid phosphorus atoms are shown as orange spheres 
to delineate the headgroup region of the membrane while the POPC lipid tails are represented as 
grey chains and POPS as yellow chains. (B) The trajectories for the protein centers-of-mass 
projected onto the membrane plane for the C2 domain (left) and PH domain (right). The color 
represents the time of the trajectory from the beginning in red to the end in violet.  

In contrast to the C2 domain, the PH domain binds to the membrane through transiently appearing 

phosphatidylinositol-phosphate (PIP) lipids.8,9 In this work, we look at the triphosphate (PIP3) 

binding PH domain from the General Receptor for Phosphoinositides 1 (GRP1). Through a 

combination of crystal structures bound to PIP headgroup analogues10 and electron paramagnetic 

resonance (EPR) studies,11 it was determined that the PH domain rests on the surface of the bilayer, 



82 
 

unlike the C2 domain, which is more deeply embedded. Computational studies have provided 

support for this binding geometry and insight into how the PH domain hops along the bilayer to 

encounter the relatively rare PIP lipids.12,13 

While the PH and C2 domains bind to membranes in very different fashions, as seen in Figure 

4.1A, once bound to the bilayer each protein will begin to diffuse along the bilayer until it 

encounters a partner to propagate the signal. Recent experimental work has begun to shed light on 

the differing ways that the C2 and PH domains diffuse.1,14 Techniques such as total internal 

reflection fluorescence (TIRF) microscopy can track fluorescent labels on proteins to study their 

diffusion. The GRP1-PH domain in a supported POPC/PIP3 bilayer, was found to have a diffusion 

constant of D = 2.5 μm2/s,14 which is about twice the value measured for the embedded cPLA2-

C2 domain on a supported POPC bilayer of D = 1.5 μm2/s.1 The diffusion constants of the PH and 

C2 domains are, respectively, about 3.4 and 5.7 times smaller than the value measured for a single 

lipid molecule in a POPC bilayer, D = 8.6 μm2/s.15 

The diffusion constants of labelled proteins bound to the lipid bilayer or of other membrane 

components can provide information about the rate at which they traverse the membrane surface. 

Another interesting aspect is the classification of the 2-D diffusion itself. The molecular details of 

the surrounding environment can often affect the movement of the particle of interest. A useful 

quantity for describing diffusion is the mean squared displacement (MSD) of the tracked particle,  

 
〈𝐫2(𝑡)〉 =

1
𝑁=8𝐫�(𝑡) − 𝐫�(0)<

2
�

��e

= 2𝑑𝐷𝑡 (4.1) 
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where N is the number of particles, d is the dimensionality of the diffusion, and D is the diffusion 

constant. This equation describes normal Brownian motion. When the MSD deviates from this 

linear behavior and instead follows a power-law relation in time, the diffusion is anomalous: 

  〈𝐫2(𝑡)〉~𝐾�𝑡� 
 

(4.2) 

For an exponent α greater than 1, the process is superdiffusive. When the exponent α is between 0 

and 1, the behavior is called subdiffusion. 

Anomalous diffusion has been observed for both the C2 domain and PH domain. A single-particle 

tracking study was performed using the C2 domain from the synaptotagmin-7 membrane 

trafficking protein on a supported 3:1 phosphatidylcholine (PC) and phosphatidylserine (PS) 

bilayer, with an Atto-565 label using TIRF microscopy.16 The analysis revealed superdiffusive 

motion of the C2 domain during 10-second trajectories with a 50 ms framerate. This behavior was 

attributed to bulk-mediated jumps, in which the C2 domain unbinds from the membrane and makes 

a large excursion into the bulk liquid, before quickly rebinding. Such behavior can be modeled by 

Lévy-flight dynamics,17 in which the jump lengths between steps have a heavy-tailed distribution.  

In another study, microsecond long coarse-grained and atomistic MD simulations were used to 

generate trajectories for the DAPP1-PH domain on bilayers of various composition, including 

POPC, POPS, PIP2, and PIP3 lipids.18 During these long simulations, multiple binding and 

unbinding events were observed and the PH-PIP association displayed a 1/f noise, resulting from 

a power-law residence time and a long-term correlation in the residence times. Furthermore, the 

MSD of the lipid-bound PH domain displayed subdiffusion on time-scales up to 10 ns, with an 

exponent of α ~ 0.5. 
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In order to classify the diffusion of two protein signaling domains with different membrane binding 

mechanisms, we have run multi-microsecond long atomistic molecular dynamics (MD) 

simulations of the cPLA2-C2 domain and GRP1-PH domain, each bound to the membrane, as well 

as two bilayer systems, a pure POPC bilayer and a mixed bilayer containing PIP3 lipids, of 

matching composition to the bilayers from the protein systems. In both protein simulations, the 

protein domains remained bound to the membrane for the entire simulation and the orientation 

closely matched experimental results from EPR and fluorescence measurements. The mean 

squared displacements of the proteins show subdiffusive behavior on timescales up to 20 ns for 

the PH domain and 50 ns for the C2 domain, switching over to normal Brownian motion at longer 

time-scales. Further analysis of the subdiffusion of all four systems suggests that they closely 

resemble the fractional Brownian motion (FBM) model, as opposed to a continuous-time random 

walk (CTRW) or a random walk on a fractal (RWF). 

4.2 Methods 

4.2.1 C2 domain model setup 

The C2 domain conformation was taken from the final configuration of the equilibrated MD 

simulation of Jaud, et al.7 In summary, two 121-residue cPLA2-C2 domain (PDB: 1RLW),3 each 

binding two Ca2+ ions, were placed onto a bilayer consisting of 1-palmitoyl-2-oleoyl-

phosphatidylcholine (POPC), with one protein in each bilayer leaflet. The binding geometry was 

based on EPR spin label measurements for the cPLA2-C2 domain, including the membrane depth 

and β-sheet orientation.5 The MD simulation involved 5 ns of equilibration, followed by the 

production run of 9 ns with a harmonic constraint on the Ca2+ ion position, followed by 8 ns without 
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constraints. The final configuration from the unconstrained simulation was used as the initial 

coordinates for this study.   

The system presented in this work used only one of the C2 domains, the other was removed and 

replaced with a pre-built water sphere. This was done so that there would be no interaction between 

periodic images of the protein and to minimize the size of the system to obtain a longer trajectory. 

The system size was approximately 94×92×104 Å3, containing one C2 domain, 266 POPC lipid 

molecules distributed equally in the upper and lower leaflet of the bilayer, two Ca2+ ions located 

in the binding pockets from the crystal structure, four Na+ ions to neutralize the charge, and 16,748 

TIP3P water molecules, for a total of 87,883 atoms.  

To re-equilibrate the system, we used 2000 steps of energy minimization followed by 1 ns of 

atomistic MD simulation with harmonic constraints on the protein Cα atom positions, using a force 

constant of 1 kcal/mol/Å2, and the Ca2+ ions, with a force constant of 10 kcal/mol/ Å2. The system 

was run for an additional 10 ns with just the Ca2+ ion constraints and then slowly released over 1 

ns. The unconstrained system was then run for 10 ns of equilibration before being moved to the 

Anton supercomputer.19   

4.2.2 PH domain model setup 

The PH domain system was equilibrated as previously reported.20 In summary, the crystal structure 

of the GRP1 PH domain (PDB: 1FGY)10 bound to inositol 1,3,4,5-tetraphosphate (IP4) was docked 

onto a 3:1 molar ratio POPC to 1-palmitoyl-2-oleoyl-phosphatidylserine (POPS) bilayer in excess 

water using the orientation and depth prescribed by the model of Chen, et al.11 The IP4 moiety 

from the crystal structure was used to build a modified PIP3 headgroup for a 

dipalmitoylphosphatidylinositol (DPPI) lipid molecule to act as the binding site, for a final lipid 
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composition of 75:25:1 POPC:POPS:DPPI. The initial model contained two PH domains, one 

docked onto each bilayer leaflet. This system was run for 500 ns of atomistic MD. 

For this study, one of the PH domain proteins from the final equilibrated conformation was 

removed and replaced with a pre-built water sphere. The new PH domain system was 

approximately 73×128×120 Å3 and consisted of one 126-residue protein, 192 POPC lipid 

molecules (96 in each leaflet), 64 POPS lipid molecules (32 in each leaflet), and 2 DPPI lipid 

molecules (one in each leaflet), 76 K+ ions to balance the charge of the bilayer and protein, and 

26,655 TIP3P water molecules, for a total of 116,285 atoms. To re-equilibrate the system, we used 

2000 steps of energy minimization followed by 1 ns of atomistic MD simulation with harmonic 

constraints on the protein Cα atom positions, using a force constant of 1 kcal/mol/Å2 and then 

slowly released over 1 ns. The unconstrained system was then run for 10 ns of equilibration. 

4.2.3 POPC bilayer model setup 

The POPC bilayer system was built in VMD.21 The system size was approximately 93×94×104 

Å3, similar in size to the C2 domain system. It contained 215 POPC lipid molecules (107 and 108 

in the upper and lower leaflet of the bilayer, respectively), and 20,328 TIP3P water molecules for 

a total of 89,794 atoms. This system was minimized for 5000 steps, followed by 1 ns with the lipid 

head-groups held fixed in the NVT ensemble at 300 K, followed by 10 ns of equilibration in the 

NPT ensemble at 300 K and 1 bar. 

4.2.4 Mixed bilayer model setup 

This mixed bilayer system was built as previously reported.20 It consisted of the same 75:25:1 

molar ratio of POPC:POPS:DPPI as the PH domain system.  The system size was approximately 
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94×94×103 Å3 and contained 192 POPC lipid molecules (96 in each leaflet), 64 POPS lipid 

molecules (32 in each leaflet), and two DPPI lipid molecules (one in each leaflet), 78 K+ ions to 

neutralize the charge, and 18,827 TIP3P water molecules for a total of 90,699 atoms. This system 

had been previously equilibrated, so only an additional 5 ns of equilibration in the NPT ensemble 

at 300 K and 1 bar was performed. 

4.2.5 Equilibration simulation details 

Equilibration of all four of the systems was performed using NAMD-2.10.22 Simulations were 

done in the NPT ensemble at a temperature of 300 K using Langevin dynamics and a pressure of 

1.0 bar using the Nosé-Hoover Langevin piston.23,24 A timestep of 2 fs was used to calculate 

nonbonded and electrostatic interactions every two and four steps, respectively, using a cutoff of 

12 Å by employing a switching function.25 The SHAKE26 and SETTLE27 algorithms were used to 

constrain the lengths of all bonds involving hydrogen atoms. The particle-mesh Ewald summation 

method28,29 was employed in the calculation of electrostatic interactions. The CHARMM3630–32 

force-field parameters were used for protein, lipids, and ions, with the TIP3P water model.33 The 

PIP3 headgroup was modeled using the CHARMM36 force-field for carbohydrates.34 

4.2.6 Production run on Anton 

After several nanoseconds of equilibration, the systems were transferred to Anton,19 a special-

purpose supercomputer for molecular dynamics simulations of biomolecules, and run for several 

microseconds. Anton software version 2.12.4 was used.  An r-RESPA algorithm35 was employed 

to integrate the equations of motion with a time step of 6 fs for the long-range non-bonded forces, 

and 2 fs for short-range non-bonded and bonded forces. The k-Gaussian split Ewald method36 was 
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used for long-range electrostatic interactions. All bond lengths involving hydrogen atoms were 

constrained using SHAKE.26 The simulations were performed at constant temperature (300K) and 

pressure (1 atm), using Nose-Hoover chains37 and the Martyna-Tobias-Klein barostat.23 The r-

RESPA algorithm and the temperature and pressure controls were implemented using the 

multigrator scheme.38 A summary of the simulations is provided in Table 4.1. 

Table 4.1. Summary of membrane simulations 
   

System Bilayer Composition Simulation Time 
cPLA2-C2 domain POPC 12 μs 
GRP1-PH domain 75:25:1 POPC:POPS:DPPI 7 μs 
POPC bilayer POPC 1 μs 
Mixed bilayer 75:25:1 POPC:POPS:DPPI 4 μs 

 

4.3 Results 

4.3.1 Stability of protein orientations 

During the multi-microsecond simulations, the proteins remained stable and bound to the 

membrane for the entire time. The C2 domain tertiary structure remained highly stable, as seen in 

Figure 4.2. The Cα root mean squared deviation (RMSD) for the entire protein remained stationary 

over the 12 μs simulation, with an average value of 1.495 Å (± 0.181), while the β-sheets regions 

remained even more rigid with an average Cα RMSD value of 0.747 Å (± 0.109). The time-

averaged root mean squared fluctuations (RMSF) for individual residues, shown in Figure 4.2, 

displays a higher degree of flexibility in the loops between the β-sheets. CBL1 displays slightly 

higher fluctuations than CBL2 and CBL3, which may be due to its larger presence in the lipid 

head-group region.  
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Figure 4.2. C2 domain structural fluctuations from MD simulation. (left) The root-mean-square 
deviation (RMSD) of the Cα positions for the full protein and only the β-sheet motifs. (right) The 
root-mean-square fluctuations (RMSF) of the Cα positions for each residue averaged over every 1 
ns of simulation after aligning the structures by all Cα atom positions. The regions highlighted in 
yellow represent the β-sheets, and in pink the CBLs. The CBLs display relatively high fluctuations 
compared to the β-sheets.  

The geometric orientation of the C2 domain remains fairly close to the predicted binding 

orientation from EPR measurements,5 as seen in Figure 4.3. The protein remains embedded at a 

constant depth, although the angle made by the transmembrane axis and the vector defined by the 

total protein COM to the β-sheet COM, is slightly lower than reported from the experiments. 

Comparison with the crystal structure3 show only slight deviations in the conformation at the end 

of the 12 μs simulation, as seen in Figure 4.4 

Similar residue-lipid contacts are seen in Figure 4.5 compared to the initial binding pose and short 

MD simulations of Jaud, et al.7 Each of the CBLs have some contact with the charged phosphate 

head-groups of the POPC lipids, but more interesting are the contacts from CBL1 and CBL3 with 

the deeper carbonyl and alkyl chain groups, highlighting that several of the lipid tails reach up and 

wrap around the CBLs as observed previously.7 
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Figure 4.3. C2 domain orientation in the membrane matches experiments. (A) The distance from 
the center-of-mass (COM) of the bilayer for the protein and the Ca2+ ions. The black lines show 
the experimentally measured distance.5 (B) The orientation angle of the C2 domain defined as the 
angle between the vector representing the transmembrane axis and the total protein COM to the 
beta-sheet COM. This was selected due to the beta-sheet stability. The observed angle is slightly 
lower than the expected value. (C) A histogram of the distances in panel (A) with 1 Å bin width. 
This shows good agreement with the EPR experiments. (D) A histogram of the orientation angles 
in panel (B) with 1° bin width.  
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Figure 4.4. C2 domain structural comparison between the equilibrated model from MD simulation 
(yellow) and the crystal structure (PDB: 1RLW; red). The structures are in very good agreement 
with an average RMSD of 1.25±0.193 Å over the 12 μs simulation (sampled at every 10 ns) with 
a range of 0.89–1.71 Å. The bound Ca2+ ions are shown for the simulation (cyan) and crystal 
structure (green). Zooming in on the CBLs shows that the residue-ion contacts remain relatively 
constant.  
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Figure 4.5. The time-averaged number of contacts between a C2 residue/Ca2+ with the lipid 
components in the POPC bilayer. Contacts were defined as heavy-atoms within a 4 Å cutoff. The 
transparent background vertical rectangles represent the type of interaction: positively charged 
(blue), negatively charged (red), non-polar (green), and polar (white). 
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The PH domain displays a similar level of stability, despite a different membrane binding 

mechanism. The Cα RMSD levels off during most of the 7 μs simulation, as seen in Figure 4.6, 

with a mean value of 1.621 Å (± 0.186) for the full protein and 1.315 Å (± 0.144) for the β-sheets. 

Again, the secondary structural elements, β-sheets and the α-helix, display lower fluctuations, 

while the connecting loops, including those identified to bind the PIP headgroup, show higher 

mobility. The PH domain binding geometry closely matches EPR experiments, in both the distance 

between centers-of-mass of the protein and bilayer, and the angle defined by the stable β-sandwich 

and membrane normal, as seen in Figure 4.7. To define the orientation, Chen, et al.11 used the 

vector between the Cα atoms on C292 and F296, which makes an angle of 46° (± 7) with the 

membrane normal. Alignment to the crystal structure10 shows stability in the secondary structural 

components, seed in Figure 4.8 

 

Figure 4.6. PH domain structural fluctuations from MD simulation. (left) The RMSD of the Cα 
positions for the full protein and only the β-sheet motifs. (Right) The RMSF of the Cα positions 
for each residue averaged over every 1 ns of simulation after aligning the structures by all Cα atom 
positions. The regions highlighted in yellow represent the β-sheets, in green is the α-helix, and in 
pink are the lipid binding loops. Like with the C2 domain, the β-sheets are highly stable with small 
fluctuations, while the linking loops, including those that bind with the lipid headgroups, are more 
mobile.  
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Figure 4.7. PH domain orientation in the membrane matches experiments. (A) The distance 
between the COM of the bilayer and the protein (blue) closely matches the predicted distance from 
a binding study based on EPR measurements.11 The protein remains tightly bound to the DPPI 
lipid head-group (orange). The black lines show the experimentally measured value. (B) The 
orientation angle of the PH domain defined as the angle between the vector representing the 
transmembrane axis and the β-sheets represented by the vector from the Cα atoms of C292 to F296. 
(C) A histogram of the protein COM distance from the bilayer center with bin widths of 1 Å. (D) 
A histogram of the protein orientation angle with respect to the transmembrane axis. Bin widths 
are 1°. 
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Figure 4.8. PH domain structural comparison between the equilibrated model from MD simulation 
(yellow) and the crystal structure (PDB: 1FGY; red). The structures are in very good agreement 
with an average RMSD of 2.25±0.21 Å over the 7 μs simulation (sampled at every 10 ns) with a 
range of 1.76–3.35 Å. The bound Ca2+ ions are shown for the simulation (cyan) and crystal 
structure (green). Zooming in on the CBLs shows that the residue-ion contacts remain relatively 
stationary.  
  

The contacts made between the PH domain and different lipid components of the mixed bilayer 

are shown in Figure 4.9 and 4.10. Not surprisingly, positively charged basic residues on the loops 

β1/β2, β3/β4, and β5/β6 make multiple contacts with the negatively charged triphosphate 

headgroup of the DPPI lipid. In a similar fashion to the C2 domain, the lipid tails of surrounding 

POPC and POPS molecules make several protein contacts, but a majority of the contacts are with 

the headgroups, in line with the observation that the PH domain binds to the bilayer much less 

deeply than the C2 domain. The negatively charged headgroup of the POPS likely help to bind the 

protein through contacts with positive residues in the β-loops, as the serine headgroup sits slightly 

above the phosphate plane of the bilayer. 
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Figure 4.9. The time-averaged number of contacts between a PH residue with the DPPI lipid 
components in the bilayer. Contacts were defined as heavy-atoms within a 4 Å cutoff. The 
transparent background vertical rectangles represent the type of interaction: positively charged 
(blue), negatively charged (red), non-polar (green), and polar (white). 
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Figure 4.10. The time-averaged counts of contacts between a PH domain residue with the POPC 
(orange) and POPS (gray) lipid components in the bilayer. Contacts were defined as heavy-atoms 
within a 4 Å cutoff. The background vertical rectangles represent the type of interaction: positively 
charged (blue), negatively charged (red), non-polar (green), and polar (white).  
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4.3.2 Analysis of the 2-D trajectories  

To analyze the diffusion, the centers-of-mass (COM) positions of the unwrapped protein systems 

were recorded for the lengths of the trajectories. Since we are interested in characterizing the 2-D 

diffusion along the membrane surface, we used the projection of the protein COM position on the 

membrane plane as the tracker. This allowed us to extract a 2-D trajectory, as seen in Figure 4.1B. 

For the membrane-only systems, the lipid phosphate COM positions were used for the POPC 

bilayer, and the DPPI triphosphate COM position for the mixed bilayer. The time-averaged MSD, 

𝛿2(Δ)wwwwwwww, was calculated for each tracked particle by the following equation 

 
𝛿2(Δ)wwwwwwww =

1
𝑇 − Δt

[𝐫(𝑡 + Δ) − 𝐫(𝑡)]2𝑑𝑡
p�«

A
 (4.3) 

where Δ is the lag time and T is the measurement time of trajectory r(t). 

For the POPC system, we were able to compute the average over the ensemble of particles 

 
¬𝛿2(Δ)wwwwwwww =

1
𝑁=𝛿®2(Δ)wwwwwwww

�

)�e

 (4.4) 

where N is the total number of particles. To classify the MSD, a linear fit was performed on the 

log10 data. This allowed us to obtain an estimate for the exponent (α) of the time-dependence, 

following the power-law relationship from Equation 4.2. The analysis for the C2 domain is shown 

in Figure 4.11, the PH domain in Figure 4.12, the POPC bilayer in Figure 4.13, and the DPPI lipids 

in the mixed bilayer in Figure 4.14. 

The MSD gets noisy at long lag times due to less sampling, however, the MSD calculations at 

short lag times are averaging on the order of 105 separate displacements. During the longest 
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simulation, for the C2 domain, we see a crossover in the MSD lag-time dependence from ~𝑡A.°2 

to ~𝑡A.±±, around 50 ns lag-time. This is also seen clearly in the POPC bilayer system, with a 

crossover from ~𝑡A.²2	to ~𝑡e.Af around a lag-time of 10 ns. This result is similar to what was 

observed for atomistic simulations of a DSPC bilayer.39 The PH domain system and DPPI system 

displayed a smaller change in the α-values, 0.89 to 0.95 and 0.86 to 0.96, respectively. Both of 

these systems would likely have benefitted from running longer simulations to better sample long 

lag times. Regardless, all four systems display anomalous subdiffusion at short lag times. 

The C2 domain system showed a slight dependence at short lag times on the atom selection used 

to track the motion. When the Ca2+ ions were used as the tracker, as opposed to the protein COM 

position, the MSD appears linear for all lag-times, suggesting it follows normal Brownian motion. 

This may be due to a higher mobility of the Ca2+ ions within the binding pocket. However, in order 

to make a consistent comparison with the PH domain, the COM positions of the proteins were 

used as the tracker in both systems for subsequent analyses. 
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Figure 4.11. Anomalous subdiffusion of the C2 domain along the membrane surface. (A) The 
time-averaged MSD of the COM for the C2 domain. Subdiffusion is observed for lag times (Δ) up 
to ~50 ns with α = 0.82. After that it appears to switch over to normal Brownian motion with α = 
0.99. (B) The MSD for selected Δ as a function of the measurement time, T. There is no observed 
measurement time dependence on the MSD. (C) The displacement autocorrelation for δt = 2.4 ns 
(10 frames). The anti-correlation near δt is indicative of FBM. (D) The quadratic variation of the 
increments of the trajectory shown for different sizes, n, of the increments. 
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Figure 4.12. Anomalous subdiffusion of the PH domain along the membrane surface. (A) The 
time-averaged MSD of the COM of the PH domain. Subdiffusion is observed for lag times (Δ) up 
to ~20 ns with α = 0.89. After that it appears to switch over to normal Brownian motion with α = 
0.97. (B) The MSD for selected Δ as a function of the measurement time, T. There is no observed 
measurement time dependence on the MSD. (C) The displacement autocorrelation for δt = 2.4 ns 
(10 frames). The anti-correlation near δt is indicative of FBM. (D) The quadratic variation of the 
increments of the trajectory shown for different sizes, n, of the increments.  
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Figure 4.13. Anomalous subdiffusion of lipids in the POPC membrane system. (A) The time-
averaged MSD for the COM of the phosphate groups in each of the 215 POPC lipid molecules 
(grey) and the average (red). (B) The time-ensemble-averaged MSD as a function of measurement 
time for selected lag time values. Unlike for the protein systems, this quantity adds a further 
averaging over the ensemble of POPC molecules. (C) The displacement autocorrelation as a 
function of time averaged over all 215 POPC molecules. The error bars (SEM) are smaller than 
the points. The theoretical models were plotted for the parameters: α = 0.72 and δt = 2.4 ns. (D) 
The quadratic variation of three individual POPC molecules randomly selected (shown in black, 
blue, and red) for various n.   
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Figure 4.14. Anomalous subdiffusion of the two DPPI lipid molecules in the mixed membrane 
system. (A) The time-averaged MSD for the COM of the triphosphate head-groups in both of the 
DPPI molecules. (B) The MSD as a function of measurement time for selected lag time values. 
(C) The displacement autocorrelation as a function of time averaged over the two DPPI molecules. 
The theoretical models were plotted for the parameters α = 0.85 and δt = 2.4 ns. (D) The quadratic 
variation of each of the DPPI molecules for various n. 
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4.3.3 Dependence on the measurement time 

Further tests were performed in order to assign the observed subdiffusion to one of the primary 

mathematical models. One such measure is to compute the MSD at a set value of the lag time for 

varying measurement times, T. If the MSD displays a strong dependence on the measurement time, 

it is said to exhibit aging behavior.40 A continuous-time random walk (CTRW) process has a 

measurement time dependence that scales as 𝑇(��e),41 while an ergodic process like fractional 

Brownian motion (FBM) is independent of the measurement time due to the stationary increments 

of the steps.  

For all four systems, 𝛿2(Δ)wwwwwwww does not display a dependence on the measurement time and instead 

remains constant. The lag times were selected to be well within the region where the MSD is 

subdiffusive. This can be used to say that the diffusion of the particle does not exhibit ageing, and 

therefore does not follow a CTRW model. Instead, this measurement supports the FBM model. 

Similar behavior was also seen in the simulations of the DSPC bilayer.39 

4.3.4 Autocorrelation of the displacements 

The displacement autocorrelation function is another convenient analysis for studying 

subdiffusion. For arbitrary time step 𝛿𝑡, 

 𝐶´%(𝑡) = 〈[𝐫(𝑡 + 𝛿𝑡) − 𝐫(𝑡)] ∙ [𝐫(𝛿𝑡) − 𝐫(0)]〉/𝛿𝑡  (4.5) 

Normal Brownian motion displays no correlation after the first step, due to the zero mean of the 

first moment. The same can be said for a particle in the CTRW model, the displacements are 

uncorrelated for t > 𝛿𝑡.41 The normalized autocorrelation for a CTRW follows the equation 
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 𝐶´%(𝑡)
𝐶´%(0)

= ¶1 − ·
𝑡
𝛿𝑡¸ ¹

�
			𝑡 ≤ 𝛿𝑡

0																							𝑡 ≥ 𝛿𝑡
 (4.6) 

However, the FBM model has a strong anticorrelation in its displacements, before becoming 

uncorrelated at longer times, given by the equation 

 𝐶´%(𝑡)
𝐶´%(0)

=
|𝑡 + 𝛿𝑡|� − 2𝑡� + |𝑡 − 𝛿𝑡|�

2𝛿𝑡�  (4.7) 

All four systems show anticorrelation for 𝛿𝑡 = 2.4 ns, as displayed by the negative peak for ¼½¾(%)
¼½¾(A)

. 

This is addition evidence that the subdiffusion displayed by the lipids and lipid-bound proteins 

follows a FBM model, and not a CTRW model. 

4.3.5 Variation in the increments 

A novel statistical test developed by Magdziarz, et al.42 looks at the partial sum over varying 

increments of the trajectory. For a stochastic process, 𝑥(𝑡) observed on the time interval [0, 𝑇], the 

p-variation for time t within [0, 𝑇] is given by the equation 

 𝑉(V)(𝑡) = lim
�→r

𝑉�
(V)(𝑡) (4.8) 

Where  𝑉�
(V)(𝑡) is the partial sum of the increment given by  

 
𝑉�
(V)(𝑡) = = Á𝑥 `

(𝑗 + 1)𝑇
2� ∧ 𝑡d − 𝑥 Ä

𝑗𝑇
2� ∧ 𝑡ÅÁ

V2Æ�e

b�A

 

 

(4.9) 

Where ∧ represents the minimum operator. This so-called p-variation test is useful for 

distinguishing between the CTRW and FBM models due to the different behavior that they display. 

For a process with stationary increments, like FBM, the p-variation behaves as 
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𝑉(V)(𝑡) =

⎩
⎪
⎨

⎪
⎧+∞																											if	𝑝 <

1
𝐻

𝑡𝐸 Ä|𝐵�(1)|
e
�Å 						if	𝑝 =

1
𝐻

0																																if	𝑝 >
1
𝐻

 (4.10) 

Where H is the self-similarity Hurst exponent, which is related to the subdiffusion exponent by 

𝐻 = 𝛼
2¸ , and the expected value is given by the equation 

 
𝐸 Ä|𝐵�(1)|

e
�Å =

𝜎e �⁄ 2e 2�⁄

√𝜋
Γ Ä

1
2𝐻 +

1
2Å (4.11) 

Where Γ is the gamma function and 𝜎 is the coefficient factor of the second moment. In the case 

of a process with non-stationary increments, such as with a heavy-tailed CTRW, 

  

 
𝑉(V)(𝑡) = Ô

+∞								if	𝑝 < 2
𝑆�(𝑡)					if	𝑝 = 2
0													if	𝑝 > 2

 (4.12) 

For the quadratic variation, p = 2, as you increase the number of increments, n up to 2�, the 

observed behavior for each subdiffusive model is different. For a CTRW process, 𝑉�2(𝑡)	follows 

the inverse subordinator 𝑆�(𝑡) of the motion, whereas for a FBM process, 𝑉�2(𝑡) increases with 

increasing n. The second variation is plotted for various n in Figure 4.5D. A clear trend shows the 

increase in 𝑉�2(𝑡) with n. 

Additionally, one can look at the 1/𝐻 variation. For a FBM process, 𝑉�
e/�(𝑡) goes as time scaled 

by the factor in Equation 4.11. For a CTRW process, 𝑉�
e/�(𝑡)	decays to zero for increasing n. As 
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seen in Figure 4.6, each of the systems converges fairly well to the expected value for FBM, 

independent of n. 

4.3.6 Ensemble quantities for the POPC bilayer 

The POPC domain system can be examined even further, taking into account ensemble-averaged 

quantities. Looking at ensemble measurements provides further verification for the FBM behavior. 

Averaging over the 215 POPC lipid molecules, the time- and ensemble-averaged MSD show very 

similar behavior, as seen in Figure 4.8. This is indicative of an ergodic process, like FBM. It is 

interesting to see that the distribution of α-values span from 0.5, a common value for subdiffusive 

processes, to slightly over 1.0. The mean of this distribution is 0.75, close to the fitted α-value 

from Figure 4.13A. 

 
Figure 4.15. Ensemble analysis of the POPC lipids. (left) A comparison of the averaged time-
averaged MSD and the ensemble-averaged MSD shows good agreement, indicating ergodicity. 
(right) The distribution of α-values for all POPC lipids from fitting the first 10% of the total 
trajectory time.  
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4.4 Discussion 

The long multi-microsecond atomistic simulations of the two peripheral membrane signaling 

proteins revealed three new observations. The first was that on the timescales explored by these 

simulations, both the C2 domain, which is embedded into the headgroup region of the bilayer, and 

the PH domain, which specifically binds to a single PIP3 lipid, remain bound to the membrane and 

maintain a constant orientation. While membrane dissociation has been reported from fluorescent 

measurements of the GRP1 PH domain on a supported bilayer,55 the typical residency time is 

greater than one second. So we do not expect to see dissociation events during our microsecond 

simulations. 

The second observation is that the signaling proteins and the lipids within the bilayers exhibit 

anomalous subdiffusion on short timescales, i. e. less than 50 ns. This is seen from the exponent 

of the MSD time dependence, reported in Table 4.2. It is worth noting that these alpha values are 

larger than those reported from simulations of bilayers25 comprising of DSPC (α = 0.63), DOPC 

(α = 0.67), SOPC (α = 0.66), and POPE56 (α = 0.7).  

Table 4.2. Diffusion parameters 

System Subdiffusion exponent (α) Diffusion constant (μm2/s) 
C2 domain 0.82 11.0 
PH domain 0.89 25.7* 
POPC lipid 0.72 28.8 
DPPI lipid 0.85 24.5 
*system dimensions do not match 

 

All of the systems reported here display a crossover from anomalous subdiffusion (α < 1)  to 

normal Brownian motion (α = 1) at long lag times. By fitting this linear segment of the MSD, a 

diffusion constant can be extracted. Although, it has been shown that diffusion measurements 
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obtained from simulations using the particle mesh Ewald treatment of electrostatic interactions 

have a strong dependence on finite system-size effects.57,58 The embedded C2 domain diffuses 

slower than the lipid-binding PH domain, and comparing simulations of comparable system sizes 

can show a qualitative trend. However, the PH domain system was elongated in the y-axis 

compared to the x-axis, which makes a direct comparison of the diffusion constants unreliable. 

The final observation is that the subdiffusion follows a fractional Brownian motion model, 

displaying anticorrelation for the particle excursions and an independence from the overall 

measurement time. Subdiffusion of this type is due to a viscoelastic medium in which the particle 

is diffusing. Similar FBM behavior is reported for other pure bilayer systems.25 So it is reasonable 

to expect that the PH domain, by binding to a single lipid, would display similar behavior, perhaps 

at a slower rate. However, it was interesting to see that the C2 domain, which does not diffuse in 

tandem with a single lipid molecule, displays the same type of subdiffusive motion. It appears 

evident from these results that individual lipid molecules in the bilayer and small membrane 

associated proteins experience the same viscoelastic environment during their excursions, at least 

up to microsecond timescales. 
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Chapter 5 

 
Classification of the subdiffusion of the Piezo1 mechanosensitive ion channel 
from single-particle tracking experiments  

 

5.1 Background 

Mechanical forces in cell membranes play an important role in many physiological processes. 

Specialized proteins, mechanically-activated ion channels, provide rapid and highly sensitive 

response to mechanical stimuli.1 The recently identified Piezo channels permeate Ca2+ and other 

cations, generating both chemical and electrical signals in response to mechanical stimuli.2,3 

Piezo1 has diverse roles in various physiological processes, including the differentiation of neural 

stem/progenitor cells and the development of the vascular system.4–7 However, the sub-cellular 

dynamics of the channel, and how these characteristics contribute to its function, are unknown.  

Previous work using measurements of endogenous Piezo1 activity and traction forces in native 

cellular conditions showed that actomyosin-based cellular traction forces generate Ca2+ “flickers” 

in the absence of externally-applied mechanical forces.8 Using total internal reflection 

fluorescence (TIRF) microscopy, Piezo1 channels were observed to diffuse readily in the 

membrane. However, the flicker activity was enhanced in regions near to traction-force producing 

adhesions. It was proposed that diffusion allows Piezo1 to efficiently respond to transient, local 

mechanical stimuli.8 Classification of the diffusion of Piezo1 may provide insight into this process. 

A previous single-particle tracking experiment using TIRF microscopy performed on the Kv2.1 

voltage-gated K+ ion channel revealed that channel clusters exhibited subdiffusive motion.9 
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Further analysis revealed that the subdiffusion displayed both ergodic and nonergodic properties. 

The nonergodic process was linked to transient binding events to the actin cytoskeleton, which 

could be modeled by a continuous-time random walk (CTRW). Disruption of the cytoskeleton by 

treatment with drugs that inhibit actin polymerization recovered ergodicity in the diffusion, while 

still remaining anomalous. This ergodic process was attributed to an underlying fractal structure, 

as modeled by a random walk on a fractal (RWF). In order to fully describe the subdiffusion of 

the channel clusters, a subordination process was used, for which a RWF model was subordinated 

to a CTRW model.      

Likewise, insulin granules expressing fluorescent fusion proteins in MIN6 cells were also found 

to display properties of a subordinated random walk, although the model that best described this 

system was fractional Brownian motion (FBM) subordinated to a CTRW.10 Upon addition of 

Vinblastine, a drug which disrupts microtubule formation, the FBM and CTRW components of 

the motion were separated to short-times and long-times, respectively. The shuttling of the insulin 

granules along the fragmented microtubules lead to FBM-type behavior for short times (< 10 s), 

while the long-time behavior more closely matched a CTRW model with the granules detaching 

and then moving to a disconnected segment on the microtubules. 

In order to study the diffusion of Piezo1, we performed single-particle tracking measurements of 

tdTomato-tagged endogenous Piezo1 channels using TIRF microscopy. We found that the 

channels undergo anomalous diffusion. This subdiffusion was categorized most prominently as 

non-ergodic, modeled by a CTRW process indicative of trapping events along the particle’s 

trajectory. However, an observed anticorrelation in the displacements, consistent with FBM, 

suggests that a mixed model supporting multiple mechanisms better describes the diffusion. We 
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performed additional studies of this system disrupting the actin cytoskeleton to elucidate the 

secondary component of the subdiffusion.  

The following represents an on-going project to elucidate the nature of Piezo1’s mobility and its 

interactions with the cellular environment in order to gain insight into how this ion channel 

transduces mechanical cues under native cellular conditions. 

5.2 Methods 

5.2.1 Mouse embryonic fibroblast culture 

The experiments used mouse embryonic fibroblast (MEF) cells from a reporter mouse with a 

tdTomato knock-in on the C-terminus of the endogenous Piezo1 channel.5 These tdTomato-MEFs 

(tdT-MEFs) were cultured in DMEM (ThermoFisher Scientific) with 15% fetal bovine serum, 1x 

GlutaMax (ThermoFisher Scientific), 1 mM sodium pyruvate (ThermoFisher Scientific), and 1x 

non-essential amino acid solution (ThermoFisher Scientific) at 37°C with 5% CO2. Cells were 

used at passages 3-6. tdT-MEFs were coated onto 35 mm dishes with a no. 1.5 coverslip and a 14 

mm glass diameter bottom (MatTek) and adhered using human fibronectin, incubated on the plate 

for 3 hours in MEM solution. 

5.2.2 Drug treatment of Piezo1 

tdT-MEFs were treated with 50 μM and 100 μM Cytochalasin D and allowed to incubate for 15 

minutes prior to imaging. Cells were then imaged from 15-45 minutes post-treatment. 

 
 
5.2.3 Cell staining 
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tdT-MEFs were fixed using 4% paraformaldehyde, 1x PBS, 5 mM MgCl2, 10 mM EGTA, 40 

mg/mL sucrose buffer for 10 minutes at room temperature. The cells were washed once with PBS 

for 15 minutes. The cells were then permeabilized with 0.3% Triton X-100 (Sigma Aldrich) in 

PBS and washed once again with PBS for 15 minutes. The cells were then probed with phalloidin 

488 for actin (prepared in 1% BSA in PBS) overnight at 4°C. The cells were washed once with 

PBS for 15 minutes. Following this, the cells were probed with Hoechst for 5 minutes. 

5.2.4 Total internal reflection fluorescence microscopy 

For Piezo1 diffusion studies, images were acquired on a Nikon N-STORM system built around a 

Nikon Eclipse Ti microscope. The imaging objective used was a Nikon 100x APO TIRF oil 

immersion objective (NA 1.49). Images were acquired on an Andor iXon3 electron-multiplying 

charge-coupled device (EMCCD) camera with a 100 ms exposure time and 109.5 nm/px in TIRF 

mode. Cells were continuously illuminated with a 561 nm. 

5.2.5 Piezo1 particle tracking 

TIRFM image stacks were processed using Flika software11 in order to determine the location of 

Piezo1-tdTomato puncta in each frame. Each frame was spatially bandpass filtered by taking the 

difference of Gaussians, an image processing algorithm that enhances a band of spatial 

frequencies, in this case, around the size of the particles. The spatially filtered movie was then 

thresholded using a manually determined threshold, yielding a binary movie. Spatially contiguous 

pixels above threshold were grouped together and considered a single particle. The centroid for 

each particle was determined by fitting a 2-D Gaussian function to each particle, yielding a centroid 

with subpixel precision. The initial coordinates for the fit were set to be the center of mass of the 
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binary pixels in the particle. Any localizations within consecutive frames that were within three 

pixels of each other were assumed to arise from the same particle. These localizations were linked 

over time to generate the particle tracks. A snapshot of the trajectory extraction process is shown 

in Figure 5.1. 

 

Figure 5.1. The particle track extraction process in Flika. Linked tracks are shown in green.  

5.2.6 Defining mobile trajectories 

For the analyses presented here, the tracks were obtained from ten videos of individual untreated 

cells and seven videos of cells treated with 50 μM Cytochalasin D. All of the cells were plated on 

the same day. Tracks from cells under similar conditions (untreated versus treated) were 

aggregated into larger sets. Two criteria were used for selecting the tracks for the analysis: (1) the 

track had to be at least 20 seconds long, and (2) the mean-squared displacement (MSD) value at 

one second lag time had to be greater than 0.018 μm2. This value was selected based on the 

estimated localization error of 12.7 nm for the 2-D particle fitting. This estimation was obtained 
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as the standard deviation of the normally distributed particle point intensity as Ö2/𝜋	( e
×�Ø

). 

Particles with mean squared displacements less than this localization error were assumed to be 

trapped due to some condition of the cell plating, or likely autofluorescence from a non-Piezo1 

artifact. Two example tracks, one mobile and the other trapped, artificially moved next to each 

other are shown in Figure 5.2. 

 
Figure 5.2. Sample trajectories of a mobile and a trapped track. Both trajectories are the same 
length, 12.5 seconds, and artificially moved next to each other.  

5.3 Results 

5.3.1 Piezo1 trajectories display anomalous subdiffusion 
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The mean-squared displacement serves as a primary analysis when studying diffusion. This can 

be calculated for an individual trajectory as an average over the time origins using the equation 

 
𝛿2(Δ)wwwwwwww =

1
𝑇 − Δt

[𝐫(𝑡 + Δ) − 𝐫(𝑡)]2𝑑𝑡
p�«

A
 (5.1) 

With lag time Δ during the total measurement time T for trajectory r(t). The collection of time-

averaged MSD 𝛿2(Δ)wwwwwwww for 473 mobile trajectories is shown in Figure 5.3. Even with a fairly 

rigorous selection criteria, the spread of 𝛿2(Δ)wwwwwwww is still quite significant over all lag times, but 

especially at long lag times where it spans more than two orders of magnitude.  

 

Figure 5.3. The time-averaged MSD for the individual Piezo1 tracks. Each color represents a 
different track out of the 473 mobile tracks. The maximum lag time for each track is ½ of the 
total length. 

These individual 𝛿2(Δ)wwwwwwww can be averaged over the number of tracks to obtain  

 
¬𝛿2(Δ)wwwwwwww =

1
𝑁=𝛿®2(Δ)wwwwwwww

�

)�e

 

 

(5.2) 
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where N is the number of tracked particles. Alternatively, the squared-displacements can be 

averaged over the ensemble of tracked particles using the equation 

 
〈𝐫2(𝑡)〉 =

1
𝑁=8𝐫�(𝑡) − 𝐫�(0)<

2
�

��e

 (5.3) 

The quantities ¬𝛿2(Δ)wwwwwwww	and 〈𝐫2(Δ)〉 are plotted in Figure 5.4. Performing linear fitting of the log10 

data at short lag times allows us to obtain the exponent α for the time dependence. For α = 1, there 

is a linear time-dependence of the MSD 〈𝐫2(Δ)〉~∆, indicative of normal Brownian motion. 

However, we see that the MSD scales sublinearly with time, 〈𝐫2(Δ)〉~∆�, where α < 1, indicating 

subdiffusive motion. Interestingly, the spread of 𝛿2(Δ)wwwwwwww also results in a wide distribution of α-

values, shown in Figure 5.5, with most falling within the subdiffusive region, but several at α = 1 

or greater (i. e. superdiffusive). 

 
Figure 5.4.  A comparison of the time and ensemble-averaged MSD of Piezo1. The shaded regions 
seen prominently at large lag times represent the standard error of the mean. The scaling of the 
MSD with lag time was obtained by linear fit to the log10 data. 
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Figure 5.5. The distribution of α values of the time-averaged MSD. These were calculated using 
the first 10% of each of the MSD curves plotted in Figure 5.3. The bin widths are 0.05.  

Anomalous diffusion can also be distinguished from normal diffusion by looking at the cumulative 

distribution function (CDF) of the squared displacements.12,13 The CDF is given by the equation 

 
CDF(𝑟2, Δ) = t 𝑃(𝑟�)2𝜋𝑟′𝑑𝑟′

Þ

A
 (5.4) 

with propagator P(r). Normal Brownian motion results in a CDF with the form of a single-

exponential function 

 CDF(𝑟2, Δ) = 1 − exp(− 𝑟2 𝑟A2⁄ ) (5.5) 

where 𝑟A2=〈𝐫2(Δ)〉 the MSD. However, the expression for anomalous diffusion has a double-

exponential form 

 CDF(𝑟2, Δ) = 1 − [𝑤 exp(− 𝑟2 𝑟e2⁄ ) + (1 − 𝑤) exp(− 𝑟2 𝑟22⁄ )] (5.6) 

The weighting factor, w, approaches a value of 0.5 for anomalous diffusion. Figure 5.6A shows 

the CDF for a lag time of ∆ = 100 ms with a single and double-exponential fit and the 

corresponding residuals. The double-exponential fit from Equation 5.6 matches the data far better 

than the single-exponential function, and Figure 5.6B shows the weighting factor has a value 
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around 0.6 for various lag times. The mobility of the tracked Piezo1 channels are clearly 

subdiffusive. 

 

Figure 5.6. The cumulative distribution function of the displacements at 100 ms lag time. (A) The 
CDF is plotted with the single and double-exponential fits given by Equations 5.5 and 5.6, 
respectively. The residuals for the fits show a smaller deviation with the double-exponential 
function. (B) The weighting factor, w, for the double-exponential fits for various lag times. A value 
close to 0.5 signifies anomalous diffusion. 

5.3.2 Non-ergodicity for the subdiffusion 

A process is considered ergodic when it satisfies 〈𝐫2(Δ)〉 = lim
« p⁄ →A

𝛿2(Δ)wwwwwwww. The difference in 

¬𝛿2(Δ)wwwwwwww and 〈𝐫2(Δ)〉 shown in Figure 5.4 at suggests non-ergodicity. This difference is more easily 

observed in the distributions of squared displacements in Figure 5.7. The temporal MSD 

distribution is constructed from the individual tracks at a specific lag time, here ∆ = 100 ms or 1 

frame. The ensemble MSD distribution is measured by averaging the squared displacements of all 
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trajectories occurring at a specific time for the same lag time, e.g. the displacements occurring 

between 10.0 s and 10.1 s. The widths of these two distributions is significantly different, verifying 

the non-ergodicity. 

 

Figure 5.7. Distributions of the time and ensemble-averaged MSD values. The temporal MSD 
values are taken from the individual tracks at a lag time of 100 ms. The ensemble MSD values are 
obtained by averaging the squared displacements of all tracks at a specific time. Bin widths are 
0.001 μm2.   

An additional quantity, the time-ensemble-averaged MSD (TEA-MSD) as a function of the 

measurement time, can be used to determine if the subdiffusion exhibits a property called aging. 

This is represented by a decreasing TEA-MSD with measurement time as the particle slows down 

the longer you watch it. Such behavior is a hallmark of the CTRW model, where a particle becomes 

trapped with a heavy-tailed waiting-time distribution. Figure 5.8A shows a strong dependence of 

the TEA-MSD on the measurement time. Although the trend predicted by the CTRW model, 

MSD~𝑇(��e), is not followed. Instead the measurement time dependence decreases as	𝑇�A.e2, 

which would require α = 0.88. The TEA-MSD expressed as a function of lag time in Figure 5.8B 

returns a subdiffusion exponent close to the value from Figure 5.4.   
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Figure 5.8. The time-ensemble-averaged MSD. (A) TEA-MSD as a function of measurement 
time. The decreasing behavior represents aging and is seen for different lag times. (B) TEA-MSD 
as a function of lag time. The two different measurement times show a similar dependence on lag 
time, with α = 0.72. This value is close to the subdiffusion exponent from the time-averaged MSD.     

Another verification that the behavior of the particles follows the CTRW model is seen by the 

waiting times. For a CTRW, the waiting time distribution is heavy-tailed with an infinite mean, 

allowing for the observation of immobilization of the particle. The waiting time distribution is 

constructed by measuring how long it takes a particle to escape from a radial threshold centered 

on the particle’s position at a given time origin. Figure 5.9 shows the waiting time distributions 

for multiple thresholds, with a decay following the expected power law behavior 𝑃 (𝜏)~𝜏�(eã�). 
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Figure 5.9. The waiting time distribution for Piezo1 excursions. The waiting time is defined as 
the amount of time it takes for the displacement of a particle to exceed a set radial threshold. 
CTRW has a heavy-tailed waiting time distribution of the form 𝑃 (𝜏)~𝜏�(eã�), where α = 0.75 
from the MSD.  

5.3.3 Absence of a fractal structure 

If a particle is diffusing within a system with an underlying fractal structure, the dimension of the 

diffusivity should be less than the actual system dimensions. The fractal dimension, df, can be 

uncovered by determining the probability of finding the particle at time t in a growing sphere of 

radius 𝑟A𝑡�/2.14 The value for 𝑟A is typically chosen to be a small multiple of  〈𝐫(Δ = 1)〉. This 

probability scales as ~𝑡�(!�!ä)/2 with a subdiffusion exponent α and system dimension d. Figure 

5.10 shows that this probability remains constant, and so 𝑑 = 𝑑å and there is no underlying fractal 

structure. 
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Figure 5.10. The growing sphere analysis gives the probability that a particle at time t is found 
within a growing sphere of radius 𝑟A𝑡�/2. The probability scales as ~𝑡�(!�!ä)/2. From the fit 
(yellow) 𝑑 − 𝑑å = 0.005. 

5.3.4 Correlations in the motion 

All analyses so far point to the Piezo1 subdiffusion following a non-ergodic CTRW model. 

However, the displacement autocorrelation function, defined as 

 𝐶´%(𝑡) = 〈[𝐫(𝑡 + 𝛿𝑡) − 𝐫(𝑡)] ∙ [𝐫(𝛿𝑡) − 𝐫(0)]〉/𝛿𝑡 (5.7) 

can reveal if the motion of the particle is correlated. Figure 5.11 shows the normalized 

displacement autocorrelation as a function of time. This reveals that the system is anticorrelated 

from the negative peak around 𝑡 = 𝛿𝑡. A CTRW has a first moment of zero, and as such, displays 

no correlation for 𝑡 > 𝛿𝑡. The anticorrelation behavior at long times is only observed in an FBM 

model.15  

Additionally, as observed in Figure 5.4, the time-averaged MSD is not linear in lag time 

¬𝛿2(Δ)wwwwwwww~𝛥 as expected be for a CTRW (unlike  ⟨r2(Δ)⟩ which is sublinear). Instead both ¬𝛿2(Δ)wwwwwwww 

and ⟨r2(Δ)⟩ are sublinear, a feature seen in ergodic subdiffusion models like FBM. 
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Figure 5.11. The normalize displacement autocorrelation function for δt = 100 ms. Expressions 
for the CTRW and FBM models can be found in reference (15). The error bars are smaller than 
the size of the points. 

Another test that differentiates between CTRW and FBM is to calculate the p-variation, 𝑉�
(V)(𝑡).16 

This method divides the trajectory into 2� increments, for which the displacements of these 

segments are summed and raised to the p power. The scaling of 𝑉�
(V)(𝑡) indicates if the process is 

CTRW or FBM. For FBM, the quadratic variation, 𝑉�
(2)(𝑡), diverges as 𝑛 → ∞, however, a CTRW 

process stabilizes. As seen in Figure 5.12, calculated for the longest available trajectory (60 s), 

𝑉�
(2)(𝑡) increases with increasing n, similar to the FBM model. 
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Figure 5.12. The quadratic variation calculated for 2� increments. The longest trajectory (60 s) 
was used for this calculation. As n increases, 𝑉�

(2)(𝑡) diverges.   

5.3.5 Disruption of actin yields an interesting transition 

To understand what could be causing the observation of two distinct subdiffusion mechanisms, we 

followed the lead of Weigel, et al.9 and Tabei, et al.10 Both observed subdiffusion for tracked 

particles that followed mixed models. Since Piezo1 has been shown to have enriched activity near 

force-producing regions containing actin and myosin,8 we used the actin inhibiting drug, 

Cytochalasin D, to observe the effects on Piezo1 diffusion. Staining experiments showed that 

concentrations of 50 μM Cytochalasin D had the expected effect of disrupting the actin network, 

as seen in Figure 5.13. In the untreated cells, the green phalloidin stain for actin was very distinct 

and well-connected. The actin was evenly spread throughout each MEF cell and was unbroken. In 

contrast, the MEF cells treated with 50 and 100 uM CytoD had fragmented actin filaments, where 

the actin was no longer clean and undisturbed. If actin does play a role in Piezo1 diffusion, this 

perturbation should reveal a change from the untreated cells.  
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Figure 5.13. Staining experiments for actin in MEF cells. The phalloidin stain for actin is shown 
in green and the Hoechst stain for the nucleus is shown in blue. (A) The untreated cells have full 
and well-connected actin networks. (B) The cells treated with 50 μM Cytochalasin D, an actin 
disrupting drug, shows regions where the actin is less connected and highly fragmented.   

Upon treatment with Cytochalasin D, the MSD still displays subdiffusion. Surprisingly, most of 

the analyses yielded similar results to the untreated cells, with signs of both CTRW and FBM. 

There were two unique features observed, however. The first was a crossover in the MSD at around 

8 s lag time where the exponent for both the time and ensemble-averaged MSDs approached α = 

1, seen in Figure 5.14A. Additionally, the TEA-MSD appears to level off at measurement times 

greater than 10 s, as seen in Figure 5.14B. Taken together, this could indicate a transition from 

anomalous diffusion to normal Brownian motion. However, verification of this transition would 

require longer trajectories to observe the long lag time behavior. An additional direction would be 

to classify the individual trajectories based on their proximity to regions of the cell with disrupted 
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actin and regions free of actin. Selecting out individual trajectories from each of these regions may 

allow for a more definitive assignment of the change in the diffusion.    

 

Figure 5.14. MSD analysis after treatment with actin disrupting drug, Cytochalasin D. (A) The 
time-averaged and ensemble-averaged MSD for 463 tracks. The behavior is subdiffusive at short 
lag times. At approximately 8 seconds, the behavior of both curves becomes linear with lag time. 
(B) The TEA-MSD as a function of measurement time plotted as the natural log. Up until a 
measurement time of approximately 20 s, the TEA-MSD is decreasing. After this, it appears to 
flatten out, suggesting a change in the dynamics.     
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