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Abstract: The oblique-incidence reflectivity difference (OI-RD) microscope is a label-free
detection system for microarrays that has many successful applications in high throughput drug
screening. The increase and optimization of the detection speed of the OI-RD microscope will
enable it to be a potential ultra-high throughput screening tool. This work presents a series of
optimization methods that can significantly reduce the time to scan an OI-RD image. The wait
time for the lock-in amplifier was decreased by the proper selection of the time constant and
development of a new electronic amplifier. In addition, the time for the software to acquire data
and for translation stage movement was also minimized. As a result, the detection speed of the
OI-RD microscope is 10 times faster than before, making the OI-RD microscope suitable for
ultra-high throughput screening applications.

© 2023 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

Drug discovery is often characterized by a long research and development process, high investment,
and high technology, which aims to identify new drugs. As an important starting point for
drug discovery, drug screening aims to look for candidate compounds with the potential to be
developed as drugs through high throughput screening (HTS) from libraries including about
104 ∼ 107 drug-like compounds [1,2]. HTS usually has a capacity to analyze around 10,000
compounds per day. The need to screen millions of compounds for an increasing number of
targets has driven the development of ultra-high throughput screening (uHTS), with the potential
to analyze up to 100,000 compounds per day [2–4], which is more cost-effective and time-efficient
than HTS.

Fluorescence-based optical assays are widely used in the field of HTS due to their advantages
of high sensitivity and flexibility. Fluorescence anisotropy/polarization (FA/FP) is a commonly
employed technology in HTS [5], which can measure the interactions between labeled molecules
and targeted proteins, and have found applications in the discovery of anti-inflammatory agent
INCA-6 [6], inhibitors of FtsZ-ZipA [7], WDR5-MLL1 [8], and EZH2-EED [9]. The FA/FP
based uHTS platform has been developed and employed in measuring the activity of an adenine
transferase and identifying the inhibitors of FEN1 [10,11]. Time-resolved fluorescent resonance
energy transfer (TR-FRET) is another versatile technology with a variety of biochemical
applications in HTS, including discovery of small molecule modulators of the actin-myosin
interaction and inhibitors of methyl-lysine reader proteins [12,13]. The TR-FRET based uHTS
platform has been used to identify the inhibitors of 14-3-3 protein and a compound disrupting
the NSD3-MYC interaction [14,15]. Many fluorescence-based assays, including FA/FP and
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TR-FRET technologies, take advantages of microplates for HTS and uHTS [16–18]. In addition
to the microplate-based assays, microarrays are also used in HTS through the immobilization
of tens of thousands of compounds on a single glass slide to form small molecule microarrays
(SMMs), which are usually detected by fluorescence-based methods and have found applications
in the discovery of EWS-FLI modulator [19], histone deacetylase inhibitors [20], and Aurora A
ligand [21]. Even though fluorescence-based detection technologies have been widely used in
both HTS and uHTS, the disadvantages, including inaccurate measurements caused by labeled
biomolecules [22,23], costly, and laborious labeling processes, are unavoidable so that label-free
based screening technologies are desirable to minimize problems associated with labels.

A novel high-throughput screening platform based on SMMs and oblique-incidence reflectivity
difference (OI-RD) microscope has been developed to look for small molecules binding to
target proteins through label-free measurement of surface mass density change of molecules
immobilized on surface [24–28]. Label-free detection of biomolecular interactions by OI-RD
gets rid of labeling effects of biomolecules and minimizes false positives due to labeling effects.
SMMs and OI-RD microscope have been widely applied in HTS and have successfully found the
autophagosome-tethering compound (ATTEC) for mutant HTT protein [29] and inhibitors for
different target proteins [30–34]. OI-RD has the capability to screen around 20,000 samples per
day, which demonstrates the potential as an alternative and powerful technology for HTS. Further
development of OI-RD for uHTS will enable its wider applications in industry of drug screening.

This work presents the increase and optimization of detection speed of OI-RD microscope by
minimizing the wait time for lock-in amplifier, the time for software to acquire data, and the time
for translation stage movement. After optimization, the time to scan an OI-RD image was reduced
from ∼ 104 min to ∼ 12 min, so that the screening throughput can be increased from 20,000
samples to around 200,000 samples per day, making OI-RD microscope suitable for uHTS.

2. Methods

2.1. Detection process and time spent on each step of scanning an OI-RD image

Figure 1(a) shows that OI-RD detects a microarray by laser (HÜBNER Photonics, Cobolt08)
scanning along vertical direction and translation stage (Physik Instrumente, M505) scanning along
horizontal direction [24,25], which gives an OI-RD image of the microarray. At the beginning
of the scanning process, laser light is incident at the upper right corner of the microarray. The
laser light scans from top to bottom of the microarray by clockwise rotation of the galvanometer
(Cambridge Technology, 6M2210R44B050S4) for 780 steps, with optical signal of each step
being detected and converted into voltage signal by a linear photodiode. The voltage signal
is then amplified by a custom-designed and fabricated electronic amplifier (Home-made, Fig.
S3 within the Supplement 1). Since OI-RD signal is modulated by a photo-elastic modulator
(PEM, HINDS Instruments, PEM-100) at frequency of 50 kHz, the amplified signal is detected
by a lock-in amplifier (LIA, Zurich Instruments, MFLI DEV5307) which is able to detect and
measure very small AC signals even when the small signal is obscured by noise sources many
thousands of times larger [35,36]. After vertical scanning of the laser light, the galvanometer
quickly returns back to the top and the translation stage housing the flow cell with microarray
moves one step toward right along the horizontal direction. The inner loop of Fig. 1(b) shows that
the time for each step of laser scanning from top to bottom includes the wait time (3 ms) for LIA
and software time (∼ 0.78 ms) to acquire data. The outer loop in Fig. 1(b) shows that the time for
the translation stage movement includes elapsed time before stage movement (50 ms) and elapsed
time after stage movement (150 ms) which covers the stage movement time (∼ 11.09 ms) due to
their synchronous timing. Long enough elapsed time is used to guarantee that both galvanometer
and translation stage don’t move when software acquires data. With 1980 steps of the translation
stage movement along the horizontal direction, the total scanning time of an OI-RD image is ∼
104 min (Table 1) which can be roughly divided into three parts, (1) the wait time for LIA is

https://doi.org/10.6084/m9.figshare.22664626
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about 77 min, which is roughly 74% of the total time; (2) the time for software to acquire data is
about 20 min, which is roughly 19% of the total time; (3) the time for translation stage movement
is about 7 min, which is roughly 7% of the total time.

Fig. 1. (a) Detection process and (b) time spent on each step of scanning an OI-RD image

Table 1. Time spent on each step of scanning an OI-RD image before speed optimization

Time (min) Percentage (%) Time calculation (ms)

Total wait time for LIA ∼ 77 ∼ 74 1980 × 780 × 3

Total software time to acquire data ∼ 20 ∼ 19 1980 × 780 × 0.78

Total translation stage movement time ∼ 7 ∼ 7 1980 ×200

Total time of scanning an OI-RD image ∼ 104 100

2.2. Basic information of input and output for a LIA

To reduce the detection time of an OI-RD image and to optimize the detection speed of OI-RD
microscope, the most important step is to minimize the wait time for LIA which takes up about
74% of the detection time for an OI-RD image, as shown in Table 1. Before optimization, the
wait time for LIA is 3 ms, which is 10 times of the time constant at 0.3 ms of LIA for the reason
that LIA needs time to reach final values. The wait time for LIA varies with both time constant
and the slope of the low-pass filter (LPF) inside LIA. According to the manual of LIA, the wait
time should be at least 4.6 times of time constant with a slope of 6 dB/oct, 6.6 times of time
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constant with a slope of 12 dB/oct, 8.4 times of time constant with a slope of 8 dB/oct, and 10
times of time constant with a slope of 24 dB/oct, respectively. To minimize the wait time, one
feasible way is to reduce LPF slope or time constant. However, reducing the wait time for LIA
by decreasing the slope or time constant inevitably increases the noises of OI-RD signals, thus
degrades OI-RD image quality. To reduce the wait time, it is necessary to analyze noise sources
and find ways to minimize noise levels while reducing wait time.

OI-RD noise mainly comes from three sources. One source of noise is associated with the
electronic amplifier, and typically has contributions by various factors such as internal electronic
noise, fluctuations in light sources, and environmental disturbances. OI-RD noise also includes
the floor noise (white noise) characterized by a “white” frequency spectrum. Direct current (DC)
noise and 1/f noise with a noise power inversely proportional to frequency [37,38], which are
also present in OI-RD signal. To fully understand impacts of the latter two noises, Fig. 2(a)
shows the frequency spectrum of the input signal for LIA which consists of OI-RD signal at
modulation frequency f 0, DC noise, 1/f noise, and floor noise. LIA amplifies the input signal and
then multiplies it by a reference signal with reference frequency being equal to the modulation
frequency f 0. After multiplication, the frequency spectrum consists of DC component (difference
frequency of OI-RD signal at frequency f 0 with LIA reference signal), signal at f 0 (sum frequency
of DC noise and 1/f noise with LIA reference signal), and signal at 2f 0 (sum frequency of OI-RD
signal at frequency f 0 with LIA reference signal) (Fig. 2(b)). LPF is then applied to get rid of
AC components and DC signal passes LPF for further amplitude measurement (Fig. 2(c)). The
attenuation effect of each LPF can be characterized by gain-magnitude function g(f ), which is
inversely proportional to the frequency f so that not only DC signal but also AC components in
Fig. 2(b) with relatively large value of g(f ) can pass LPF. Decrease of time constant and LPF
slope widens g(f ) and more floor noise pass LPF which increases noise level in the LIA output
signal. In addition, widened g(f ) may not sufficiently attenuated noise at modulation frequency of
f 0 in Fig. 2(b) (DC noise and 1/f noise in Fig. 2(a)) so that noise level is further increased. To get
rid of noise due to under-attenuated DC noise and 1/f noise, it is important to determine a critical
frequency fcriti beyond which LPF reduces DC and 1/f noise to negligible level. Modulation
frequency f 0 larger than critical frequency fcriti should be used which is expected to give signal
measurement with negligible contribution from DC and 1/f noise.

Fig. 2. Schematic diagram of (a) input signal for LIA, (b) signal after multiplication of LIA,
(c) and signal after LPF of LIA in frequency domain.
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3. Results and discussion

3.1. Dependency of critical frequency fcriti on time constant and LPF slope

For effective determination of critical frequency fcriti, LIA was not connected with any input
(no-load condition) so that LIA only measure noises (including DC noise, 1/f noise, and white
noise), which is helpful to understand the dependency of critical frequency fcriti on time constant
and LPF slope. Based on the analysis of a LIA response to white noise by Van Baak et al. [39],
this work analyzed LIA response to white noise, DC noise, and 1/f noise. Detailed information
of following derivation is included in the Supplement 1. The reference signal R(t) of the LIA is:

R(t) = Rr cos(2πf0t − ϕr) (1)

where Rr, f 0, and ϕr are the amplitude, frequency, and phase of the reference signal, respectively.
Here, the frequency of the reference signal is equal to the modulation frequency f 0 of OI-RD
microscope.

The no-load noise U(t) can be represented as a discrete Fourier series over duration T:

U(t) =
N∑︂

j=0
Aj cos(2πjf1t − φj) (2)

where the fundamental frequency is f 1 = 1/T, and the harmonic frequencies are fj = jf 1 (j is
integer). Aj and φj are amplitude and phase for the j th frequency, respectively.

The noise variance δV2
out of LIA output signal can be expressed as:

δV2
out =

(︃
GRrAWH

2Vm

)︃2 1
2δf knτ

+

(︃
GRr

2Vm

)︃2
g2

n(f0)
⎡⎢⎢⎢⎢⎣A2

DC +

[fcn/f1]∑︂
j=1

A2
1/f
(jf1)

⎤⎥⎥⎥⎥⎦ (3)

where Vm is a scale factor of LIA multiplier, G is a linear gain factor applied to signals and noises,
τ is the time constant of LIA, kn is a numerical coefficient varying with the LPF slope, δf is the
spectral resolution. AWH , ADC, and A1/f are amplitudes for white noise, DC noise, and 1/f noise,
respectively. Particularly, A1/f is inversely proportional to the frequency which can be expressed
as A1/f =

√︁
K/f with coefficient K. fcn is the corner frequency beyond which the dominated noise

switches from 1/f noise to white noise. Besides, gn(f ) represents the gain-magnitude function of
the LPF with an nth order slope, whereas gn(f 0) corresponds to the value of gn(f ) at a specific
modulation frequency f 0. The mathematical expression for gn(f ) is as follows:

gn(f ) =

√︄
1

[1 + (2πτf )2]n
(4)

where n is the number of LPF inside the LIA with n of 1, 2, 3, 4 corresponding to LPF slope of
6 dB/oct, 12 dB/oct, 18 dB/oct, and 24 dB/oct, respectively.

First term of Eq. (3) is the variance of white noise being the sum of scaled white noise by gn(f )
at each frequency f over the whole spectrum range, which leads to white noise dependence on
both time constant τ and LPF slope described by Eq. (4). Second term of Eq. (3) is variance
of DC and 1/f noise which is multiplied by value of gn(f ) at modulation frequency of f 0. To
determine critical frequency fcriti, the ratio of variance of DC and 1/f noise to that of white noise

https://doi.org/10.6084/m9.figshare.22664626
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was defined as R:

R =

g2
n(f0)

[︄
A2

DC +
∑︁[

fcn/f1]
j=1

K
jf1

]︄
A2

WH
/︁
2δf knτ

(5)

Critical frequency fcriti is the frequency beyond which the contribution of DC and 1/f noise to
total noise variance δV2

out is negligible. In this case, the ratio of DC and 1/f noise variance to
white noise variance R should be small. When time constant τ and LPF slope don’t change, the
white noise variance doesn’t change while the variance of DC and 1/f noise becomes smaller
with increasing modulation frequency f 0. For the selected time constant τ and LPF slope there
must be a critical frequency fcriti beyond which R is small. When the time constant τ and LPF
slope change, variance of white noise also changes so that there should be different fcriti for
different time constant τ and LPF slope.

Beyond critical frequency fcriti (i.e., modulation frequency f 0 larger than critical frequency
fcriti), LIA noise is dominated by white noise, whose noise variance being inversely proportional
to time constant τ, meaning that 10-fold decrease in time constant τ leads to a factor of 10 increase
in noise variance δV2

out. However, such 10-fold relationship doesn’t apply when modulation
frequency f 0 smaller than critical frequency fcriti. Thus, the critical frequency fcriti can be
determined by finding the turning point of 10-fold relationship between time consent τ and noise
variance δV2

out.
Figure 3(a) shows noise variance δV2

out dependency on modulation frequency f 0 with a LPF
slope of 24 dB/oct. The time constants τ of the three curves are 30, 300, and 3000 µs. All three
curves show that large variance δV2

out decreases rapidly with frequency and gradually becomes
flat at large modulation frequency f 0. Large variance δV2

out at small modulation frequency f 0
is mainly due to DC and 1/f noise for the reason that gn(f 0) is too large to be neglected. With
increasing modulation frequency f 0, gn(f 0) decreases rapidly and becomes negligible after critical
frequency fcriti beyond which 10-fold relationship applies. To clearly demonstrate the 10-fold
relationship, the three curves were normalized by the bottom one with time constant τ at 3000
µs. Figure 3(b) shows the three normalized curves from which the critical frequency fcriti was
determined as ∼ 3 kHz with time constant τ = 300 µs and ∼ 25 kHz with time constant τ = 30 µs.

Fig. 3. Relationship of (a) noise variance δV2
out and (b) normalized noise variance with

modulation frequency f 0 measured with LPF slope of 24 dB/oct and three time constants.
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The general relationship derived from Eq. (5) between the value of function gn(f ) at fcriti with
time constant τ and LPF slope is:

g2
n(fcriti) =

A2
WHR

2(A2
DCδf + K ln 1038)knτ

(6)

where values of AWH , ADC and K were determined by fitting LIA noise spectrum (Fig. S1 within
the Supplement 1) under no-load condition with a spectral resolution δf= 5.59× 10−2 Hz. By
substituting these values and the two critical frequencies fcriti into Eq. (5), R was calculated to be
1/1350. Value of gn can then be calculated from Eq. (6) for each combination of time constant τ
and LPF slope, as listed in Table 2. Based on each value of gn, critical frequency fcriti was then
calculated from Eq. (4) (Table 2), which was further verified by experiments (Fig. S2 within the
Supplement 1).

Table 2. The gn(fcriti) and fcriti at different time constant τ and LPF slope

gn(fcriti) (%) fcriti (kHz)

τ

slope
6
dB/oct

12
dB/oct

18
dB/oct

24
dB/oct

6
dB/oct

12
dB/oct

18
dB/oct

24
dB/oct

10 µs 0.58 0.41 0.36 0.33 2729.62 247.36 102.91 64.68

30 µs 0.34 0.24 0.21 0.19 1575.96 108.61 41.35 24.91
100 µs 0.18 0.13 0.11 0.10 863.19 44.05 15.20 8.74
300 µs 0.11 0.08 0.07 0.06 498.37 19.33 6.10 3.36

Since critical frequency fcriti listed in Table 2 was determined under conditions with noise
only, critical frequency fcriti was further verified with input signal generated by a signal generator
(RIGOL Technologies, DG1022Z). Figure 4 shows the changes of normalized variance with
modulation frequency f 0 with LPF slope of 24 dB/oct and the amplitude of AC signal being
0.1 mV, 1 mV, and 10 mV. Normalized variance curves show that previously determined critical
frequency fcriti still applies beyond which there is 10-fold relationship between normalized
variance and time constant τ. For frequency close to DC, the normalized variance is large when
the input signal amplitude is large, which may be due to the contribution of under-attenuated sum
frequency signal as shown in Fig. 2(b). The effect of sum frequency can also be eliminated by
choosing modulation frequency f 0 larger than critical frequency fcriti.

Fig. 4. Normalized noise variance with signal amplitude of (a) 0.1 mV, (b) 1 mV and (c)
10 mV

https://doi.org/10.6084/m9.figshare.22664626
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Table 1 shows that before optimization ∼ 74% of the OI-RD detection time is the wait time for
LIA when the time constant τ is 300 µs and wait time is 3 ms. To minimize wait time in order to
increase detection speed, small time constant τ and small LPF slope are desirable. However,
time constant τ of 10 µs is too small to provide critical frequency fcriti smaller than modulation
frequency f 0 which is fixed at 50 kHz for OI-RD microscope. Table 1 highlights those critical
frequencies fcriti which are smaller than the modulation frequency f 0, among them time constant
τ = 30 µs and LPF slope of 24 dB/oct were chosen for further optimization since they may provide
faster detection speed with lower noise level.

3.2. Performance of the first-generation amplifier

Decreasing time constant τ not only increases OI-RD detection speed but also may introduce
more noises into OI-RD signals. Figure 5(a) shows OI-RD time series signals measured by
first-generation amplifier with time constant τ changing from 3000 µs to 30 µs at a slope of
24 dB/oct. Clearly, variations of OI-RD signals become larger with decreasing time constant τ.
Figure 5(b) shows the standard deviations of OI-RD time series signals normalized by OI-RD
maximum signal [27], which are 1.72× 10−4, 5.43× 10−4, and 3.36× 10−3 at time constant τ of
3000 µs, 300 µs and 30 µs, respectively. Figure 5(a) also shows the ground noise of first-generation
amplifier which was measured by connecting the electronic amplifier to LIA without no light
incident on the amplifier. The normalized standard deviations of first-generation amplifier ground
noises are 1.10× 10−4, 3.77× 10−4, and 1.15× 10−3 at time constant τ of 3000 µs, 300 µs and 30
µs, respectively.

Fig. 5. Performance of the first-generation amplifier.

Figure 5(c) shows the normalized OI-RD images of microarray measured with time constant τ
of 3000 µs, 300 µs and 30 µs. Figure 5(e) shows the normalized standard deviation of OI-RD
image inside the area highlighted by red rectangle in Fig. 5(c). The normalized standard deviation
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of OI-RD image measured with time constant τ of 3000 µs is 6.38× 10−3, close to that measured
with time constant τ of 300 µs, which is smaller than that measured with time constant τ of 30 µs.

For high-throughput screening, difference image of OI-RD image before reaction with protein
from OI-RD image after reaction with protein is used to look for compounds binding to protein.
It is thus important to characterize the normalized standard deviation of OI-RD difference images.
Figure 5(d) shows that OI-RD difference images become smoother with increasing time constant
τ and Fig. 5(f) shows that the normalized standard deviations of difference images (highlighted
by red rectangle in Fig. 5(d)) are 3.93× 10−3, 6.50× 10−3, and 1.36× 10−2 at time constant τ of
3000 µs, 300 µs and 30 µs, respectively.

To increase OI-RD detection speed, time constant τ was determined to decrease from 300
µs to 30 µs. Figure 5 demonstrates that the normalized standard deviations of OI-RD time
series signals and images become larger with time constant τ decreasing to 30 µs measured by
first-generation amplifier. Especially, the normalized standard deviation of time series OI-RD
signal with time constant τ of 30 µs is 3.36× 10−3 which is too large for screening applications.
A second-generation amplifier is then designed to decrease the normalized standard deviation
of time series OI-RD signal with time constant τ of 30 µs to 5.43× 10−4, close to the value
measured by first-generation amplifier with time constant τ of 300 µs, which has been used for
HTS screening all the time.

3.3. Development and performance of the second-generation amplifier

The normalized standard deviation of first-generation amplifier ground noise at time constant
τ of 300 µs is 3.77× 10−4. When time constant τ decrease to 30 µs, the normalized standard
deviation of ground noise increases up to 1.15× 10−3, which is already larger than the expected
normalized standard deviation of OI-RD time series signal 5.43× 10−4 for second-generation
amplifier. It is thus important to develop second-generation amplifier with efforts to decrease
both the amplifier ground noise and the OI-RD signal noise.

The first-generation amplifier comprised a transimpedance amplifier that converted current
to voltage and a second stage amplifier (Fig. S3(a) within the Supplement 1). To minimize
amplifier noise, a band-pass filter with a frequency range of 30 kHz to 120 kHz was integrated
into the second-generation amplifier (Fig. S3(b) within the Supplement 1) to suppress noise
outside of this range. Additionally, the second-generation amplifier includes several process
improvements, including the use of solid-state aluminum polymer capacitors, tantalum capacitors,
metal film resistors, and immersion gold circuit boards, all of which contribute to enhancing the
performance and reliability of the amplifier.

The laser power incident upon the second-generation amplifier is constrained to a range of
approximately 0.3 µW to 3 µW. Variations or instability in the laser power can cause extraneous
noise to the OI-RD signal. Therefore, a highly stable laser is used to minimize such noise. The
normalized standard deviation of the laser power is ∼ 1.97× 10−4, which is below the anticipated
normalized standard deviation of ∼ 5.4× 10−4, indicating that the laser stability is sufficient for
conducting OI-RD experiments.

With second-generation amplifier, the normalized standard deviation of OI-RD time series
signal increases from 1.59× 10−4 to 4.31× 10−4 with time constant τ decreasing from 3000
µs to 30 µs, as shown in Fig. 6(a) and 6(b). Clearly, the normalized standard deviation of
OI-RD time series signal measured by second-generation amplifier at time constant τ of 30 µs is
4.31× 10−4, which is smaller than the normalized standard deviation of 5.43× 10−4 measured by
first-generation amplifier at time constant τ of 300 µs, indicating that second-generation amplifier
is indeed able to enable OI-RD to scan quickly without increasing noise level.

Figure 6(c) shows the normalized OI-RD images measured with time constant τ of 3000 µs,
300 µs and 30 µs and Fig. 6(e) shows the normalized standard deviations of OI-RD images
inside the area highlighted by red rectangle in Fig. 6(c). The normalized standard deviations

https://doi.org/10.6084/m9.figshare.22664626
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Fig. 6. Performance of the second-generation amplifier.

are 6.72× 10−3, 6.93× 10−3, and 7.54× 10−3 with time constant τ of 3000 µs, 300 µs and 30 µs,
which are close to values measured by first-generation amplifier with time constant τ of 3000
µs and 300 µs, demonstrating the normalized standard deviation about 7× 10−3 is due to the
signal difference causing by nonuniformity of substrate. The large normalized standard deviation
measured by first-generation amplifier with time constant τ of 30 µs may be caused by large
ground noise of first-generation amplifier.

Figure 6(d) shows the normalized difference images whose normalized standard deviations are
shown in Fig. 6(f). OI-RD difference images are slightly smoother with increasing time constant
and the normalized standard deviation of difference images (highlighted by red rectangle in
Fig. 6(d)) are 1.22× 10−3, 2.50× 10−3, and 4.92× 10−3 at time constant τ of 3000 µs, 300 µs and
30 µs, respectively. Again, the normalized standard deviation measured by second-generation
amplifier at time constant τ of 30 µs is smaller than that measured by first-generation amplifier at
time constant τ of 300 µs, demonstrating that second-generation amplifier is capable of increasing
OI-RD detection speed without increasing noise.

By using time constant τ of 30 µs and LPF slope of 24 dB/oct, wait time between two OI-RD
pixel data can be decreased to 0.3 ms, which decreases the total wait time for LIA of an OI-RD
image from ∼ 77 min (Table 1) to ∼ 8 min. The detection speed of OI-RD microscope is thus
greatly increased by selecting proper time constant τ and developing second-generation amplifier
with the normalized standard deviation of OI-RD time series signal being 4.31× 10−4, which is
similar to the value before speed optimization for OI-RD microscope.

3.4. Minimization of the time required for software and translation stage movement

After decrease of the wait time for LIA from ∼ 77 min to ∼ 8 min, ∼ 20 min of acquiring data by
software should be minimized for further OI-RD speed optimization. The software of OI-RD
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microscope includes a double loop structure as shown in Fig. 1(b), in which the inner loop
calls the DAQmx Read VI for data acquisition. The DAQmx Read AI starts the acquisition task
and stop the task once the last sample is acquired. Since DAQmx Read AI is used in a loop
(Fig. 1(b)), the measurement starts and stops in each iteration, which significantly reduces the
performance of the data acquisition. Explicitly staring the task prior to the loop (Fig. S4 within
the Supplement 1) and stopping the task after the execution of the loop (Fig. S5 within the
Supplement 1) significantly improves data acquisition performance. This change reduced the
time consumption per pixel from ∼ 780 µs to ∼ 148 µs, resulting in a total data acquisition time
reduction from around 20 min to about 4 min.

The last one for OI-RD speed optimization is the time for translation stage movement which
was ∼ 7 min, including the time before the translation stage movement tb, and the time after
translation stage movement ta. This process is illustrated by the outer loop in Fig. 1(b).

To minimize tb and ta without affecting OI-RD image quality, 15 OI-RD images were obtained,
with first 13 images having tb of 0 ms and ta of 0, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 100,
150 ms, respectively. The remaining two images were obtained under identical conditions with
tb at 50 ms and ta at 150 ms, which are parameters usually used to obtain OI-RD image before
speed optimization. 14 difference images were obtained by subtracting images with different tb
and ta from the last image with tb of 50 ms and ta of 150 ms, four of which are shown in Fig. 7(a).
Clearly, decreasing ta from 150 ms to 0 ms leads to more features appearing on the left side of the
difference image so that the standard deviation of the left side (marked by a red rectangle) is
measured. Figure 7(b) shows the relative standard deviation which is calculated by the standard
deviation of difference images (subtracting image with tb = 50 ms and ta = 150 ms from images
with tb = 0 ms and ta = 0 ∼ 150 ms) being divided by that of difference image of two consecutive
images with same tb at 50 ms and ta at 150 ms. The relative standard deviation is very large
with ta of 0, 5, and 10 ms, indicating that the left side of OI-RD image deviates a lot from that
with tb of 50 ms and ta of 150 ms. The relative standard deviation decreases gradually with
increasing ta from 10 ms to 30 ms, then reaches a roughly constant level with ta larger than 30 ms,
demonstrating that the left side of OI-RD image gradually becomes similar to the image with tb
of 50 ms and ta of 150 ms with increasing ta. In addition, the last point in Fig. 7(b) is the relative
standard deviation of difference image (subtracting image with tb = 50 ms and ta = 150 ms from
image with tb = 0 ms and ta = 150 ms) whose value is 1.01, suggesting that tb can be set to be 0
without affecting image quality.

Above results suggest that tb of 0 ms and ta of 30 ms could be used for speed optimization
of OI-RD microscope without affecting image quality. With these values, the total time for
translation stage movement decreases from ∼ 7 min to ∼ 1 minute.

3.5. OI-RD images before and after speed optimization

With a series of optimization methods, the time to scan an OI-RD image was significantly reduced.
Specifically, the total wait time for LIA was decreased from ∼ 77 min to ∼ 8 min by proper
selection of time constant τ and development of the second-generation amplifier. Optimization
for the software and the translation stage reduced the time from ∼27 min to ∼ 4 min. After
optimization, the time for an OI-RD image of a large microarray (1980× 780 pixels) decreases
from ∼ 104 min to ∼ 12 min and the detection speed is greatly increased. Figure 8 shows two
OI-RD images obtained by first-generation amplifier at time constant τ of 300 µs (the middle one)
and by second-generation amplifier at time constant τ of 30 µs (the right one) and the normalized
standard deviations of both images are ∼ 7.24× 10−3 and ∼ 7.54× 10−3, respectively, which
are smaller than that (∼ 1.16× 10−2) of the image obtained by first-generation amplifier at time
constant τ of 30 µs (the left one).

https://doi.org/10.6084/m9.figshare.22664626
https://doi.org/10.6084/m9.figshare.22664626
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Fig. 7. (a) Normalized OI-RD difference images and (b) relative standard deviation of
OI-RD difference images.

Fig. 8. OI-RD images obtained by first-generation amplifier and second-generation amplifier.

4. Conclusion

In conclusion, this work has optimized the performance of OI-RD microscope by decreasing
the time required for scanning an OI-RD image from approximately 104 min to 12 min without
affecting OI-RD image quality. As a result, the screening throughput of OI-RD microscope is
expected to increase by an order of magnitude, from 20,000 samples per day to 200,000 samples
per day, meeting the standards for uHTS, which may find more applications in the field of drug
screening.
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