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ABSTRACT OF THE DISSERTATION

Information and Political Economy: Two Illustrations

by

Mariia Titova

Doctor of Philosophy in Economics

University of California San Diego, 2021

Professor Renee Bowen, Co-Chair
Professor Joel Sobel, Co-Chair

This dissertation examines strategic settings in which agents have imperfect

information. In the first chapter, an informed agent decides how to influence an unin-

formed decision-maker. In the second chapter, a group of agents decides how to learn.

Both chapters discuss how these models can be applied in a political economy setting to

study how politicians persuade voters and how policymakers identify the best available

policies.

Chapter 1 studies persuasion with verifiable information. An informed sender

with state-independent preferences sends private verifiable messages to multiple re-
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ceivers attempting to convince them to approve a proposal. I find that every equilibrium

outcome is characterized by each receiver’s set of approved states that satisfies this

receiver’s obedience and the sender’s incentive-compatibility constraints. That allows

me to characterize the full equilibrium set. The sender-worst equilibrium outcome is

one in which information unravels, and receivers act as if under complete information.

The sender-preferred equilibrium outcome is the commitment outcome of the Bayesian

persuasion game. In the leading application, I study targeted advertising in elections

and show that by communicating with voters privately, a challenger may win elections

that are unwinnable with public disclosure. As the electorate becomes more polarized,

the challenger can swing unwinnable elections by targeted advertising with a higher

probability.

Chapter 2 studies a model of costly sequential search among risky alternatives

performed by a group of agents. The learning process stops, and the best uncovered

option is implemented when the agents unanimously agree to stop or when all the

projects have been researched. Both the implemented project and all the information

gathered during the search process are public goods. I show that the equilibrium path

implements the same project based on the same information gathered in the same order

as the social planner. At the same time, due to free riding, search in teams leads to a

delay at each stage of the learning process, which grows with search costs.
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Chapter 1

Persuasion with Verifiable Information

1.1 Introduction

Suppose the sender attempts to convince a group of receivers to take his favorite

action. The only tool available to him is hard evidence. What he can do is choose how

much of it to reveal. On average, what is the best outcome that the sender can hope for?

Persuasion with verifiable information plays an essential role in electoral cam-

paigns, product advertising, financial disclosure, and job market signaling, among

many other economic situations. In politics, a challenger convinces voters to elect him

over the status quo by sending fact-checked ads about his policy position on some

relevant socio-economic issues, saying nothing about other issues. In business, a firm

convinces consumers to adopt its product by advertising some product characteristics,

not mentioning others. In finance, a CEO convinces the board of directors to approve

managerial compensation by presenting some financial indicators and statements, omit-

ting others. In labor markets, a job candidate convinces committee members to offer

him a job by attaching to his application selected evidence of his qualifications.

I consider the following formal model of persuasion with verifiable information.

There is an underlying continuous space of possible states of the world, which is a unit

interval. The sender is fully informed about the state of the world, but his preferences do

not depend on it. Receivers are uninformed about the state of the world, which to them
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is payoff-relevant. The sender sends a verifiable message to each receiver. Verifiability

means that the message contains the truth (hard evidence is presented), but it could be

vague (not all the evidence is presented). Each receiver independently chooses between

two options: to approve the proposal or to reject it. There are no information spillovers

between the receivers: each receiver only hears her own private message.

How does the sender convince one receiver with verifiable information? Rather

than looking at the sender’s messages and the receiver’s beliefs, I focus on what the

receiver does in every state of the world. Since she chooses between two options,

we can partition the state space into two subsets: the set of approved states and the

set of rejected states. My first result states that a subset of the unit interval is an

equilibrium set of approved states if and only if it satisfies two constraints. Firstly, the

sender’s incentive-compatibility constraint (IC) ensures that the sender does not wish to

deviate toward a fully informative strategy that induces the receiver to act as if fully

informed. Secondly, the receiver’s obedience constraint ensures that the receiver approves

the proposal whenever her expected net payoff of approval is non-negative.

In the sender’s least preferred equilibrium, his ex-ante odds of approval are

minimized across all equilibria. The receiver learns whether the state of the world is

within her complete information approval set and makes a fully informed choice.

In the sender’s most preferred equilibrium, his odds of approval are maximized

subject to the receiver’s obedience constraint. In the sender-preferred equilibrium, the

receiver approves the proposal whenever her net payoff of approval is sufficiently high,

but possibly negative. That is, the sender improves his odds of approval upon full

disclosure by convincing the receiver to approve when she prefers not to.

In his most preferred equilibrium, the sender pulls the “good” states that the

receiver prefers to approve and the “bad” states that the receiver prefers to reject.

The solution is characterized by a cutoff value: the receiver approves every state that

is not too “bad”. When the receiver approves, her obedience constraint binds, and
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she is indifferent between approval and rejection. The sender improves his ex-ante

payoff over full disclosure because the receiver approves some of the “bad” states. In

fact, in his most preferred equilibrium, the sender reaches the commitment payoff.

This observation bridges the gap between the verifiable information literature and

the Bayesian persuasion Kamenica and Gentzkow, 2011. The sender need not benefit

from having ex-ante commitment power and can persuade the receiver with verifiable

messages.

With many receivers, I get similar results. Every receiver makes a fully informed

choice in the sender-worst equilibrium, and the sender-preferred equilibrium outcome

is a commitment outcome.

Swinging Elections

Targeted advertising played an important role in the recent US Presidential

Elections. In 2016, the Trump campaign used voter data from Cambridge Analytica

to target voters via Facebook and Twitter. In 2008, the Obama campaign pioneered

the use of social media to communicate with the electorate. Even before social media,

in 2000, The Bush campaign targeted voters via direct mail. Given that the winning

candidate had access to better technology or better voter data in all these cases, one may

wonder whether targeted advertising was why these candidates won.1 In other words,

can targeted advertising swing electoral outcomes?

To answer that question, I apply my model to study elections. The state space

is now a one-dimensional policy space with positions ranging from ultra-left (0) to

ultra-right (1). The voters choose between the challenger, whose policy is unknown,

and the status quo policy, which is fixed and known. Each voter prefers to vote in favor

of the policy that is closest to her bliss point. In his electoral campaign, the challenger

1For comparison of advertising strategies between the candidates, see Kim et al. (2018) and Wylie
(2019) for the 2016 election, Harfoush (2009) and Katz, Barris, and Jain (2013) for 2008, and Hillygus and
Shields (2014) for 2008.
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sends verifiable messages to the voters to inform them about his policy and convince

them to elect him.

Suppose that winning an election requires convincing two voters, L and R, whose

bliss points are located to the left and the right of the status quo policy, respectively.

Observe that unless the challenger can privately advertise to each of these voters, he

always loses this election. As long as these voters hold a common belief, which they

do under full disclosure, no disclosure, or public disclosure by the challenger, only one

of these voters expects the challenger’s policy to be closer to her bliss point than the

status quo. I call this election unwinnable for the challenger. Whether an election is

unwinnable depends on the institution (the social choice function) and the ideology of

the electorate (bliss point of the voters). For example, under the majority rule, I show

that an election is unwinnable if and only if the status quo is the median voter’s bliss

point.

When the challenger has access to targeted advertising, he can tell different things

to different voters. Recall that in his most preferred equilibrium, the sender improves

his odds of approval upon full disclosure. In particular, the challenger manages to

convince voter L (R) even when his policy is slightly to the right (left) of the status

quo. Consequently, he can convince both voters at the same time and win unwinnable

elections with positive probability. That said, the challenger only benefits from private

communication if his policy is sufficiently close to the status quo: the further to the right

(left) his policy is, the harder it becomes to convince voter L (R).

When a voter’s bliss point moves away from the status quo, she becomes less

satisfied with the status quo, and that makes her more persuadable. Consequently, when

the electorate becomes more polarized, which happens when one of the voters’ positions

becomes more extreme, the challenger has higher odds of swinging an unwinnable

election. As voter R’s position moves further to the right, she becomes more persuadable

also by policies further to the left of the status quo. Consequently, when voter R’s bliss
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point shifts to the right, the challenger-preferred set of approved policies shifts to the

left, toward the policies preferred by the less extreme voter L.

Related Literature

I assume that the sender uses hard evidence to communicate with the receivers.

This verifiable information communication protocol was introduced by Milgrom (1981)

and Grossman (1981). Other communication protocols include cheap talk by Crawford

and Sobel (1982) and Bayesian persuasion by Kamenica and Gentzkow (2011). Relative

to these other models of communication, Bayesian persuasion makes the sender better

off because it endows him with ex-ante commitment power. Lipnowski and Ravid (2020)

find that the sender’s maximal equilibrium payoff from cheap talk is generally strictly

lower than his payoff under commitment. Consequently, a cheap-talk sender values

commitment.2 In contrast to their result, I show that the sender does not necessarily

benefit from commitment if he possesses the hard evidence to verify his messages.

There is extensive literature on applications of Bayesian persuasion models. It

includes settings in which schools persuade employers to hire their graduates (Ostro-

vsky and Schwarz, 2010; Boleslavsky and Cotton, 2015); pharmaceutical companies

persuade the FDA to approve their drug (Kolotilin, 2015); matching platforms persuade

sellers to match with buyers (Romanyuk and Smolin, 2019); politicians persuade voters

(Alonso and Câmara, 2016; Bardhi and Guo, 2018); governments persuade citizens

through media (Gehlbach and Sonin, 2014; Egorov and Sonin, 2019). My contribution

states that in all these applications, one can replace the assumption that the sender has

commitment power with the assumption that the sender has hard evidence.

The leading application contributes to the growing literature on voter persuasion.

2Lipnowski (2020) also notes that the sender reaches the commitment outcome with cheap talk if his
value function is continuous in the receiver’s posterior belief. That assumption is very restrictive: when
receivers choose between two options and the sender’s preferences are state-independent, the sender’s
value function must be constant, meaning that no communication takes place under cheap talk, verifiable
information, and Bayesian persuasion. I thank Elliot Lipnowski for this insight.
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My results are in line with the recent findings in the information design literature on the

private persuasion of strategic voters. In particular, Chan et al. (2019) confirm that the

politician does better when private disclosure is allowed, and Heese and Lauermann

(2019) confirm that the politician needs very little commitment power to achieve the

desired outcome. In the verifiable information literature, electoral competition usually

results in the full unraveling of information (Board, 2009; Janssen and Teteryatnikova,

2017; Schipper and Woo, 2019) because the candidates play a zero-sum game, and

that pushes them to disclose all information voluntarily. In contrast to these papers, I

consider a non-symmetric model in which one candidate has a significant advantage

over his opponent in that he is the only one who can communicate with the voters.

Unraveling does not necessarily occur, and the challenger can improve his odds of

winning over full disclosure.

The leading application sheds more light on how political advertising, especially

targeted advertising, affects electoral outcomes and why it has become widespread.

DellaVigna and Gentzkow (2010) and Prat and Strömberg (2013) provide excellent

surveys of the evidence of voter persuasion. First, candidates target their ads based on

voters’ positions on the political spectrum (George and Waldfogel, 2006; DellaVigna

and Kaplan, 2007). Second, one can make a case that an increase in the availability of

information catered toward certain electoral groups also counts as targeted advertising

because these are the messages intended for and heard by these groups (Oberholzer-Gee

and Waldfogel, 2009; Enikolopov, Petrova, and Zhuravskaya, 2011). I show that targeted

political advertising may be so widespread because it allows politicians to win elections

that are unwinnable otherwise.

I also contribute to the growing literature on polarization and targeted political

advertising through media. As the number of media outlets increases, they become

more specialized and target voters with more extreme preferences, which leads to social

disagreement (Perego and Yuksel, 2018). If the electorate is polarized to begin with, so
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are the candidates’ chosen policy platforms (Hu, Li, and Segal, 2019; Prummer, 2020).

Abstracting away from candidates choosing their policies, I find that as the electorate

becomes more polarized, more challengers can swing elections that are unwinnable

otherwise.

This chapter is organized as follows. Section 1.2 introduces the model. Section 1.3

describes equilibrium outcomes in the game with one receiver. Section 1.4 generalizes

the model to many receivers. Section 1.5 studies targeted advertising in elections.

Section 1.6 is a conclusion.

1.2 Model

There is a state space Ω := [0,1] and a finite set of receivers I := {1, . . . ,n}. The

game begins with the sender (him) observing the realization of the random state ω ∈Ω,

which is drawn from an atomless common prior distribution p > 0 over Ω.3 Having

observed the state, the sender sends a verifiable message mi ⊆Ω, such that ω ∈ mi, to

each receiver (her) i ∈ I.4

The sender’s payoff us : 2n → R depends only on the subset of receivers who

approve his proposal. I assume that if all receivers reject the proposal, then the sender

gets the lowest payoff, which is normalized to 0. If every receiver approves the proposal,

then the sender gets the highest payoff, which is normalized to 1. Also, I assume that us

weakly increases in every receiver’s action.

Assmption 1.1. The sender’s payoff us satisfies

3For a compact metrizable space S, ∆S denotes the set of all Borel probability measures over S. For any
q∈∆Ω and any measurable subset of the state space W ⊆Ω, Q(W) =

∫
W

q(ω)dω is the probability measure

and q(· | ·) is the conditional probability distribution: q(ω |W) = 1 if W = {ω} and q(ω |W) = q(ω)
Q(W)

if
Q(W) > 0.

4I borrow the definition of a verifiable message as a subset of the state space that includes the true
realization from Milgrom and Roberts (1986). This method satisfies normality of evidence (Bull and
Watson, 2004), which means that it is consistent with both major ways of modeling hard evidence in the
literature.
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1. us(∅) = 0 and us(I) = 1;

2. given two sets of receivers I1, I2 ⊆ I, us(I1) ≤ us(I2) if I1 ⊆ I2.

Receiver i ∈ I chooses between approval (action 1) and rejection (action 0). Re-

ceiver i’s preferences are described by a utility function ui : {0,1}×Ω→R. Receiver i ap-

proves (the proposal in) state ω if her net payoff of approval δ(ω) := ui(1,ω)− ui(0,ω)

is non-negative.5 Define receiver i’s approval set as

Ai := {ω ∈Ω | δi(ω) ≥ 0}.

Example 1.1 (Receiver with Spatial Preferences). This example introduces the receivers

with spatial preferences à la Downs (1957). Receiver i has a bliss point vi ∈ Ω and

compares the sender’s position ω to the status quo ω0 ∈ (0,1). Her net payoff of

approval is δi(ω) =−|vi −ω|+ |vi −ω0| and her approval set isAi =
{

ω ∈Ω s.t. |vi −

ω| ≤ |vi −ω0|
}

. That is, she approves ω if and only if it is closer to her bliss point than

the status quo.

0 1ω0vi

Ai

Figure 1.1. Receiver i with spatial preferences: her approval set Ai (solid blue) consists
of points on the unit interval that are closer to her bliss point vi than the status quo ω0.

Under incomplete information, define receiver i’s set of approval beliefs as

Bi := {q ∈ ∆Ω | Eq[δi(ω)] ≥ 0}.

I assume that every receiver rejects the proposal under prior belief.

5I assume that the receiver breaks ties in favor of approval when she is indifferent, i.e. when δ(ω) = 0.
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Assmption 1.2. For every receiver i ∈ I, p /∈ Bi.

Assumptions 1.1 and 1.2 ensure that without any additional information, all

receivers reject the proposal and the sender gets the lowest possible payoff. The rest of

the chapter studies how the sender persuades the receivers with verifiable information.

Equilibrium Outcomes

I consider Perfect Bayesian Equilibria (henceforth just equilibria) of this game.

The sender’s strategy is a probability distribution σ(· | ω) over message collections

{mi}i∈I , where mi ⊆ Ω for each i ∈ I. Receiver i’s approval strategy ai(m) specifies

which action she takes depending on message m she receives. Receiver i’s posterior

belief over Ω after message m is qi(· | m). Profiles of receivers’ actions and posterior

beliefs are a := {ai}i∈I and q := {qi}i∈I , respectively.

Definition 1.1. A triple (σ, a,q) is an equilibrium if

(i) ∀ω ∈ Ω, σ(· | ω) is supported on arg max
m1,...,mn

us
(
{i ∈ I | ai(mi) = 1}

)
, s.t. ω ∈ mi,

∀i ∈ I.

The following conditions hold for every receiver i ∈ I:

(ii) ∀m ⊆Ω, ai(m) = 1(qi(· | m) ∈ Bi);

(iii) ∀m ⊆Ω such that
∫
Ω

σi(m | ω)dω > 0, qi(ω | m) = σi(m | ω)·p(ω)∫
Ω σi(m | ω′)·p(ω′)dω′

, where σi is the

marginal distribution of messages heard on the equilibrium path by receiver i;

(iv) ∀m ⊆Ω, supp qi(· | m) ⊆ m.

In words, (i) states that the sender sends a collection of messages with positive

probability only if it maximizes his payoff; (ii) states that each receiver approves the

proposal whenever her expected net payoff of approval is non-negative under her

posterior belief; (iii) states that receivers’ posterior beliefs are Bayes-rational on the
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equilibrium path; (iv) states that the receivers’ posterior beliefs on and off the path are

concentrated on the states in which the message is available to the sender.

An outcome of the game specifies what action receivers take in every state of the

world.

Definition 1.2.

• An outcome α = {αi}i∈I specifies ∀i ∈ I and ∀ω ∈Ω the probability αi(ω) ∈ [0,1] that

receiver i approves the sender’s proposal in state ω.

• An outcome is an equilibrium outcome if it corresponds to some equilibrium.6

Some outcomes are deterministic, meaning that in every state ω each receiver

either approves or rejects the proposal with certainty.7 Consequently, for each receiver,

we can partition Ω into states of approval and states of rejection.

Definition 1.3.

• An outcome α is deterministic if αi(ω) ∈ {0,1} for every i ∈ I and ω ∈Ω.

• The set of approved states Wi of receiver i ∈ I in deterministic outcome α is

Wi := {ω ∈Ω | αi(ω) = 1}.

1.3 One Receiver

Let us first focus on the case with one receiver, i.e. I = {1}. For ease of exposition,

I drop all receiver-relevant subscripts i. By Assumption 1.1, the sender gets 1 if the

receiver approves and 0 otherwise. By Assumption 1.2, the receiver rejects the proposal

under the prior belief.
6Specifically, if there exists equilibrium (σ, a,q) such that ∀i ∈ I and ∀ω ∈Ω, αi(ω) =

∫
Mi

σi(m | ω)dm,

whereMi := {m ⊆Ω | ai(m) = 1} is the set of messages that convince receiver i to approve.
7Although each receiver breaks ties in favor of approval, the sender may be playing a mixed strategy

in state ω, and then in that state the receiver may be approving the proposal with a probability between 0
and 1.

10



1.3.1 Direct Implementation

Consider a deterministic equilibrium outcome with a set of approved states W.

Suppose that the sender learns that ω ∈A. One message that is available to the sender in

this state (and unavailable in every other state) is {ω}. Since that message is verifiable,

upon receiving it, the receiver learns with certainty that the state is ω. Since ω is in the

receiver’s approval set, she approves the proposal after hearing that message. Then,

for every ω ∈ A, the receiver should be approving every ω ∈ A in every deterministic

equilibrium, or else the sender has a profitable deviation towards full disclosure. That

gives rise to the sender’s incentive-compatibility constraint

A ⊆W. (IC)

Next, if the receiver approves every state in W, then she expects that on average,

her net payoff of approval is non-negative. Thus, we obtain the receiver’s obedience

constraint

p(· |W) ∈ B. (obedience)

The first result of this chapter allows us to restrict attention to sets of approved

states W ⊆Ω that satisfy these two constraints.

Theorem 1.1. Suppose n = 1. Then, every equilibrium outcome is deterministic. Furthermore,

W ⊆Ω is an equilibrium set of approved states if and only if it satisfies the sender’s (IC) and

the receiver’s (obedience) constraints.

The proofs of Theorem 1.1 and other results are in the appendix. Here I describe

the intuition behind this result. First, in every equilibrium outcome, the receiver either

approves or rejects the proposal in every state of the world. Suppose, on the contrary,

that in some state, the receiver approves and rejects with positive probability. Since

the receiver approves sometimes, the sender has access to at least one message that
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convinces the receiver to approve. Then, the sender can deviate and send that message

with certainty so that the receiver approves with probability one. Hence, all equilibrium

outcomes are deterministic.

Next, if W is an equilibrium set of approved states, it satisfies the sender’s (IC)

constraint, or else the sender can deviate to full disclosure. To see why W also satisfies

the receiver’s (obedience) constraint, implement this set of approved states directly.

Specifically, let the sender send message W from ω ∈W and message Ω r W from

ω /∈W. Intuitively, the (obedience) constraint states that the receiver interprets message

W as a recommendation to approve. It holds because if the sender induces approval in

every state in W in the original equilibrium, he also induces approval with the pooling

message W.

Finally, suppose that W ⊆ Ω satisfies (IC) and (obedience). Then, we can con-

struct an equilibrium that directly implements the set of approved states W. Let the

sender send message W from every state within W and message Ω r W from every

state outside of W. Then, the receiver interprets message W as a recommendation to

approve by the (obedience) constraint. Off the equilibrium path, let the receiver be

“skeptical” and assume that any unexpected message comes from the worst possible

state. Then, the sender does not have profitable deviations: if ω ∈W, he is getting the

highest possible payoff; if the state is not in W, the sender cannot replicate message W

because ω /∈W, and the receiver rejects after every other message.

Note that Theorem 1.1 is a version of the communication revelation principle

for games with verifiable information. According to Myerson (1986) and Forges (1986),

any equilibrium outcome of a mediated sender-receiver game may be implemented

truthfully and obediently. In the present context, it translates into (i) the sender truth-

fully revealing the state of the world to the mediator, (ii) the mediator translating this

report into an action recommendation for the receiver, and (iii) the receiver obediently

following her recommendation. Which equilibrium outcome is implemented is decided
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by the mediator at step (ii). Conveniently, Theorem 1.1 also provides the necessary and

sufficient conditions for a set of approved states to be implementable in equilibrium.

1.3.2 Equilibrium Range and Value of Commitment

For the purposes of characterizing equilibrium outcomes, Theorem 1.1 allows us

to restrict attention to sets W ⊆Ω satisfying (IC) and (obedience). I rank equilibria in

terms of the sender’s ex-ante utility, which is the same as his ex-ante odds of approval

and equals P(W), the prior measure of the set of approved states.

In the sender-worst equilibrium, the set of approved states W minimizes the

sender’s ex-ante utility across all equilibria. Thus, the (IC) constraint binds and W =A.

In this equilibrium, the receiver approves the proposal if and only if she approves it un-

der complete information. Hence, the sender-worst equilibrium is outcome-equivalent

to full disclosure (also known as full unraveling), salient in the verifiable information

literature.8

In the sender-preferred equilibrium, the set of approved states W maximizes the

sender’s ex-ante utility across all equilibria. Mathematically,

W = arg max
W⊆Ω

P(W), subject to
A ⊆W,

p(· |W) ∈ B.
(1.1)

To find the sender-preferred equilibrium, we would increase the ex-ante measure

of the set of approved states W so long as the receiver, when approving, expects that

her net payoff of approval is non-negative, on average. Because the state space is

continuous, W makes the receiver exactly indifferent between approval and rejection,

binding her (obedience) constraint.

8See, e.g., Milgrom (1981), Grossman (1981), Milgrom and Roberts (1986) and review by Milgrom
(2008).
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Theorem 1.2. When n = 1, the sender-preferred set of approved states W is characterized by a

cutoff value c∗ > 0 such that

• the receiver almost surely approves the proposal if δ(ω) > −c∗ and rejects it if δ(ω) <

−c∗;9

• whenever the receiver approves the proposal, her expected net payoff of approval is zero:

Ep
[
δ(ω) |W

]
= 0.

Furthermore, the sender-preferred equilibrium outcome is a commitment outcome.

First, notice that the receiver’s (obedience) constraint binds, or else we could

increase the value of the objective while still satisfying that constraint. I prove the first

part of Theorem 1.2 by contradiction. Suppose that the sender-preferred set of approved

states W in not characterized by a cutoff value of the receiver’s net payoff of approval.

Then, there exist two sets X,Y ⊆Ω of positive and equal measure, such that W includes

X, W does not include Y, yet the receiver has a higher net payoff of approving any state

in Y over any state in X. Consider an alternative set of approved states W∗ that replaces

X with Y, i.e. W∗ = (W r X) ∪Y. The sender has the same ex-ante payoff at W∗ and W

because sets X and Y have the same measure. Yet, the (obedience) constraint for W∗ is

loose, while for W it is binding. That happens because every state in Y is “cheaper” in

terms of the constraint than each state in X. Thus, we can improve upon both W and

W∗, which is a contradiction.

Next, let us compare the problems of (i) finding the sender-preferred equilibrium

outcome and (ii) finding the commitment outcome. In (i), we maximize the ex-ante

measure of the set of approved states subject to (IC) and (obedience) constraints. In

(ii), the sender maximizes his ex-ante utility subject to an obedience-like constraint

of the receiver. Crucially, under commitment, the sender does not face an incentive-

compatibility constraint. Also, a commitment outcome may not be deterministic.
9Almost surely with respect to the prior distribution p of the state of the world ω.

14



A commitment outcome is characterized by a cutoff value of the receiver’s

net payoff of approval for the same reason W is.10 That is, the receiver certainly

approves (rejects) the states with a net payoff of approval above (below) some threshold.

Furthermore, that threshold is negative, and the receiver certainly approves every state

in her approval set. Hence, any commitment outcome satisfies the sender’s incentive-

compatibility constraint.

In a non-deterministic commitment outcome, the sender induces both actions

of the receiver with positive probabilities on some set D ⊆Ω. Since any commitment

outcome is characterized by a cutoff value, the receiver’s net payoff of approval must be

the same for every state in D. Rather than making a mixed recommendation, partition

the set of these states in two and let the sender recommend one action on each subset

with certainty. Due to the continuity of the state space, such partitioning does not affect

the objective function or the obedience constraint of the receiver. As a result, there

exists deterministic commitment outcome. Since this commitment outcome satisfies the

sender’s incentive-compatibility constraint, it is an equilibrium outcome.

Example 1.2 (Receiver with Spatial Preferences: Equilibrium Range). Suppose that

the receiver has spatial preferences described in Example 1.1. In the sender-worst

equilibrium, the set of approved states is W =A, and the receiver approves the proposal

if and only if the sender’s position is closer to her bliss point than the status quo.

To find the sender-preferred set of approved states W, we maximize the measure

of set W ⊆Ω subject to the receiver’s (obedience) constraint. According to Theorem 1.2,

in the sender-preferred equilibrium, the receiver approves some states outside of her

approval set. However, there is a cutoff for how far the sender’s position could be

to be approved. When approving, the receiver expects that the sender’s position and

the status quo are equidistant from her bliss point. Furthermore, the sender-preferred

10Alonso and Câmara (2016) prove that if the state space is finite, then the solution under commitment
features a cutoff state.
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equilibrium outcome is a commitment outcome, meaning that the sender need not

benefit from having ex-ante commitment power. Figure 1.2 illustrates the equilibrium

range.

0 1

ω0

δ(ω) = −|v−ω|+ |v−ω0|

−c∗

v

c∗c∗

Figure 1.2. The sender-worst set of approved states W = {ω ∈Ω s.t. |v−ω| ≤ |v−ω0|}
(solid blue) and the sender-preferred set of approved states W = {ω ∈Ω s.t. |v−ω| ≤
|v−ω0|+ c∗} (solid plus dotted blue), where c∗ solves Ep[|v−ω| |W] = |v−ω0|.

1.4 Many Receivers

Having assumed that the receivers solve independent problems, I get similar

results in the many-receiver case.11

Theorem 1.3. The following statements about the sender’s ex-ante payoff us are equivalent:

1. us is reached in equilibrium;

2. us is given by

us =
∫
Ω

us({i ∈ I | ω ∈Wi}) · p(ω)dω,

where for every receiver i ∈ I, Wi ⊆Ω is her set of approved states, which satisfies

• sender’s (IC) constraint Ai ⊆Wi,

• receiver’s obedience constraint p(· |Wi) ∈ Bi.
11That is, receiver i’s utility does not depend on other receivers’ actions, and receiver i’s message is

private and observed by her only.
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The proof of the theorem follows the same steps as the proof of Theorem 1.1. The

only substantial difference is that Theorem 1.3 characterizes the sender’s equilibrium ex-

ante utility, while Theorem 1.1 characterizes the equilibrium sets of approved states. The

reason is that with many receivers, some equilibrium outcomes are not deterministic.

That happens because the sender may not try his hardest to convince the receivers

whose approval does not strictly increase his payoff.

According to Theorem 1.3, when characterizing the sender’s equilibrium ex-ante

utility, we can restrict attention to collections of sets of approved states (W1, . . . ,Wn),

each of which satisfies the IC and obedience constraints for each receiver. Moreover, the

sender’s ex-ante utility only depends on (W1, . . . ,Wn) and the prior distribution.

Once again, in the sender-worst equilibrium, in which the sender’s ex-ante utility

is minimized across all equilibria, the sender does as well as under full disclosure. The

set of approved states of receiver i ∈ I is W i =Ai, and each receiver makes her decision

as if under complete information.

The sender-preferred equilibrium outcome is characterized by the collection of

sets of approved states that maximizes the sender’s ex-ante utility across all equilibria,

i.e. subject to every receiver’s obedience constraint and every incentive-compatibility

constraint of the sender. When there are many receivers, the sender need not benefit

from having commitment power, either.

Theorem 1.4. The sender’s ex-ante payoff in the sender-preferred equilibrium is the commitment

payoff.

The proof of Theorem 1.4 follows the same steps as the proof of Theorem 1.2.

That is, I show that if we take an arbitrary commitment outcome, we can find a deter-

ministic commitment outcome with the same payoff of the sender. That deterministic

commitment outcome satisfies every (IC) constraint of the sender, meaning that it is

also an equilibrium outcome.
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In general, the problem of finding the sender-preferred equilibrium outcome is

computationally hard.12 In the following section, I make additional assumptions on the

sender’s payoff and study elections.

1.5 Targeted Advertising in Elections

In this section, I show that targeted advertising helps politicians swing elections.

I compare communication via targeted advertising to public disclosure. In the first

case, the politician sends a private message to each voter, for example, through social

media. Targeted advertising is an application of the main model. In the second case, the

politician sends a public message to all voters. Public disclosure is not an application

of the main model. However, analysis of that case is simple because the voters share

a common prior belief, and if they receive the same message, they will also share a

common posterior belief.

In this application, Ω is the policy space, with positions ranging from far-left (0)

to far-right (1). The sender is a politician who challenges the status quo. The challenger

is privately informed about his policy ω ∈Ω, while the receivers hold a prior belief p.

The challenger receives 1 if he wins the election and 0 otherwise. The outcome of the

election is decided by the social choice function us that satisfies Assumption 1.1. For

example, the election may be decided by a simple majority: the challenger wins the

election if and only if the majority of receivers approve his policy, i.e. us(X) = 1 ⇐⇒

|X| > n/2.

The set of receivers I is now the electorate, and the receivers are sincere voters

with spatial preferences. Firstly, each voter chooses expressively, and not strategically,

12Babichenko and Barman (2016) show that the problem of finding the commitment outcome is NP-hard
when the sender’s utility is submodular; Arieli and Babichenko (2019) find the commitment outcome for
the case of supermodular utility; Kamenica (2019) note that if sender’s utility is separable in receiver’s
actions, then the sender determines the optimal signal receiver by receiver and faces a set of independent
problems of a single-receiver variety.
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between the challenger and the status quo.13 Secondly, I assume that the approval set of

voter i ∈ I is Ai = {ω ∈ Ω s.t. |vi − ω| ≤ |vi − ω0| − ε}, where ε > 0.14 That is, voter i

approves policies that are closer than the status quo to her bliss point by at least ε.

Observe that the preferences of the electorate can be summarized by the prefer-

ences of at most two voters whose bliss points are located closest to the status quo.

Definition 1.4. Voter L = arg max
i∈I, vi<ω0

vi is the left representative voter and voter R =

arg min
j∈I, vj>ω0

vj is the right representative voter.

First, notice that as a voter’s bliss point moves away from the status quo, her

approval set expands to include more policies of the challenger. Put differently, the

further a voter’s bliss point is from the status quo, the easier it is for the challenger to

convince her. As a result, if the challenger convinces the left (right) representative voter,

he also convinces all voters with bliss points further to the left (right). Second, voters

with bliss points on opposite sides of the status quo have incompatible preferences.

Intuitively, left voters prefer to approve the left policies of the challenger, while right

voters prefer to approve policies on the right. These observations are summarized in

Corollary 1.1 and illustrated in Figure 1.3.

Corollary 1.1. If L and R are representative voters, then

1. if L (R) prefers to approve challenger’s policy, then so does every voter with a bliss point

to her left (right), i.e.

AL ⊂ Ai and BL ⊂ Bi,∀i ∈ I such that vi < vL,

13The theory of sincere voting was pioneered by Brennan and Lomasky (1993), Brennan and Hamlin
(1998), and reviewed by Hamlin and Jennings (2011). There is a large body of evidence that the behavior
of voters in large elections is consistent with sincere voting, e.g., in U.S. national elections (Kan and Yang,
2001; Degan and Merlo, 2007), Spanish General elections (Artabe and Gardeazabal, 2014), Israeli General
elections (Felsenthal and Brichta, 1985).

14ε is the status quo bias; ε > 0 rules out situations wherein the challenger with the status quo policy
always wins the election.
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AR ⊂ Aj and BR ⊂ Bj,∀j ∈ I such that vj > vR;

2. approval sets and sets of approval beliefs of voters L and R do not intersect, i.e.

AL ∩AR =∅ and BL ∩ BR =∅.

0 1
ω0

vR

vj

vL

vi

Figure 1.3. Voter i is convinced if voter L is convinced: her approval set includes L’s
approval set (solid blue lines). Voters L and R have incompatible preferences: their
approval sets do not intersect.

1.5.1 Swinging Unwinnable Elections

Part 2 of Corollary 1.1 implies that voters L and R never both approve the chal-

lenger’s policy when they hold the same belief. Thus, if representative voters L and R

are jointly pivotal, the challenger always loses the election under common belief.

Definition 1.5. Election with representative voters L and R is unwinnable for the challenger

under common belief if for all X ⊆ I, us(X) = 1 if and only if {L, R} ∈ X.

Whether an election is unwinnable is determined by the institution (the social

choice function) and the ideology (bliss points of the voters). For example, under the

simple majority rule, we arrive at a version of the median voter theorem.15 Intuitively,

for an election to be unwinnable, there may not be a majority of voters located on either

side of the status quo.

15Black (1948) states the median voter theorem as “If Ω is a single-dimensional issue and all voters have
single-peaked preferences defined over Ω, then ω0, the median position, could not lose under majority
rule.”
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Corollary 1.2. Under the simple majority rule, an election is unwinnable for the challenger

under common belief if and only if ω0 is the median voter’s bliss point.

With targeted advertising, the challenger can say different things to different

voters. The voters will no longer hold the same belief, which opens up a possibility

of winning (with positive probability) an unwinnable election. Here I show how the

challenger can convince representative voters L and R, persuading who is sufficient to

win any unwinnable election. I focus on the best-case scenario for the challenger and

thus consider the sender-preferred equilibrium.

By Theorem 1.3, we can restrict attention to a pair of sets of approved policies

(WL,WR). In the sender-preferred equilibrium, we maximize the challenger’s odds of

convincing the representative voters subject to their obedience constraints:

max
WL,WR

P(WL ∩WR)

subject to p(· |Wi) ∈ Bi, for i ∈ {L, R}.

The following theorem describes the solution to this problem.

Theorem 1.5. In the sender-preferred equilibrium of an unwinnable election with representative

voters L and R, if ε is small enough,

• the set of approved policies W i of voter i ∈ {L, R} is an interval [ai,bi] ⊃ Ai;

• the challenger wins the election if his policy is in the interval [aR,bL] with aR < ω0 < bL;

• the challenger’s ex-ante odds of winning the election are positive. i.e. P([aR,bL]) > 0.

To understand the intuition behind this result, recall that when voter L (R) is

the only receiver, the challenger can convince her to approve his policy even when his

policy is slightly to the right (left) of the status quo. I illustrated that in Figure 1.2 of
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Example 1.2. One thing that the challenger can do under private communication is

treat each voter as if she is the only receiver. If his policy is close enough to the status

quo and ε is small enough, the challenger convinces both voters at the same time and

swings an unwinnable election. However, he can do even better. To convince voter L

(R), the challenger needs to make her believe that his policy is on average to the left

(right) of the status quo. To induce that belief, the challenger could pull left (right)

policies within this voter’s approval set with some of the right (left) policies preferred

by her counterpart. More precisely, voter L’s (R’s) message would include her approval

set and as many policies to the right (left) of the status quo as this voter’s obedience

constraint permits. This solution is illustrated in Figure 1.4.

challenger’s winning policies

0 1ω0 vR 2vR −ω0 − ε

WR

aR

vL2vL −ω0 + ε

WL

bL

Figure 1.4. The sender-preferred sets of approved policies WL (in blue) and WR (in
red). W i consists of voter i’s approval set (solid) and policies preferred by voter j 6= i
(dotted). The challenger wins the election by convincing both voters when his policy is
in WL ∩WR = [aR,bL].

Comparative Statics

Assume for the rest of this section that the prior is uniform.16 Notice that the

distance from a voter’s bliss point to ω0 measures this voter’s persuadability.

Definition 1.6. Suppose that p ∼U[0,1]. Then,

• voter i is more persuadable than voter j if |vi −ω0| > |vj −ω0|, where i, j ∈ I;

16The prior is chosen to be uniform for ease of exposition. Similar results hold for any prior distribution.
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• consider electorates I and I′ with representative voters {L, R} and {L′, R′}. I′ is more

polarized than I if v′L ≤ vL < ω0 < vR ≤ v′R.

In words, the further from the status quo the voter’s bliss point is, the less

satisfied she is with the status quo policy, and that makes her more persuadable. I

say voter i ∈ I becomes more persuadable if |vi − ω0| increases. The electorate becomes

more polarized when either representative voter becomes more persuadable. Figure 1.5

illustrates the dynamics of the numerical solution to the problem of finding the sender-

preferred equilibrium as voter R becomes more persuadable (and the electorate becomes

more polarized). Theorem 1.6 summarizes the comparative statics.

Theorem 1.6. Suppose that p ∼U[0,1]. In the sender-preferred equilibrium of an unwinnable

election with representative voters L and R,

• as R becomes more persuadable, the challenger’s ex-ante odds of winning P([aR,bL])

increase;

• suppose |vL − ω0| = |vR − ω0|, meaning that neither voter is more persuadable than

the other. Then, as R becomes more persuadable, the set of challenger’s winning policies

[aR,bL] shifts to the left, i.e. aR and bL decrease.

In words, as voter R becomes more persuadable, it becomes easier for the chal-

lenger to swing the election by targeting, in the sense that his ex-ante odds of winning

increase. Furthermore, R becomes more persuadable by policies further to the left,

meaning that the set of winning policies shifts to the left, also. When voter R is far

enough to the right, her obedience constraint no longer binds (as in the top exhibit of

Figure 1.5), and the sender-preferred set of approved policies is the same as if voter L

was the only receiver.
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Figure 1.5. Comparative statics as voter R moves to the right (bottom to top): her
approval set (solid red area) expands; she is convinced by more policies on the left
(dashed red area); the set of challenger’s winning policies (dashed black area) moves to
the left and expands.

1.6 Conclusion

This chapter argued that the sender need not benefit from having commitment

power and can persuade the receivers with verifiable information only. This result

is useful in applications, especially in the context of elections, where assuming that

the sender has hard evidence is more plausible than assuming that the sender has

commitment power.

While illustrated in the simplified framework, the observation that targeted

advertising helps challenger swing elections holds for more than one dimension and

any social choice rule. Because targeting leads to election outcomes that are different

from the complete-information outcomes, one can argue that targeted advertising is

bad for democracy. Certain policy implications, especially concerning restricting the

collection and use of personal data by the candidates in their electoral campaigns,

should be considered.

Chapter 1 is currently being prepared for submission for publication of the

material. The dissertation author, Mariia Titova, is the sole author of this material.
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Chapter 2

Collaborative Search for a Public Good

2.1 Introduction

Suppose a team of agents is facing a problem, solving which benefits them all.

Before making a collective choice, the team members must engage in a costly search to

learn the possible solutions. How efficient is collaborative search?

Collaborative search for a public good takes place in many economic situations.

In politics, policymakers identify the best available policies. In organizations, committee

members search for the most qualified candidate. In consumer search, family members

look for a house to move to. In research and development, scientists decide which idea

to pursue. Broadly speaking, any situation that involves sequential social learning and

that results in the final project benefiting everyone can be studied using this model. I

examine inefficiencies that arise as an artifact of sequential searching in teams rather

than individually.

I model the sequential search process after the seminal model of Weitzman (1979).

There are two team members and a finite number of boxes. Each box contains an

uncertain reward. To learn the contents of a box, one needs to open it, which comes at a

cost. At each stage of the game, one agent is randomly chosen to decide between three

alternatives: she could open a box of her choice, do nothing, or propose to terminate the

game. The game ends if a termination offer is extended and accepted or if there are no
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more boxes left to open. At the end of the game, both players collect the highest reward

among all the opened boxes.1 I study (i) the optimal order of search among alternatives,

(ii) incentives to free ride on colleague’s search efforts, (iii) the efficiency of searching in

teams.

My most important result is that, compared to the socially optimal protocol of

an individual searcher, the team will use the same search order and stopping rule. In

other words, the policymakers identify the same policy, the committee members find

the same candidate, the family moves to the same house, and the scientists pursue the

same research project as if these choices were made by the social planner. However,

team search may be inefficient due to the free riding effect: agents procrastinate at each

stage of the search process and hope their colleagues exert the search effort instead.

In the symmetric equilibrium, the chosen player acts similarly to how she would

act had she been searching alone. More precisely, if she decides to open a box, she opens

the “best” box according to Weitzman (1979), i.e. the box with the highest reservation

value. She also wants to stop and proposes to terminate the game at the same threshold

– when no boxes are “good enough” to be opened, i.e. the highest reservation value

among the unopened boxes is lower than best uncovered reward so far. In that case,

her opponent always accepts the termination offer. Consequently, the search order and

termination protocol on the equilibrium path are those of the social planner. The only

difference is that agents free ride when search costs are sufficiently high: the chosen

player only opens a box sometimes, and does nothing the rest of the time. As a result,

delay arises at each stage of the learning process.

Compared to searching by herself, each agent is doing better on average when

searching with a companion. Intuitively, their learning protocol is the same, but each

1Weitzman’s setup was generalized by Olszewski and Weber (2015) to have the searcher’s payoff
depends on all discovered prizes, and by Doval (2018) to allow the searcher to forego inspection costs
and take any unopened box. I focus on Weitzman’s setup because of the simple form of the solution that
allows for a straightforward comparison of the team vs. social planner results.
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team member only pays the search cost about half the time. However, team search

is inefficient because every box is opened with a delay. Delay occurs at each phase

of the learning process in the sense that it takes time to open each consecutive box.

How long it takes to open a box depends on the distribution of the reward and the best

uncovered option so far. As players open boxes, two effects take place. First, because

the search protocol prescribes to open ex-ante better boxes first, ex-ante worse boxes

remain towards the end. Hence, the next best box to be opened is less attractive than

the previous box and takes longer to open. Second, when someone opens a box, the

best uncovered option improves. That decreases the time it takes to open the following

box because the players are eager to collect the higher reward. As a result, the time it

takes to open the next box may go up or down.

Related Literature

First, this chapter contributes to the literature on collective experimentation. In

their seminar paper, Bolton and Harris (1999) extend the classic two-armed bandit

problem to a many-agent setting. Because information is a public good, agents have

an incentive to wait and let their colleagues experiment instead, which is known as

the free rider effect. At the same time, the prospect of others experimenting forces every

agent to experiment more, which is known as the encouragement effect. The strength of

each of these effects depends on the problem. For example, if the bandit is exponential,

as in Keller, Rady, and Cripps (2005), then only the free-riding effect is present. With

Poisson bandits, Keller and Rady (2010) show that the encouragement effect dominates.

All these papers focus on a two-armed bandit that has one safe, one risky arm. In this

chapter, I consider a multi-armed bandit, such that the outcome of an arm is revealed

after just one experiment. This allows me to study the order as well as the stopping rule

of the search process for the public good.

The literature on collective experimentation is closely related to the literature on
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delegation and approval of experimentation. When a principal delegates experimenta-

tion to agents, the optimal mechanism exhibits tolerance for early failure (Manso, 2011;

Lewis, 2012), but asymmetric information leads to less experimentation, lower success

rate, and more variance in success rates (Halac, Kartik, and Liu, 2016). When the agent

is privately informed about the state of the world, optimal dynamic mechanisms feature

cutoff approval rules (Guo, 2016; McClellan, 2019). I abstract away from the principal’s

incentive-compatibility problem and study individual and team incentives instead. I

conclude that from the outside (i.e. the manager’s) perspective, search by an individual

is more efficient because it happens without any delay. At the same time, each agent

would rather search with a companion because that allows her to pay the search cost

less often.

This chapter contributes to the literature on the search by committees. Group

experimentation that ends with a vote is usually inefficient because committee members

experience loser trap and winner frustration (Strulovici, 2010), are less picky and more

conservative than a single agent (Albrecht, Anderson, and Vroman, 2010), or because

they communicate before the game (Compte and Jehiel, 2010). In my setting, the agents

are collectively searching for the public good. Since their preferences are aligned, agents

agree to end the learning process when the social planner would, which is true for any

social choice function.

This chapter also contributes to the literature on collaboration in teams. When

agents work on a project as a team, inefficiencies arise because team members have an

incentive to procrastinate (Bonatti and Hörner, 2011) and due to lack of communication

(Campbell, Ederer, and Spinnewijn, 2014). The size of the inefficiency is minimized if

the manager dynamically decreases the size of the team as the project nears completion

(Georgiadis, 2015). My findings confirm that agents free ride when searching in teams.

At the same time, they prefer to search as part of a team because when they procrastinate,

there is a chance that their partner exerts the costly search effort.
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Finally, this chapter contributes to the literature on the dynamic provision of

public goods. Efficiency is usually not achieved because socially optimal projects

are not completed (Fershtman and Nitzan, 1991; Admati and Perry, 1991; Kessing,

2007), completed with a delay (Marx and Matthews, 2000; Compte and Jehiel, 2004), or

completed at a lower scale (Bowen, Georgiadis, and Lambert, 2019). I show that when

searching for the public good, team members effectively use the socially optimal search

protocol, albeit with some free riding when search costs are large enough. Consequently,

all socially optimal projects are searched through, and the only source of inefficiency is

the delay.

The rest of this chapter is organized as follows. Section 2.2 introduces the

dynamic model of sequential search among risky alternatives. Section 2.3 describes the

model with one alternative and discusses comparative statics and welfare implications.

Section 2.4 generalizes the model to the case of finitely many alternatives. Section 2.5 is

a conclusion.

2.2 Model

Two agents sequentially search for a public good. At each stage, one agent is

chosen randomly with a probability of 1/2. The chosen player has an option to (i) open

exactly one box of her choice, (ii) do nothing, or (iii) propose to terminate the game. In

the latter case, her opponent chooses between accepting and rejecting this proposal.

Each public good project is represented by a box that contains a stochastic prize.

Initially, there is a finite number of unopened boxes. Box bk = (ck, Fk) contains an

uncertain reward xk ∼ Fk(·) distributed independently of all other rewards. If the

chosen player decides to open this box, she pays the search cost ck and players wait

one period to learn its contents. Once the contents are revealed, a new stage starts

immediately, and a new player is chosen. The game ends if the chosen player proposes
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termination and the opponent accepts the offer, or if there are no more boxes left to

open. In either case, each player collects the highest reward they uncovered during the

search. The initial fallback reward is z0.

Both players are risk-neutral and wish to maximize the expected present value of

the best uncovered reward. The search costs are sunk because they are paid during the

search process, while the reward is only realized upon the end of the game. The players

discount the time at the exponential rate δ = e−r∆t, where ∆t is the length of the time

interval between the stages. This chapter aims to find a dynamic rule that describes the

optimal search protocol. This dynamic rule should specify which box (if any) to open,

when to propose to end the search process, and when to accept the termination offer.

2.2.1 Dynamic Problem

Let B denote the set of unopened boxes and z be the best uncovered reward. I

focus on the stationary Markov perfect equilibrium. It is a subgame perfect equilibrium

in which strategies depend only on the payoff-relevant history, i.e. the pair (z,B).

A stationary Markov strategy for player i is a pair ai := (ach
i , aop

i ) that specifies

which action she takes when she is chosen and when she is the opponent, respectively.

With slight abuse of notation, ach
i (z,B) ∈ Ach(z,B) := {∅, T} ∪ B, meaning that when

chosen, player i decides between doing nothing, proposing termination, and opening

one of the boxes in B. When she receives a termination proposal, aop
i (z,B)∈ Aop(z,B) :=

{0,1}, so she can reject or accept it. The mixed stationary Markov strategy of player i is

denoted by αi = (αch
i ,αop

i ), where αi(z,B) ∈ ∆Ach(z,B)× ∆Aop(z,B).

In state (z,B), let Φch
i (z,B; aaaj) be the highest possible payoff that player i can

achieve when she is chosen at this stage, given that player j 6= i plays the Markov

strategy aaaj. Let Φop
i (z,B; aaaj) be her continuation value when she is the opponent. Also,

let

Φi(z,B; aaaj) :=
Φch

i (z,B; aaaj) + Φop
i (z,B; aaaj)

2
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be the average value function that accounts for the fact that each period player i is

chosen with probability 1/2. It then follows that

Φch
i (z,B; aaaj) = max

ach
i ∈{∅,T}∪B

z, if ach
i = T ∧ aaaop

j = 1,

δΦi(z,B; aaaj), if ach
i = T ∧ aaaop

j = 0, or ach
i =∅,

− ck + δ
[
Φi(z,Br bk; aaaj)Fk(z)+

+∞∫
z

Φi(x,Br bk; aaaj)dFk(x)
]
, if ach

i = bk ∈ B.

(2.1)

In words, if she proposes termination and her offer is accepted, player i receives

z immediately. If her offer of termination is rejected or if she does nothing, then the next

period starts, the time between periods is discounted by a factor of δ, and roles are reset.

If she opens box bk, she pays the search cost ck immediately. Next period, contents of

the box are revealed, best uncovered reward and the set of available boxes are updated,

and roles are reset.

The value function of player i when she is the opponent is

Φop
i (z,B; aaaj) = max

aop
i ∈{0,1}

z, if aaach
j = T ∧ aop

i = 1,

δΦi(z,B; aaaj), if aaach
j = T ∧ aop

i = 0, or aaach
j =∅,

δ
[
Φi(z,Br bk; aaaj)Fk(z)+

+∞∫
z

Φi(x,Br bk; aaaj)dFk(x)
]
, if aaach

j = bk ∈ B.

(2.2)

When she is the opponent, player i chooses between accepting and rejecting a

termination proposal. If she accepts, her payoff is z. If she rejects or if the chosen player
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did nothing, the next stage begins, and the state is unchanged. If the chosen player

opens a box, player i observes its contents without paying the search cost.

Player i’s value functions Φch
i (z,B;αααj) and Φop

i (z,B;αααj) given player j’s mixed

Markov strategy αααj are calculated by taking expectation of (2.1) and (2.2) with respect

to αααj(z,B).

When all boxes are open, the players collect the best uncovered reward, i.e.

Φch
i (z,∅) = Φop

i (z,∅) = Φi(z,∅) = z. (2.3)

Definition 2.1. Profile of strategies (ααα1,ααα2) is a Markov perfect equilibrium if for every player

i ∈ {1,2} and any possible state (z,B), if aaai ∈ supp αααi, then aaach
i maximizes Φch

i (z,B;αααj) and

aaaop
i maximizes Φop

i (z,B;αααj) subject to the boundary condition (2.3).

Since the players are symmetric, I focus on the symmetric equilibria.

2.3 One Box

Let B contain just one box b and z be the safe option. Note that when initially

there is only one box, z equals the initial fallback reward z0.

Suppose that there is only one unopened box, i.e. B = {b}. Let

S(z, F) := E[max{z, x}] = zF(z) +
+∞∫
z

xdF(x)

be the expected value of the best uncovered reward after opening the box. That is, with

probability Prob(x ≤ z) = F(z), the reward in the box is lower than z, in which case the

best uncovered option is not updated. Otherwise, the reward x discovered in the box

becomes the new safe option.

Recall that, according to Weitzman (1979), social planner opens the box if and
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only if the expected benefit net of the search cost exceeds the safe option:

−c + δS(z, F) ≥ z. (SR)

Weitzman shows that there exists a unique z that solves the binding social ratio-

nality condition (SR).

Definition 2.2. Reservation value z of box b = (c, F) solves −c + δS(z, F) = z.

Weitzman also shows that (SR) holds if and only if z≤ z. Notice that if (SR) holds,

then for the chosen player, doing nothing weakly dominates proposing termination.

How does the opponent respond to a termination offer? The best she can do by

refusing to terminate the game is wait until she is chosen and open the box herself. Due

to the discounting of future payoffs and the uncertainty regarding the period in which

she is chosen, the expected payoff from opening the box is multiplied by a factor of

1
2 δ +

(
1
2 δ
)2

+ · · · = δ
2−δ . Thus, the opponent rejects a termination offer if and only if the

following individual rationality condition holds:

δ

2− δ
· [−c + δS(z, F)] ≥ z. (IR)

While Weitzman (1979) defines z as the threshold for opening the box, I define zR

as the threshold for rejecting a termination proposal in favor of opening the box when

she is chosen.

Definition 2.3. Rejection threshold zR of box b = (c, F) solves δ
2−δ · [−c + δS(zR, F)] = zR.

It is straightforward to show that zR is unique and that (IR) condition holds if

and only if z ≤ zR.2 Furthermore, zR ≤ z. In other words, (IR) implies (SR), but not vice

versa. Intuitively, if the box is good enough that the player is willing to wait to open it

in the future, then the box is good enough that she is willing to open it today.
2The formal proof of this statement and all other results can be found in the appendix.
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When z ≤ z, the chosen player opens the box, does nothing, or mixes between

these two actions. It is easy to see that a symmetric equilibrium in pure stationary

Markov strategies often does not exist. When a player is chosen and knows that her

counterpart will open the box (do nothing) when chosen, she is better off doing nothing

(opening the box). Consequently, when (SR) holds, the chosen player mixes between

opening the box and doing nothing. Let π be the equilibrium probability of opening

the box. The chosen player must be indifferent between (i) opening the box today and

(ii) someone opening the box in the future, which translates into

−c + δS(z, F) =
πδ

1− (1− π)δ
·
[
− c

2
+ δS(z, F)

]
. (2.4)

In words, her expected payoff from not opening the box today is the surplus

δS(z, F) from the box being opened eventually, less her having to pay the search cost c

half of the time on average, infinitely discounted according to the time discount factor δ

and the probability 1− π that the box is not opened in the current period.

By solving the indifference condition above, we obtain the equilibrium probabil-

ity of opening the box π as a function of the safe option z. Theorem 2.1 summarizes the

search and termination protocol for the model with one box.

Theorem 2.1. Let z be the safe option and B = {b}. In the symmetric equilibrium,

the chosen player

– if z ≤ z, opens the box with probability

π(z) =


2(1− δ)

δc
·
[
− c + δS(z, F)

]
< 1 if c > S(z, F) · 2δ(1− δ)

2− δ
,

1 otherwise ,

and does nothing with probability 1− π(z);

34



– proposes to terminate the game if z > z.

the opponent

– rejects the termination proposal if z ≤ zR;

– accepts it otherwise.

Comparing this to the optimal search and stopping protocol of an individual

searcher, we can see that on the equilibrium path, the box is eventually opened as long

as z ≤ z, the same cutoff as in Weitzman (1979). Put differently, the box is opened if

and only if it is socially optimal to do so. If the search cost if large enough, there is a

chance that the chosen player does nothing instead of opening the box. Hence, it may

take several periods to open the same box that the social planner opens right away.

Consequently, collaborative search results in delay as a consequence of the free riding. I

measure the size of the delay and discuss comparative statics in the section that follows.

In the case of one box, we can refer to the state of the problem as just z, and the

value functions take a simple form.

Corollary 2.1. In the symmetric equilibrium, if z is the safe option and one box remains to be

opened, the value functions are

Φch(z) =max
{

z,−c + δS(z, F)
}

,

Φop(z) =max
{

z,
2− δ

δ
·
[
− c + δS(z, F)

]}
,

Φ(z) =max
{

z,
1
δ
·
[
− c + δS(z, F)

]}
.

Consider the case when the box is eventually opened, i.e. when z≤−c+ δS(z, F).

Notice that the chosen player can guarantee herself the payoff of an individual searcher

by opening the box. Since she opens the box with a positive probability, her indifference

implies that her value function is exactly that of the social planner. On average, however,
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each searcher is doing strictly better than the social planner since Φ(z) = 1
δ Φch(z) >

Φch(z). The key to understanding this result is recalling that the chosen player can

wait to become an opponent, in which case her value function is strictly higher because

Φop(z) = 2−δ
δ Φch(z) > Φch(z). Simply speaking, each player prefers to search in a team

because then there is a chance that her companion pays the search cost.

Lemma 2.1. In the symmetric equilibrium, the value functions Φch(z) and Φ(z) increase as

• the search cost c decreases,

• the length of the time interval between stages ∆t decreases.

The opponent’s value function Φop(z) decreases in search cost; ∂Φop(z)
∂∆t could be positive or

negative.

When the search cost decreases, two effects take place. First of all, the expected

net benefit of opening the box −c + δS(z, F) increases. Secondly, the reservation value z

of the box also increases, i.e. this box becomes ex-ante more attractive. As a result, the

box is now opened for values of z for which it was not opened before, which drives

the value functions even higher. The same arguments apply for Φch and Φ when the

discount factor δ increases due to the shorter wait between stages of the game.

The dynamics of the opponent’s value function with respect to ∆t are inconclu-

sive. On the one hand, a higher discount factor leads to a higher continuation value

because the box becomes ex-ante more attractive. On the other hand, as ∆t decreases,

the incentive to free ride increases, and that drives the equilibrium probability of open-

ing the box down. Consequently, the opponent’s continuation value drops since it is

determined by the likelihood of the chosen player opening the box. Either effect may

prevail, depending on other parameters.
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2.3.1 Welfare Implications and Comparative Statics

Recall that it is socially optimal to open the box immediately whenever (SR) holds.

According to Theorem 2.1, the chosen player opens the box with certainty when the

search cost is low enough, and with probability less than one otherwise. Consequently,

when the search cost is high enough, there is welfare loss due to the delay.

Given the time interval between stages ∆t and the probability π that the box is

opened each round, I define the expected delay before the box is opened as

D(π,∆t) = 0 · π + ∆t · π · (1− π) + 2∆t · (1− π)2 · π + · · · = ∆t · 1− π

π
.

To understand the severity of the delay in a collaborative search environment, I

analyze how the equilibrium probability π(z) of opening the box varies with the search

cost c and the safe option z.

Recall that by Theorem 2.1, π(z) equals to one (meaning that there is no delay)

for low enough values of the search cost, and is between zero and one (there is delay)

when the search costs are sufficiently high. In particular,

• if c > c := S(z, F) · 2δ(1−δ)
(2−δ)

, the search costs are so large that there is an interior

solution π ∈ (0,1) for every z ∈ [0,z];

• if c < c := S(0, F) · 2δ(1−δ)
(2−δ)

, the search costs are so small that opening the box right

away is strictly dominant for all z ∈ [0,z];

• if c ∈ [c, c], then there is an interior solution π(z) ∈ (0,1) for z < z̃ that solves

c = S(z̃, F) · 2δ(1−δ)
(2−δ)

and the box is opened right away for z ≥ z̃.

The properties of π(z) are summarized in Lemma 2.2 and illustrated in Figure 2.1.

Lemma 2.2. Let z ≤ z be the safe option and B = {b}. In the symmetric equilibrium, the

probability that the chosen player opens the box π(z) has the following properties.
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1. If c ≥ c, then π(z) ∈ (0,1) and is strictly increasing and strictly convex;

2. if c ≤ c, then π(z) = 1;

3. if c ∈ (c, ck), then π(z) exhibits the same properties as in case (1) for z ∈ [0, z̃], and as in

case (2) for z ∈ [z̃,z].

z

π(z)

z

1

(SR) holds (SR) does not hold

(a) c ≥ c.

z

π(z)

zz̃

1

(SR) holds (SR) does not hold

(b) c ∈ (c, c).

Figure 2.1. The probability π(z) that the chosen player opens the box in the symmetric
equilibrium. The dashed black lines represent the efficient level of π(z).

Strikingly, the equilibrium probability opening the box is increasing in the value

of the safe option at an increasing rate. The key to understanding this result is recalling

that the safe option z is not the outside option for the chosen player because she

cannot unilaterally deviate to collect it (her opponent must accept the termination offer).

The effective outside option is to open the box today, and increasing z makes it more

appealing to do so. Once the box is opened, the game ends, and at least z is collected. To

remain indifferent between opening the box and not, the chosen player must rationally

expect that the box is more likely to be opened in the future, which drives π(z) up and

the delay down.

Notice the lowest delay occurs at z = z, when the chosen player is indifferent

between (i) opening the box, (ii) not opening the box, and (iii) collecting the safe option
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z (if she could). At that point, the expected benefit from opening the box −c + δS(z, F)

is the highest among all z ∈ [0,z] which, by the logic described above, makes opening

the box sooner more desirable.3 Delay is the highest when the safe option is zero when

there seems to be the most to gain from opening the box. However, the expected reward

from opening the box is actually the lowest compared to higher safe options. Thus, the

indifference condition dictates that the box is the least likely to be opened.

Next, I discuss the comparative statics of the expected delay with respect to

various model parameters. In general, as the value of opening the box today increases,

so does the continuation value of not opening the box today. To remain indifferent, the

chosen player must rationally expect a higher probability of the box being opened in

the future, as prescribed by equation (2.4). Hence, less delay is associated with higher

reservation values due to

• lower search cost c: the root of free riding lies in the unwillingness to pay the

search cost. Reducing the search cost reduces the incentive to do nothing when

chosen;

• “better” rewards: changing F(·) to G(·) such that G(x)≤ F(x) ∀x leads to a higher

expected reward S(z, G) and higher π. Performing a mean-preserving spread on

F(·) (making the box riskier) has the same effect.

The dynamic of the equilibrium probability of opening the box π with respect

to the time between stages ∆t is inconclusive. Recall that decreasing ∆t increases the

discount factor δ. On the one hand, increasing δ increases the value of opening the box

today, and by the argument discussed above, decreases the delay. On the other hand,

higher δ increases the players’ willingness to wait for their opponent to perform the

search, which drives the delay up. Either effect may prevail.

3For every z < z it is true that −c + δS(z, F) < −c + δS(z, F) = z.
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2.4 Many Boxes

Let bbb be the box with the highest reservation value zzz among the unopened boxes

in B, i.e.

bbb := argmax
bk∈B

zk and zzz := max
bk∈B

zk.

In state (z,B), if z > zzz, then opening any leads to the highest payoff for the chosen

player. As such, any termination proposal in this state is accepted. Next, suppose z ≤ zzz.

When does player i reject a termination proposal?

To reject the termination proposal, player i must expect that the value of continu-

ing the game and opening some boxes exceeds z. When player i rejects the proposal, she

is chosen next period with probability 1/2, and with probability 1/2 she faces another

termination proposal.4 Because player i faces a termination proposal whenever she is

not chosen, her problem is effectively the problem of an individual searcher who dis-

counts her payoff with a factor of δ/(2− δ), instead of δ. According to Weitzman (1979),

player i’s optimal policy is to open the boxes in the order of decreasing reservation

value. When the highest reservation value becomes less than the maximum observed

reward, she proposes termination, and her opponent agrees. Theorem 2.2 summarizes

the best response of the opponent to a termination proposal.

Theorem 2.2. Player i’s best response to player j’s termination proposal in state (z,B) is to

• reject it if and only if z ≤ δΦi(z,B),

• accept it otherwise,

where for any state (z̃, B̃) such that z̃ ≥ z and B̃ ⊆ B, player i’s discounted average value

4When termination offer is rejected, next stage begins with the same state of the problem. Since we
are considering stationary Markov strategies, if player j proposes termination in this period, she also
proposed termination in the next period.
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function Φi is recursively defined by

δΦi(z̃, B̃) = δ

2− δ
max


z̃,

max
bk∈B̃

(
− ck + δ

[
Φi(z̃, B̃r bk)Fk(z̃) +

+∞∫
z

Φi(x, B̃r bk)dFk(x)
])

,

Φi(z̃,∅) = z̃.

Notice that there is no explicit solution for when to accept the termination

proposal, unlike in the one-box case. To make her decision, player i needs to iterate the

search process forward until no more boxes are left. That said, when calculating the

expected value of rejecting the proposal, she uses the socially optimal search protocol.

The reason is that her discounted average value function δΦi satisfies the Bellman

equation of an individual searcher with discount factor δ/(2− δ). Thus, when player

j proposes termination whenever she is chosen, player i opens boxes in the order of

decreasing reservation values, and proposes termination when the social planner would.

That offer is accepted because it maximizes player j’s payoff.

Two simple arguments provide sufficient conditions for when player i accepts

and rejects the termination proposal.

Lemma 2.3. In state (z,B), let bbb be the box with the highest reservation value zzz among the

unopened boxes in B and let zzzR be the rejection cutoff of that box. Then,

• z ≤ zzzR is sufficient to reject the termination offer,

• z > zzz is sufficient to accept the termination offer.

Recall that bbb is the “best” unopened box. Intuitively, if z is low enough that

player i wants to wait and open just box bbb, then she rejects the termination proposal.

Conversely, if z is high enough that player i does not want to open every box bbb when
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she is eventually chosen, then she rejects the termination proposal.

Next, I consider the problem of the chosen player. If z > zzz, proposing termination

is the weakly dominant strategy. In this case, her termination proposal is accepted by

Lemma 2.3, the game ends, and both players receive z.

On the other hand, if z ≤ zzz, then proposing termination is weakly dominated by

doing nothing. Similarly to the one-box case, let us look for a symmetric mixed-strategy

equilibrium. Given player j’s mixed strategy, player i should be indifferent between

every action she plays with positive probability. In particular, to be indifferent between

opening two or more boxes, player i should expect the same average continuation

value after opening each of them. However, according to Weitzman (1979), the value of

opening the box with the highest continuation value exceeds the value of opening any

other box.

Consequently, player i can only be indifferent between opening box bbb and doing

nothing. When player i opens box bbb, she pays the search cost ccc, and moves on to the next

stage of the problem with reset roles, fewer boxes, and a potentially higher uncovered

reward. When she does nothing, next stage begins, roles are reset, but the state of the

problem remains the same. As a result, the probability of opening box bbb solves player

i’s indifference condition between these two options, given that player j plays the same

mixed strategy. The chosen player’s search protocol in the mixed-strategy symmetric

equilibrium is described in Theorem 2.3.

Theorem 2.3. In state (z,B), let bbb = (ccc, FFF) be the box with the highest reservation value zzz

among the unopened boxes in B. In the symmetric equilibrium, the chosen player

• if z ≤ zzz,

– opens box bbb with probability πππ(z,B) = min
{

2(1−δ)
δccc ·

[
− ccc + δΦbbb

(z,B)
]
,1
}

,

– does nothing otherwise;
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• proposes termination if z > zzz.

Here, in state (z̃, B̃) such that z̃ ≥ z and B̃ ⊆ B, the average value Φ satisfies

δΦ(z̃, B̃) = max
{

z̃,max
bk∈B̃

(
− ck + δΦbk(z̃, B̃)

)}
,

Φ(z̃,∅) = z̃,

and the average value Φbk after opening box bk = (ck, Fk) ∈ B̃ is

Φbk(z̃, B̃) := Φ(z̃, B̃r bk)Fk(z̃) +
+∞∫
z

Φi(x, B̃r bk)dFk(x).

Recall that in Weitzman (1979), the individual searcher makes decisions myopi-

cally: at each stage of the search process, she compares the reservation value of the

best unopened box to the highest reward uncovered so far. With two searchers, this is

no longer true. Both the chosen player and the opponent take the future into account

when making decisions: the chosen player needs the future value function to calculate

πππ, while the opponent needs it to calculate the acceptance cutoff rule. At the same

time, the order and the stopping rule on the equilibrium path are identical to that of

Weitzman (1979): the box with the highest reservation value is opened next, and the

game is terminated when the best uncovered reward exceeds the reservation value of

all unopened boxes. The only difference is that, whenever πππ < 1, box bbb is opened with

a delay. Delay occurs because each player hopes that her opponent ends up opening

the box and paying the search cost. Depending on the size of the search costs, every box

may be opened with a delay.

While Theorem 2.3 implicitly defines πππ(z,B), the equilibrium probability that

the chosen player opens box bbb, the one-box case provides a convenient lower bound. In

particular, it is straightforward to show that Φbbb
(z,B) ≥ Φbbb

(z,{bbb}) = S(z, F), meaning
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that the average value after opening box bbb is higher if bbb is not the only box left to open.

Consequently, πππ(z,B) ≥ πππ(z,{bbb}), where πππ(z,{bbb}) is the equilibrium probability of

opening box bbb when bbb is the only box to be opened. Theorem 2.1 describes the one-box

case and provides an explicit expression for πππ(z,{bbb}) = π(z). This lower bound is

useful for determining whether the box is opened with a delay or not. In particular, if

ccc≤ S(z, FFF) · 2δ(1−δ)
2−δ , Theorem 2.1 concludes that box bbb is opened without a delay. In that

case, the chosen player prefers to open the box immediately, rather than wait for her

counterpart to exert the low enough search cost.

Corollary 2.2. In state (z,B), let bbb = (ccc, FFF) be the box with the highest reservation value zzz

among the unopened boxes in B. In the symmetric equilibrium, the value functions are

Φch(z,B) = max
{

z,−ccc + δΦbbb
(z,B)

}
,

Φop(z,B) = max
{

z,
2− δ

δ
·
[
− ccc + δΦbbb

(z,B)
]}

,

Φ(z,B) = max
{

z,
1
δ
·
[
− ccc + δΦbbb

(z,B)
]}

,

where for any state (z̃, B̃) such that z̃ ≥ z and B̃ ⊆ B, the average value Φbk after opening box

bk = (ck, Fk) ∈ B̃ is

Φbk(z̃, B̃) = Φ(z̃, B̃r bk)Fk(z̃) +
+∞∫
z

Φi(x, B̃r bk)dFk(x).

When chosen, each player does as well as an individual searcher because she

bears the search cost whenever she decides to open a box. When not chosen, each player

does better than an individual searcher because if a box is opened, she does not pay

the search cost. As a result, on average, each player prefers to search with a colleague

rather than on her own.

Recall from Section 2.3 that boxes with higher reservation values are opened
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faster. In the multi-box setting, boxes with the higher reservation value are opened

earlier rather than later, suggesting that the delay grows over the search process. On the

other hand, the delay also decreases with the value of the outside option z, which grows

as more rewards are uncovered. In the end, it is unclear whether the players shirk more

or less as the search process goes on.

2.5 Conclusion

This chapter examined a model of sequential search for a public good performed

by a team of agents. I showed that group search results in the socially optimal search

and stopping rule. However, delay occurs at every stage of the learning process because

agents free ride. Overall, the team manager prefers to delegate research to individual

agents, but each agent prefers to search with a teammate.

Chapter 2 is currently being prepared for submission for publication of the

material. The dissertation author, Mariia Titova, is the sole author of this material.
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Appendix A

Supplemental Material

A.1 Omitted Proofs for Chapter 1

Definition A.1.1. In equilibrium (σ, a,q), for every receiver i ∈ I, let

• Mi := {m ⊆Ω | ai(m) = 1} be the set of messages that convince receiver i to approve;

• Wi := {ω ∈Ω | ∃m ∈Mi s.t. ω ∈ m} be the set of states in which the sender has access

to at least one message that convinces receiver i to approve;

• W i := {ω ∈Ω | αi(ω) = 1} ⊆Wi be the set of states in which this receiver approves the

proposal with probability 1.

Note that Ai ⊆Wi: if ω ∈ Ai, then {ω} ∈Mi since qi(· | {ω}) = p(· | {ω}) ∈ Bi.

Also,

∀ω ∈W i,
∫
Mi

σi(m | ω)dm = 1,

i.e. to convince the receiver in state ω with certainty, the sender must be sending her

convincing messages, and convincing messages only.

Lemma A.1.1. In equilibrium (σ, a,q), for every receiver i ∈ I, the setW i ∪Ai satisfies receiver

i’s (obedience) constraint p(· | Xi ∪Ai) ∈ Bi.
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Proof. Every message m ∈Mi convinces the receiver to approve the proposal:

∫
supp qi(· | m)

δi(ω) · qi(ω | m)dω ≥ 0.

Notice that supp qi(· | m) ⊆ m because messages are verifiable. Furthermore,

m ⊆Wi because if ω ∈ m such that m ∈Mi, then ω ∈Wi. On the equilibrium path, the

inequality above becomes

∫
Wi

δi(ω) · σi(m | ω) · p(ω)∫
Wi

σi(m | ω′) · p(ω′)dω′
dω ≥ 0 ⇐⇒

∫
Wi

δi(ω) · σi(m | ω) · p(ω)dω ≥ 0.

Integrate the above inequality over all m ∈Mi:

∫
Mi

∫
Wi

δi(ω) · σi(m | ω) · p(ω)dωdm ≥ 0.

Next, partitionWi intoW i, Ai rW i, andWi r (W i ∪Ai) and observe that

∫
Mi

∫
W i

δi(ω) · σi(m | ω)p(ω)dωdm

=
∫
W i

δi(ω)p(ω)
∫
Mi

σi(m | ω)dm

︸ ︷︷ ︸
=1,∀ω∈W i

dω =
∫
W i

δi(ω)p(ω)pω;

∫
Mi

∫
Ai

δi(ω)σi(m | ω)p(ω)dωdm

=
∫
Ai

δi(ω)︸ ︷︷ ︸
≥0∀ω∈Ai

p(ω)
∫
Mi

σi(m | ω)dm

︸ ︷︷ ︸
≤1

dω ≤
∫
Ai

δi(ω)p(ω)pω;
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∫
Mi

∫
Wir(W i∪Ai)

δi(ω)︸ ︷︷ ︸
≤0∀ω/∈Ai

σi(m | ω)p(ω)dωdm ≤ 0.

As a result,

∫
W i∪Ai

δi(ω)p(ω)pω ≥
∫
Mi

∫
Wi

δi(ω) · σi(m | ω) · p(ω)dωdm ≥ 0 =⇒ p(· | W i ∪Ai) ∈ Bi.

Proof of Theorem 1.1

PartI, every equilibrium outcome is deterministic. Suppose, on the contrary, that there

exists an equilibrium outcome α such that α(ω) ∈ (0,1) for some ω ∈Ω. Then, α(ω)> 0

implies that σ(mω | ω) > 0 and q(· | mω) ∈ B for some mω ⊆Ω. Then, the sender has a

profitable deviation to σ̃(mω | ω) = 1. His payoff in state ω increases from α(ω) < 1 to

1.

PartII: consider equilibrium (σ, a,q) with the set of approved states W. W must satisfy

the sender’s (IC) constraint, or else the sender can deviate to full disclosure. Next, using

Definition A.1.1,W = W, and by Lemma A.1.1, the (obedience) constraint holds.

PartIII: suppose that W ⊆ Ω satisfies (IC) and (obedience). Let σ(W | ω) = 1(ω ∈W)

and σ(Ω rW | ω) = 1(ω ∈Ω rW) be the sender’s strategy. On the path, receiver only

hears two messages, W and Ω rW, and her posterior belief is q(· |W) = p(· |W) ∈ B

by (obedience) and q(· | Ω r W) = p(· | Ω r W) /∈ B. In words, the sender sends two

messages and the receiver interprets them as a recommendation to approve or reject.

Off-the-path, i.e. following any message m 6= W,Ω rW, let the receiver have “skeptical

beliefs”

∀m ⊆ A, supp q(· | m) ⊆ m, so that q(· | m) ∈ B,

∀m *A,m 6= W, supp q(· | m) ⊆ m rA, so that q(· | m) /∈ B
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that assign positive probability to states within the approval set if and only if the

message comprises of these states only. Then, the sender does not have profitable

deviations.

Proof of Theorem 1.2

Suppose that W solves a relaxed problem

max
W⊆Ω

∫
W

p(ω)dω, subject to
∫
W

δ(ω)p(ω)dω ≥ 0. (A.1)

Observe that since δ(ω) ≥ 0 for every ω ∈ A, we have A ⊆W. Hence, W also

solves (1.1). Furthermore, the obedience constraint binds, i.e.
∫
W

δ(ω)p(ω)dω = 0. If it

does not, increase the value of the objective function while still satisfying the constraint.

Next, suppose that W is not characterized by a cutoff value of the receiver’s net

payoff of approval δ(·). Then, there must exist X,Y ⊆Ω such that

• P(X) = P(Y) > 0;

• ∀ω ∈ X, ∀ω′ ∈ Y, δ(ω) < δ(ω′);

• X ⊆W and Y ⊆Ω rW.

In words, the sender-preferred set of approved states includes a positive-measure

set X, does not include a positive-measure set Y, yet the receiver has a higher net payoff

of approving any state in Y over any state in X.

Now, let W∗ :=
(
W r X

)
∪Y. Observe that the value of the objective function is

the same for W and W∗:

P(W) = P(W r X) + P(X) = P(W r X) + P(Y) = P(W∗).
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The obedience constraint for W is

∫
WrX

δ(ω)p(ω)dω +
∫
X

δ(ω)p(ω)dω = 0.

The obedience constraint for W∗ is

∫
W∗rY

δ(ω)p(ω)dω +
∫
Y

δ(ω)p(ω)dω > 0,

where the last inequality follows from

1. W∗ rY = W r X, so the first term in both constraints is the same;

2.
∫
X

δ(ω)p(ω)dω <
∫
Y

δ(ω)p(ω)dω, so the second term in the second constraint is

strictly larger.

We have found that W∗ retains the sender’s ex-ante utility at the same level as

W. At the same time, the obedience constraint for W is binding, whereas for W∗ it is

loose. Since the obedience constraint is binding at the optimum, W∗, and thus W, do

not maximize the objective function, which brings us to a contradiction. Hence, W is

characterized by a cutoff value of the receiver’s net payoff of approval δ(·).

Next, I show that the sender-preferred equilibrium outcome α(ω) := 1(ω ∈W)

is a commitment outcome. Consider the problem of finding the optimal commitment

protocol (σBP, aBP,qBP). According to Kamenica and Gentzkow (2011), that problem

may be simplified to finding an optimal straightforward experiment σBP that is supported

on set {s+, s−}, where s+ induces posterior q+ ∈ B and recommends that the receiver

approves the sender’s proposal and s− induces posterior q− /∈ B and recommends

rejection. The outcome takes form of α(ω) = Prob(s+ | ω), and the sender’s problem

under commitment becomes
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max
α

∫
Ω

α(ω)p(ω)dω, subject to
∀ω ∈Ω,0≤ α(ω) ≤ 1,∫

Ω

δ(ω) · α(ω)p(ω)dω ≥ 0.
(A.2)

Observe that any commitment outcome αBP is characterized by a cutoff value

cBP > 0, meaning that

αBP(ω) = 1 if δ(ω) > −cBP,

αBP(ω) ∈ [0,1], if δ(ω) = −cBP,

αBP(ω) = 0, if δ(ω) < −cBP.

αBP is characterized by a cutoff value for the same reason why W is. If it was not,

then there exist X,Y ⊆Ω such that

•
∫
X

αBP(ω)p(ω)dω =
∫
Y
(1− αBP(ω))p(ω)dω;

• ∀ω ∈ X, ∀ω′ ∈ Y, δ(ω) < δ(ω′);

• ∀ω ∈ X, αBP(ω) > 0 and ∀ω ∈ Y, αBP(ω) < 1.

Then, letting α∗(ω) = αBP(ω) for all ω /∈ X ∪Y, α∗(ω) = 1 if ω ∈ Y, α∗(ω) = 0 if

ω ∈ X leads to the same level of the objective function and a looser constraint.

Notice that the problem of finding the sender-preferred equilibrium set of ap-

proved states (A.1) is the sender’s problem under commitment (A.2) with an additional

constraint α(ω) ∈ {0,1} for every ω ∈ Ω. Hence, if there exists a deterministic com-

mitment outcome α̃(ω) := 1(ω ∈ W̃), then W̃ = W, meaning that the sender-preferred

equilibrium outcome is a commitment outcome.

Next, taking an arbitrary commitment outcome αBP, let D := {ω ∈ Ω | 0 <

αBP(ω) < 1} be the set of states the receiver approves and rejects with a positive

probability. Since αBP is characterized by the cutoff value cBP, for every ω ∈ D, δ(ω) =

−cBP.
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Next, let α̃(ω) = αBP(ω) for all ω /∈ D and α̃(ω) = 1(ω ∈ X) for all ω ∈ D, where

X ⊆ D solves ∫
D

αBP(ω) · p(ω)dω =
∫
D

α̃(ω) · p(ω)dω = P(X).

Now compare the commitment outcome αBP and the candidate outcome α̃,

keeping in mind that they only differ on D. The value of the sender’s objective function

is the same: ∫
D

α(ω)p(ω)dω =
∫
D

α̃(ω)p(ω)dω = P(X);

the constraint is also the same:

∫
D

δ(ω)︸ ︷︷ ︸
=−cBP,∀ω∈D

·αBP(ω)p(ω)dω = −cBP ·
∫
D

α̃(ω)p(ω)dω = −cBP · P(X).

Consequently, α̃(ω) = 1(ω ∈ D1 ∪ X) is a deterministic commitment outcome.

As a result, the sender-preferred equilibrium outcome α(ω) = 1(ω ∈ D1 ∪ X) is a

commitment outcome.

Proof of Theorem 1.3

⇒: consider equilibrium outcome α with the ex-ante utility of the sender us. Let

Xi := {ω ∈ Ω | αi(ω) = 1} be the set of states in which the sender convinces receiver

i ∈ I to approve the proposal with certainty. For very i ∈ I, set Wi = Xi ∪Ai satisfies the

sender’s (IC) constraint, and by Lemma A.1.1, Wi also satisfies receiver i’s (obedience)

constraint.

If (W1, . . . ,Wn) is the collection of the receivers’ sets of approved states, then the

sender’s ex-ante utility equals

∫
Ω

us({i ∈ I | ω ∈Wi}) · p(ω)dω,
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because receiver i approves the proposal if and only if ω ∈Wi. What remains to show is

that this expression equals us, the ex-ante utility of the sender in the original equilibrium.

That is true because if in state ω ∈Ω receiver i ∈ I is convinced

• with certainty, then ω ∈Wi;

• with probability less than 1 and ω ∈ Ai, then her action is inconsequential to the

sender’s utility; adding ω to Wi does not change the sender’s utility in state ω;

• with probability less than 1 and ω /∈ Ai, then her action is inconsequential to the

sender’s utility; removing ω to Wi does not change the sender’s utility in state ω.

As a result, us equals the expression above.

⇐: consider collection (W1, . . . ,Wn) of receivers’ sets of approved states, each of which

satisfies the sender’s (IC) and receiver’s (obedience) constraints. Then, let the sender’s

strategy satisfy σi(Wi | ω) = 1(ω ∈Wi) and σi(Ω rWi | ω) = 1(ω ∈Ω rWi), for every

receiver i ∈ I. Then, given the same skeptical off-the-path beliefs of the receivers as in

Theorem 1.1, none of the players have profitable deviations and the direct implementa-

tion constitutes an equilibrium.

Proof of Theorem 1.4

Consider the problem of finding the optimal commitment protocol (σBP, aBP,qBP).

According to Kamenica and Gentzkow (2011), the problem may be simplified to finding

an optimal straightforward experiment σBP that is supported on set (S1, . . . ,Sn), where

Si = {s+i , s−i } is the private set of straightforward signal realizations of receiver i ∈

I. Signal realization s+i induces posterior q+i ∈ Bi and recommends that receiver i

approves the proposal and s−i induces posterior q−i /∈ Bi and recommends rejection. The
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commitment outcome is

αBP = arg max
αi,∀i∈I

∫
Ω

∑
T⊆2I

α(T,ω) · us(T) · p(ω)dω, subject to ∀i ∈ I

• ∀ω ∈Ω, 0≤ αi(ω) ≤ 1;

• receiver i’s obedience constraint q+i ∈ Bi, which is
∫
Ω

δi(ω) · αi(ω) · p(ω)dω ≥ 0,

where α(T,ω) := ∏
i∈T

αi(ω) · ∏
j∈IrT

(1− αi(ω)) is the probability that receivers in T ⊆ I

approve the proposal and the receivers in I rT reject it. Notice that if αi(ω) = 1(ω ∈W j
i )

for all i ∈ I, then α(T,ω) = 1(T = {i ∈ I | ω ∈Wi}), and the sender’s problem becomes

max
Wi⊆Ω,∀i∈I

∫
Ω

us({i ∈ I | ω ∈Wi}) · p(ω)dω,

subject to receiver i’s obedience constraint p(· |Wi) ∈ Bi, for all i ∈ I. What remains

to show is that (i) there exists a deterministic commitment outcome, and (ii) every set

of approved states Wi induced by that outcome satisfies the sender’s (IC) constraint. I

construct a deterministic commitment outcome α̃ in a sequence of steps.

Step0: start with α̃ = αBP;

Step1: if, for some i ∈ I and ω ∈Ai, αBP
i (ω)< 1, then let α̃i(ω) = 1. This weakly increases

the objective, loosens receiver i’s obedience constraint, and does not alter other receivers’

obedience constraints. Note that this case only arises when the sender’s payoff in state

ω does not strictly increase in receiver i’s action;

Step2: if, for some i ∈ I, this receiver’s obedience constraint does not bind, then let

α̃i(ω) = 0 for every ω such that αBP
i (ω) < 1. In those states, the sender could have

increased αBP
i (ω) by tightening receiver i’s obedience constraint, but did not do so

because convincing this receiver in this state did not increase his payoff;

Step3: if, for some receiver i ∈ I and set D ⊆ Ω, αBP
i (ω) ∈ (0,1) for every ω ∈ D, and

54



this receiver’s obedience constraint binds, then we follow the steps on the proof of

Theorem 1.2. Rewrite receiver i’s obedience constraint as

∫
D

δi(ω) · αBP
i (ω)p(ω)dω = −

∫
ΩrD

δi(ω) · αBP
i (ω)p(ω)dω := Ii.

Since αi(ω)∈ (0,1) onDi, then δi(ω) is constant onDi. Next, let α̃i(ω) = 1(ω ∈X)

for all ω ∈ D, where Xi ⊆ Di solves

∫
Di

αi(ω) · p(ω)dω =
∫
Xi

p(ω)dω = P(Xi).

Step4: if for i ∈ I and ω ∈Ω, αi(ω) ∈ {0,1}, then let α̃i(ω) = αi(ω).

At this point, α̃i, ∀i ∈ I, is a deterministic commitment outcome that satisfies all

of the sender’s (IC) constraints. Consequently, it is also the sender-preferred equilibrium

outcome.

Proof of Corollary 1.1

1. By contradiction, suppose ∃q ∈ BL such that q /∈ Bi. Notice that because vi < vL <

ω0, we have |vi −ω| = |vi − vL|+ |vL −ω0|, that is, vL is located between vi and

ω0. Then,

q /∈ Bi ⇐⇒ Eq[|vi −ω|] > |vi −ω0| − ε

= |vi − vL|+ |vL −ω0| − ε
q∈BL
≥ |vi − vL|+ Eq[|vL −ω|].

We have arrived at a violation of the triangle inequality, which for every ω ∈ Ω

states that |vi −ω| ≤ |vi − vL|+ |vL −ω|. BL ⊆ Bi implies that AL ⊆ Ai, because

ω ∈ A if and only if belief that puts probability 1 on state ω belongs to B. The

proof for voter R is analogous.
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2. By the definition of the set of approval beliefs, for every i ∈ {L, R}

q ∈ Bi ⇐⇒
∫
Ω

|vi −ω| · q(ω)dω ≤ |vi −ω0| − ε.

Adding up the right-hand sides for i ∈ {L, R},

q ∈ BL ∩ BR =⇒
∫
Ω

[|vL −ω|+ |ω− vR|] · q(ω)dω

≤ |vL −ω0|+ |ω0 − vR| − 2ε < |vL − vR|.

The right hand side violates the triangle inequality, according to which |vL −ω|+

|ω − vR| ≥ |vL − vR| for every ω ∈ Ω. This proves that BL ∩ BR = ∅. Since Bi

includes beliefs that put probability 1 on ω ∈ Ai for i ∈ {L, R}, AL ∩AR =∅.

Proof of Theorem 1.5

Recall that δi(ω) = |vi−ω0| − |vi−ω| − ε is voter i’s net payoff of approval. Her

(obedience) constraint is:

p(· |Wi) ∈ Bi ⇐⇒
∫

Wi

δi(ω)p(ω)dω ≥ 0

⇐⇒
∫

WirAi

− δi(ω)︸ ︷︷ ︸
<0,∀ω/∈Ai

·p(ω)dω ≤
∫
Ai

δi(ω)︸ ︷︷ ︸
>0,∀ω∈Ai

p(ω)dω := Ii.

Notice that when ω /∈ Ai, −δi(ω) reflects the distance from point ω to the approval

set of voter i. The voter’s obedience constraint states that the expected distance from

the challenger to the voter’s approval set must not exceed a known quantity Ii, which

reflects how persuadable this voter is. For example, Figure A.1 – part (a) illustrates

how under uniform prior, voter R’s obedience constraint states that the area under

the function δR(ω) over the approval set (it equals IR) must exceed the area over the
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same function outside of the approval set. Adding point x to WL ∩WR increases the

objective function by p(x) and costs −δi(x)p(x) · 1(x /∈ Ai) to each voter i ∈ {L, R}.

Consequently, x /∈ Ai is “cheaper” in terms of i’s obedience constraint than y /∈ Ai if

δi(x) ≥ δi(y). Points in the approval set of the voter are “free” in terms of the obedience

constraint of that voter.

Relying on these observations, the following arguments, illustrated in Figure A.1,

part (b), prove that WL = [aL,bL] with aL ≤ a and bL > ω0 − ε. Letting a = 2vL −ω0 + ε

and b = 2vR −ω0− ε be the left boundary of L’s approval set and right boundary of R’s

approval set, respectively, we get

• [a,ω0 − ε] ⊆WL because it is the approval set of voter L;

• if x1 ∈ [0, a) and x ∈WL, then ∀y1 ∈ [ω0 − ε,b] such that |a− x1| ≥ |y1 − ω0 + ε|,

y1 ∈WL;

• if x1 ∈ [0, a) and x ∈WL, then ∀x ∈ (x1, a], x ∈WL;

• if y1 ∈ (ω0 − ε,b] and y1 ∈WL, then ∀y ∈ [ω0 − ε,y1), y ∈WL;

• if y2 ∈ (b,1] and y2 ∈WL, then ∀y ∈ [ω0 − ε,y2), y ∈WL.

Finally, bL > ω0 − ε because IL > 0, and for small enough ε, bL > ω0.

Proof of Theorem 1.6

Given convincing message [aR,bR] ⊇ [ω0 + ε,2vR −ω− ε] =AR, voter R’s obe-

dience constraint becomes

ω0+ε∫
aR

(ω0 −ω)p(ω)dω +

bR∫
2vR−ω0−ε

(ω0 −ω− 2vR)p(ω)dω

≤
vR∫

ω0+ε

(ω−ω0)p(ω)dω +

2vR−ω0−ε∫
vR

(2vR + ω−ω0)p(ω)dω.
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(a) Voter R’s net payoff of approval. Under uniform
prior, her obedience constraint states that the solid
area exceeds the dashed area.
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(b) Approval sets of the voters and points x1, y1, y2.

Figure A.1. Why sender-preferred convincing messages are intervals.

The derivative of the left-hand side of this inequality with respect to vR is negative and

equals −2P
(
[2vR −ω0− ε,bR]

)
, while the derivative of the right-hand side with respect

to vR is positive and equals 2P
(
[vR, 2vR −ω0 − ε]

)
. Consequently, as vR increases, voter

R’s obedience constraint loosens, and that is true for any prior distribution. Hence, the

solution, specifically, the challenger’s ex-ante odds of winning, can only improve.

Now suppose |vL−ω0|= |vR−ω0| and let a = 2vL−ω0 + ε be the left boundary

of L’s approval set, and let b = 2vR − ω0 − ε be the right boundary of R’s approval

set. Voters’ (obedience) constraints are symmetric about ω0, implying that the solution

WL ∩WR is symmetric, as well, i.e. |bL − ω0| = |ω0 − aR|. Here, aR solves voter

R’s obedience constraint −
∫ ω0+ε

aR
δR(ω)dω =

∫ b
ω0+ε δR(ω)dω > 0. For small enough ε,

aR < ω0− ε (from obedience, aR < ω0 + ε) and bR > ω0 + ε, implying that aR < ω0 < bL

and the challenger swings the election with a positive probability.

As vR increases, voter R’s obedience constraint loosens, while voter L’s obedience

constraint remains the same. An increase in the value of the objective function is thus

obtained by decreasing both aR and bL because

• bL cannot increase because it is obtained from the binding obedience constraint of

voter L that was not affected by the change in vR;
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• for high enough vR,
∫ b

ω0+ε δR(ω)dω >−
∫ ω0+ε

aR
δR(ω)dω, meaning that the optimal

message that convinces voter L has to be optimally shifted to the left and becomes

[aL,b′L], with aL < a and b′L < bL;

• voter L’s obedience constraint:
∫ ω0−ε

a δL(ω)dω ≥ −
∫ a

aL
δL(ω)dω−

∫ bL
ω0−ε δL(ω)dω.

Because bL is further from vL than a is, removing bL − d from the message that

convinces voter L and replacing it with a− d (for some d > 0) loosens voter L’s

obedience constraint and keeps the value of the objective the same. That means

that as bL decreases, aL decreases even more;

• the above argument stops working when bL −ω0 = a− aL. At that point, voter R

is so persuadable that only voter L’s constraint binds. The problem boils down to

persuading just voter L, is characterized in Theorem 1.2, and no further changes

in aR and bL are observed.

A.2 Omitted Proofs for Chapter 2

Lemma A.2.1. Let H(z,b) := δ
2−δ · [−c + S(z, F)] and let zR solve H(zR,b) = zR. Then, (IR)

holds if and only if z ≤ zR.

Proof. Since ∂S(z,F)
∂z = F(z) ∈ [0,1], H(z,b) is increasing in z at the rate less than one.

Since zR = H(zR,b), z ≤ H(z,b) if and only if z ≤ zR.

Proof of Theorem 2.1 and Corollary 2.1

With one box, for each z we have two states of the world, the box being closed

and the box being open. With a slight abuse of notation, below I call z the state of the

world when the box is closed. Once the box is open, boundary condition (2.3) states

that both value functions equal z.
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When player i faces a termination proposal, that is, when player j plays aaaj such

that aaach
j = T, her Bellman equation in state z is

Φop
i (z; aaaj) = max

aop
i ∈{0,1}


z, if aop

i = 1,

δΦi(z; aaaj), if aop
i = 0.

To calculate her average value function Φi, we first calculate her value function

when she is chosen as

Φch
i (z; aaaj) = max

ach
i ∈{∅,T,b}


z, if ach

i = T ∧ aaaop
j = 1,

δΦi(z; aaaj), if ach
i = T ∧ aaaop

j = 0, or ach
i =∅,

− c + δS(z, F), if ach
i = b.

Player i rejects a termination proposal if and only if δΦi(z; aaaj) ≥ z, that is, if

she expects a higher payoff from continuing the game than from terminating it. Since

player j is not helping her open the box (she plays aaach
j = T), player i would only

reject the termination proposal if she expects to open the box herself when chosen, i.e.

Φch
i (z; aaaj) = −c + δS. Then, using the facts that (i) it may take her time to get chosen,

Φop
i (z; aaaj) = δΦi(z; aaaj), and (ii) her average value equals Φi =

Φch+Φop

2 , we get that player

i rejects the termination offer if and only if

δ

2− δ
· [−c + δS(z, F)] ≥ z.

Note that the inequality above is the (IR) condition and it holds if and only if

z ≤ zR according to Lemma A.2.1.

Next consider the decision of player i when she is chosen. First suppose that the

social rational condition (SR) does not hold, i.e. z > z. In this case, player i does not

want to open the box, she would rather propose termination, since she knows that the

60



offer will be accepted. As a result, Φch
i (z) = Φop

i (z) = z.

Next suppose that (SR) holds, i.e. z ≤ −c + δS(z, F). Player i’s value function

when she is chosen becomes

Φch
i (z; aaaj) = max

ach
i ∈{∅,b}


δΦi(z; aaaj), if ach

i =∅,

− c + δS(z, F), if ach
i = b,

since her payoff from proposing termination is weakly worse than her payoff of

opening the box. When she is the opponent, her value function is

Φop
i (z; aaaj) =


δΦi(z; aaaj), if aaach

j =∅,

δS(z, F), if aaach
j = b.

Let πj be player j’s mixed strategy when she is chosen. πj(z) denotes the proba-

bility that player j opens the box (i.e. plays action aaach
j = b) in state z. Then, player i’s

value function when she is the opponent is

Φop
i (z;πj) = πj · δS(z, F) + (1− πj) · δΦi(z;πj).

For player i to play a mixed strategy in the symmetric equilibrium, she must be

indifferent between opening the box and doing nothing, i.e.

Φch
i (z;πj) = δΦi(z;πj) = −c + δS(z, F).

Solving these equations given that Φi =
Φch+Φop

2 , we get that in the symmetric

equilibrium

Φch(z) = δΦ(z) = −c + δS(z, F), Φop(z) =
2− δ

δ
· [−c + δS(z, F)],
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π(z) =
2(1− δ)

δc
· [−c + δS(z, F)].

Note that there is no interior solution π ∈ (0,1) when opening the box strictly

dominates doing nothing, which happens if and only if

−c + δS(z, F) > δΦi(z;πj) and Φop
i (z;πj) = δS(z, F) ⇐⇒ c < S(z, F) · 2δ(1− δ)

2− δ
.

Summarizing our findings for the cases when (SR) does and does not hold, the

value functions in the symmetric equilibrium are

Φch(z) = max{z,−c + δS(z, F)},

Φop(z) = max
{

z,
2− δ

δ
· [−c + δS(z, F)]

}
,

Φ(z) = max
{

z,
1
δ
· [−c + δS(z, F)]

}
.

Proof of Lemma 2.1

Firstly, let us find how the reservation value z changes with c and δ (∆t enters

expressions via δ = e−r∆t only). Recall that z is implicitly defined by

z = −c + δS(z, F).

Differentiating this equation with respect to the variables of interest, we get

∂z
∂c

= −1 + δF(z) · ∂z
∂c
⇒ ∂z

∂c
=

−1
1− δF(z)

< 0,

∂z
∂δ

= S(z, F) + δF(z) · ∂z
∂δ
⇒ ∂z

∂δ
=

S(z, F)
1− δF(z)

> 0,

using the fact that ∂S(z)
∂z = F(z).

Since the reservation value increases as c decreases and δ increases, the condition
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for opening the box z ≤ z is met for a wider range of z. Since ∂Φch(z)
∂δ = S(z, F) > 0 and

∂Φ(z)
∂δ = c

δ2 > 0 when z ≤ z, it follows directly that Φch(z) and Φ(z) increase. The same

argument can be applied for dynamics of Φop(z) with respect to c. The sign of ∂Φop(z)
∂δ is

inconclusive.

Proof of Lemma 2.2

When there is an interior solution,

π(z) =
2(1− δ)

δc
· [−c + δS(z, F)].

Then,
∂π(z)

∂z
=

2(1− δ)

c
· F(z) > 0, and

∂2π(z)
∂z2 =

2(1− δ)

c
· f (z) > 0.

Proof of Theorem 2.2

When player i faces a termination proposal, that is, when player j plays aaaj such

that aaach
j = T and aaaop

j = 1 whenever z > zzz, her Bellman equation in state (z,B) is

Φop
i (z,B; aaaj) = max

aop
i ∈{0,1}


z, if aop

i = 1,

δΦi(z,B; aaaj), if aop
i = 0.

Consequently, player i rejects the proposal if and only if z ≤ δΦi(z,B; aaaj). To

calculate her average value function Φi, we first calculate her value function when she
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is chosen:

Φch
i (z,B; aaaj) =

max
ach

i ∈{∅,T}∪B



z, if ach
i = T ∧ z > zzz,

δΦi(z,B; aaaj), if ach
i = T ∧ z ≤ zzz, or ach

i =∅,

− ck + δ
[
Φi(z,Br bk; aaaj)Fk(z)+

+∞∫
z

Φi(x,Br bk; aaaj)dFk(x)
]
, if ach

i = bk.

Using the definition of player i’s average value function, Φi =
Φch+Φop

2 , we get

that

δΦi(z,B; aaaj) =
δ

2− δ
max


z,

max
bk∈B

(
− ck + δΦbk

i (z,B; aaaj)
)

,

where

Φbk
i (z,B; aaaj) := Φi(z,Br bk; aaaj)Fk(z) +

+∞∫
z

Φi(x,Br bk; aaaj)dFk(x)

This equation with boundary condition (2.3) allow us to calculate δΦi(z,B; aaaj)

implicitly. Player i’s best response to a termination proposal in state (z,B) is to reject it

if and only if z ≤ δΦi(z,B; aaaj).

Proof of Lemma 2.3

Letting bbb = (ccc, FFF), we have

• z > zzz ⇐⇒ z > −ccc + δS(z, FFF), meaning that δΦi(z,B) = δ
2−δ · z and Φop

i = z, and

the termination offer is accepted;

• z ≤ zzzR ⇐⇒ z ≤ δ
2−δ · [−ccc + δS(z, FFF)], meaning that

δ

2− δ
·
{
− ccc + δ

[
Φi(z,Br bbb)FFF(z) +

+∞∫
z

Φi(x,Br bbb)dFFF(x)
]}
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≥ δ

2− δ
· [−ccc + δS(z, FFF)] ≥ z,

and the termination offer is rejected in favor of opening at least one box.

Proof of Theorem 2.3 and Corollary 2.2

Consider the problem of the chosen player. If z > zzz, proposing termination is

the weakly dominant action. In this case, her termination proposal is accepted by

Lemma 2.3, game ends, and both players receive z.

Next suppose that z ≤ zzz. Player i’s value function when she is chosen is

Φch
i (z,B; aaaj) = max

ach
i ∈∅∪B


δΦi(z,B; aaaj), if ach

i =∅,

− ck + δΦbk
i (z,B; aaaj), if ach

i = bk ∈ B,

where

Φbk
i (z,B; aaaj) := Φi(z,Br bk; aaaj)Fk(z) +

+∞∫
z

Φi(x,Br bk; aaaj)dFk(x)

denotes the average value function after opening box bk ∈ B.

When player i is the opponent, her value function is

Φop
i (z,B; aaaj) =


δΦi(z,B; aaaj), if aaach

j =∅,

δΦbk
i (z,B; aaaj), if aaach

j = bk ∈ B.

Let πj be player j’s mixed strategy when she is chosen. πk
j (z,B) denotes the

probability that player j opens box bk ∈ B and π∅
j (z,B) denotes the probability that she

does nothing. Then, player i’s value function when she is the opponent is

Φop
i (z,B;πj) = π∅

j (z,B) · δΦi(z,B; aaaj) + ∑
bk∈B

πk
j (z,B) · δΦbk

i (z,B; aaaj).

To play a mixed strategy πi, player i must be indifferent between all the actions
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that she plays with positive probability. i.e.

δΦi(z,B; aaaj) = −ck + δΦbk
i (z,B; aaaj), for all bk ∈ B such that πk

i (z,B) > 0.

Recall that according to Weitzman (1979), when facing two boxes with different

reservation values, strictly prefers to open the box with the higher reservation value first.

Consequently, in the symmetric equilibrium, player i cannot be indifferent between

opening all the boxes. She can only be indifferent between doing nothing and opening

the box with the highest reservation value. Let πππ j > 0 be the probability that player

j opens box bbb and 1− πππi be the probability that she does nothing. Player i’s value

functions become

Φop
i (z,B;πππ j) = (1− πππ j) · δΦi(z,B;πππ j) + πππ j · δΦbbb

i (z,B;πππ j),

Φch
i (z,B;πππ j) = δΦi(z,B;πππ j) = −ccc + δΦbbb

i (z,B;πππ j).

Solving these equations, we get that in the symmetric equilibrium each player

opens box bbb with probability

πππ(z,B) = min
{

2(1− δ)

δccc
·
[
− ccc + δΦbbb

(z,B)
]
,1
}

.

Summarizing our findings for the cases when (SR) does and does not hold for

box bbb, the value functions in the symmetric equilibrium are

Φch(z,B) = max
{

z,−ccc + δΦbbb
(z,B)

}
,

Φop(z,B) = max
{

z,
2− δ

δ
·
[
− ccc + δΦbbb

(z,B)
]}

,

Φ(z,B) = max
{

z,
1
δ
·
[
− ccc + δΦbbb

(z,B)
]}

.
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