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Purpose: Next-generation extremely rapid radiation therapy systems could mitigate the need for
motion management, improve patient comfort during the treatment, and increase patient throughput
for cost effectiveness. Such systems require an on-board imaging system that is competitively priced,
fast, and of sufficiently high quality to allow good registration between the image taken on the day of
treatment and the image taken the day of treatment planning. In this study, three different detectors
for a custom on-board CT system were investigated to select the best design for integration with an
extremely rapid radiation therapy system.
Methods: Three different CT detectors are proposed: low-resolution (all 4×4 mm pixels), medium-
resolution (a combination of 4×4 mm pixels and 2×2 mm pixels), and high-resolution (all 1×1 mm
pixels). An in-house program was used to generate projection images of a numerical anthropomorphic
phantom and to reconstruct the projections into CT datasets, henceforth called “realistic” images.
Scatter was calculated using a separate Monte Carlo simulation, and the model included an antiscatter
grid and bowtie filter. Diagnostic-quality images of the phantom were generated to represent the
patient scan at the time of treatment planning. Commercial deformable registration software was
used to register the diagnostic-quality scan to images produced by the various on-board detector
configurations. The deformation fields were compared against a “gold standard” deformation field
generated by registering initial and deformed images of the numerical phantoms that were used
to make the diagnostic and treatment-day images. Registrations of on-board imaging system data
were judged by the amount their deformation fields differed from the corresponding gold standard
deformation fields—the smaller the difference, the better the system. To evaluate the registrations, the
pointwise distance between gold standard and realistic registration deformation fields was computed.
Results: By most global metrics (e.g., mean, median, and maximum pointwise distance), the high-
resolution detector had the best performance but the medium-resolution detector was comparable.
For all medium- and high-resolution detector registrations, mean error between the realistic and gold
standard deformation fields was less than 4 mm. By pointwise metrics (e.g., tracking a small lesion),
the high- and medium-resolution detectors performed similarly. For these detectors, the smallest error
between the realistic and gold standard registrations was 0.6 mm and the largest error was 3.6 mm.
Conclusions: The medium-resolution CT detector was selected as the best for an extremely rapid
radiation therapy system. In essentially all test cases, data from this detector produced a significantly
better registration than data from the low-resolution detector and a comparable registration to data
from the high-resolution detector. The medium-resolution detector provides an appropriate compro-
mise between registration accuracy and system cost. C 2015 American Association of Physicists in
Medicine. [http://dx.doi.org/10.1118/1.4934377]
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1. INTRODUCTION
1.A. Background

One of the biggest challenges in radiotherapy is motion man-
agement. If a patient is positioned differently on the day of
treatment delivery than on the day of treatment planning (in-
terfraction motion) or moves during a treatment (intrafraction
motion), radiation can miss the target and damage healthy

tissue. Strategies for motion management are numerous and
varied, but they fall into two major categories: techniques that
minimize patient motion (catheter insertion, breath holding,
and immobilization devices) and techniques that either track
patient motion or turn the radiation on only when the patient
is in a specific position (beam gating, active breath control,
beam tracking, and use of implanted markers). All of these
techniques are discussed extensively elsewhere.1–5
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F. 1. Extremely rapid radiation therapy setup. Stationary beam lines irra-
diate a target from multiple angles. The on-board imaging system location
is indicated by the dotted lines. The noncoplanar geometry of the treatment
beam lines ensures the imaging and treatment hardware do not interfere.

An interesting solution to the radiotherapy motion manage-
ment problem is to deliver the treatment so rapidly that the
patient has no time to move. The details of one such system are
explained elsewhere,6–8 but in brief, the radiation is supplied
by a multipronged, stationary, noncoplanar beam line system
shown in Fig. 1. The multiple beam lines make gantry motion
unnecessary, and a full dose of radiation can be delivered in
less than the time frame of physiologic motion, for example,
within a single breath hold. This process could be up to two
orders of magnitude faster than current state-of-the-art radio-
therapy systems. Additionally, the noncoplanar beam geom-
etry allows incorporation of a full-ring, large bore imaging
system that does not interfere with the treatment equipment,
as shown in Fig. 1.

Extremely rapid radiation therapy systems will eliminate
the need for intrafraction motion management, but interfrac-
tion motion management is still required. Thus, an imaging
system to align the patient must be developed and incorporated
into such setups. Current state-of-the-art radiotherapy systems
almost always use cone beam CT (CBCT) systems to image
and align the patient prior to treatment.9 On-board CBCT
systems have been shown to produce good enough image
quality to identify critical features of the patient’s position in
the vast majority of cases.10–12 However, gantry rotation speed
is limited, and this can introduce significant motion artifacts.11

Once a cone-beam image of the patient has been acquired,
the image must be registered to the treatment plan, which is
generally based on a diagnostic-quality CT scan taken days or
weeks earlier. The patient is then manually manipulated (and
sometimes immobilized) to match their position on the day
their diagnostic treatment-planning image was taken. Many
methods have been developed to perform this registration and
treatment plan adaptation.14–18 The imaging system discussed
in this work will allow adaptation of the treatment to the pa-
tient’s daily position instead of the other way around, increas-
ing treatment speed and patient comfort. Most importantly,
however, this modification will increase treatment accuracy,
as it has been shown that adapting radiotherapy treatments to
the current patient position produces more accurate treatment
plans than manipulating patients to match previous positions.19

The success of the registration between the diagnostic and
on-board imaging system scans is an important metric of the

success of the imaging system; if the registration is perfect,
the treatment plan can, in theory (the process of accurately
adapting treatment contours to a deformed 3D volume is a
separate problem that will not be addressed in this work but
has been studied extensively by others16,18,20), be perfectly
adapted to the patient’s current position. Thus, a natural way
to evaluate the effectiveness of an on-board imaging system is
to investigate a widely used registration algorithm’s success in
registering images taken by the system in question with images
taken by a clinical CT system.

The primary goal in designing an on-board imaging system
for an extremely rapid radiation therapy system is to retain
the advantages of a state-of-the-art on-board CBCT imaging
system without negating the advantages of the fast treatment
and large treatment field of view offered by the multiple sta-
tionary beam lines. Commercial on-board CBCT systems are
unsuitable for this application because image acquisition takes
too long. The current work investigates the design and opti-
mization of an alternate on-board CT system suitable for an
extremely rapid radiation therapy. Section 1.B will discuss the
workflow and specific requirements of the imaging system,
describe a simulation designed to evaluate the success of three
potential imaging system designs, and use a commercial regis-
tration tool to evaluate the success of the three systems and
recommend one for further investigation.

1.B. System design and workflow

A proposed workflow for extremely rapid radiation therapy
is summarized in Fig. 2. First, a radiation oncologist plans
the treatment using a diagnostic-quality CT scan, which will
henceforth be called “phase 1 imaging.” For the purposes of
this study, it is assumed that the phase 1 diagnostic-quality scan
is taken with a state-of-the-art, multislice CT scanner. On the
day of the treatment, a helical CT of the patient (artifact-free
and with a large field of view, but requiring several seconds) is
acquired with the on-board imaging system (phase 2 imaging)
and the prior phase 1 diagnostic-quality scan is registered to
this image, allowing adaptation of the treatment plan. Phase 2
imaging will be conducted like a standard helical CT scan—
the patient table will translate as the source rotates. The motion
artifacts produced by this imaging phase are expected to be no
larger than motion artifacts in a typical diagnostic CT scan.
Finally, an axial CT image (fast but lower quality) is acquired
(phase 3 imaging) and the phase 2 helical image is registered to
this image to make sure the patient has not moved significantly
in the time it took to adapt the treatment plan. After it is
confirmed that the patient has not moved, the treatment is
delivered.

The motivation for the two-part on-board imaging work-
flow is that it is currently impractical to assume that a large
3D volume can be deformably registered and a radiotherapy
treatment replanned in the same breathhold during which the
treatment is delivered. It is much more tractable to design a
system in which the patient can breathe freely while replanning
takes place. The phase 2 helical imaging and treatment adap-
tation are meant to account for large deformations that could
occur over a period of days or weeks, such as weight loss, large
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F. 2. Extremely rapid radiation therapy workflow. Two minutes may be an optimistic estimate for phase 2 imaging, but it is expected to be increasingly
straightforward in the next few years as computing power and algorithms improve.

differences in volumes of deformable organs like the stomach,
bladder, bowel, and tumor growth or shrinkage. Because the
differences between the phase 1 and phase 2 images could
be significant, it is expected that registration and replanning
would take a minimum of 1 min, and the patient would need
to breathe during this time. Very little is expected to change
between imaging phases 2 and 3, particularly if the patient is
told to hold his or her breath during both scans, and thus, the
registration and check that no significant motion has occurred
should take no more than a few seconds. This will allow the
treatment to be delivered in the same breathhold as the phase
3 axial image acquisition. Optimal registration and replanning
are themselves challenges to be addressed in future work,
particularly the registration of phase 2 and phase 3 images,
which have different fields of view.

We propose to use the same hardware for both phases of
the on-board imaging, despite the fact that the goals of the two
phases differ significantly. The goal of phase 2 helical imaging
is to acquire a high-quality image without artifacts that encom-
passes the entire treatment volume. This will circumvent the
major problem of cone beam artifacts created by traditional
on-board imaging systems. Ideally, the phase 2 image would
be acquired within a breathhold to minimize motion artifacts,
but speed is not the most important parameter. The goal of

phase 3 axial imaging is to image as fast as possible in order
to fit the image acquisition, registration, and treatment into
a single breathhold. The acquired phase 3 image can have a
smaller field of view and does not need to be high quality as
long as important features can be identified. It is also important
to minimize component costs of the imaging system so that
overall system cost is contained.

To meet all of these objectives, we have designed a custom
CT system with a large detector and a source that can be
collimated to various numbers of rows. The system will op-
erate at a standard CT rotation speed of 60 rpm, and the
detector will have a frame rate of at least 1000 frames/s. The
detailed parameters of the system are listed in Table I. Some
parameters, such as field of view and bore size, were selected
to optimize the flexibility of the device in treating large patients
and patients with extended and/or complex-shaped tumors.
Other parameters, such as the bowtie filter and antiscatter grid,
were designed to be similar to state-of-the-art CT equipment.
The phase 2 helical and phase 3 axial images will be acquired
using the same CT detector, but for phase 2 helical imaging,
only the middle third of the detector will be illuminated. This
will ensure that the phase 2 image is free of cone beam artifacts.
The three-phase imaging workflow will not necessarily deliver
a higher patient dose than systems that take only one CBCT

T I. Comparison of typical imaging systems with the proposed custom system.

Property Typical clinical CT Typical on-board CBCT Custom on-board system

Source to detector distance (mm) 1040 1400–1700 (Ref. 21) 1300
Source to axis distance 570 mm 1000 mm (Ref. 21) 650
Detector size 64×1000 pixels 768×1024 pixels a

Detector pixel size 1×1 mm 0.4×0.4 mm a

Antiscatter grid 2D, 35 mm-tall, 80 µm-thick lamellae b 2D, 35 mm-tall, 80 µm-thick lamellae
Source spectrum 120 kVp tungsten target 120 kVp tungsten target 120 kVp, tungsten target
Bore size 600 mm N/Ac 900 mm
In-plane field of view (mm) 500 240 (Ref. 11) to 450 (Ref. 21) 500
Axial field of view (at isocenter) (mm) 32 175 (Ref. 10) 100
Bowtie filter b b 1–10 mm Al, thickness varies with angle
Helical pitch 0.5–0.9 N/A 0.75

aInvestigated in this study.
bInformation is proprietary.
cMost on-board CBCT systems are open-bore.
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scan prior to each treatment, because the different detector
designs allow acquisition of similar image quality to on-board
CBCT with a lower total photon flux. Dose/image-quality
optimization for this imaging protocol will be addressed in a
separate publication.

In this study, we focus on optimizing the design of the
detector, which will likely be the most expensive component
of the imaging system and will play an important role in
determining the image quality. The overall goal is to design
a detector with low component costs that still provides suffi-
cient image quality such that day-of-treatment images can
be reliably registered to previous scans. In particular, the
phase 1 diagnostic-quality images must be correctly regis-
tered to the phase 2 helical images and the phase 2 helical
images must be correctly registered to the phase 3 axial
images.

We examine three detector designs. All three are curved and
have the same dimensions: a radius of 1300 mm, an arclength
of 1024 mm, and a height of 192 mm. Each detector is designed
to work for both phase 2 and phase 3 imaging. During phase
2 helical imaging, the source is collimated to a cone angle
of 2.9◦ and illuminates only the middle third of the detector.
During phase 3 axial imaging, the source has a cone angle
of 9.6◦ and illuminates the entire detector. The low-resolution
detector consists of 48 rows of 4×4 mm pixels with 256 pixels
per row for a total of 12 288 pixels. With fewest pixels, it
provides lower resolution but is also low cost. The medium-
resolution detector has 64 rows of pixels, 16 rows of 4×4 mm
pixels with 256 pixels per row followed by 32 rows of 2×2 mm
pixels with 512 pixels per row followed by another 16 rows of
4×4 mm pixels with 256 pixels per row. It has a total of 24 576
pixels and is the intermediate-cost detector. These pixel sizes
were chosen to be comparable to clinically used resolutions for
CBCT image guidance systems in radiation therapy. The high-
resolution detector has 192 rows of uniformly spaced 1×1 mm
pixels with 1024 pixels in each row for a total of 196 608 pixels.
This is the most expensive detector design and is expected
to produce the highest resolution images for both imaging
phases. Its resolution is comparable to that of a clinical CT
scanner.

2. METHODS
2.A. Numerical simulations and registration

A series of numerical simulations were performed to eval-
uate the image quality that could be obtained from the three
different detectors. The purpose of these simulations was to

generate realistic data from each system that would allow
evaluation of the registration success at the different phases
of the workflow. A male humanoid XCAT numerical phantom
made of cubic voxels was used for all simulations.22 We
chose to focus on abdominal imaging, where the soft-tissue
image contrast is low and thus deformable registration is
most challenging. Most of the organ sizes were left at their
default values, but the volumes of the stomach, bladder, and
lungs were changed between the imaging phase 1 (diagnostic-
quality) and phase 2 (helical) simulations to simulate real-
istic day-to-day patient deformation. Only the volume of the
lungs was changed between imaging phases 2 (helical) and
3 (axial), since the patient’s stomach and bladder would not
change volume significantly within a few minutes. These
changes in phantom organ size are representative rather than
all encompassing—in a real patient, comparable deformations
could also occur due to other factors such as the motion of gas
in the bowel. Table II summarizes the phantom parameters for
each simulation.

In order to establish whether the imaging systems permit
registration of small lesions, three spherical, 5-mm-diameter
lesions were added manually to the liver in each phantom.
The lesions were 5% denser, 10% denser, and 5% less dense
than the surrounding liver tissue. The positions of the le-
sions relative to each other and to the edges of the liver
were kept consistent between the variously deformed
phantoms.

2.B. Primary projection image generation

The primary photon projection images were generated
using an in-house -based code that receives a poly-
chromatic spectrum and a voxelized phantom as input and
calculates the attenuation line integral of rays passing through
the phantom using the separable footprints method.23 For each
360◦ rotation of the source and detector, 720 projection images
were generated, and the starting angle was the same every time.
For these simulations, the XCAT phantoms described in
Table II were generated at a resolution of 0.6 mm cubic voxels
and segmented into five materials: lung, soft tissue, muscle,
blood, and cortical bone. Material properties were obtained
from the NIST database. (“Tables of X-ray Mass Attenua-
tion Coefficients and Mass Energy-Absorption Coefficients,”
http://www.nist.gov/pml/data/xraycoef/, accessed: October 1,
2013.) An aluminum bowtie filter was included to reduce skin
dose. The shape of the bowtie filter is described by Eq. (1),
which relates the thickness, T , to the fan angle, θ. The units
are millimeter,

T II. Phantom parameters. Large patient deformations occur between the phase 1 diagnostic-quality scan and
the phase 2 helical scan. Only a small deformation occurs between the phase 2 helical scan and the phase 3 axial
scan. All respiratory phases are for natural breathing.

Imaging phase Respiratory phase Stomach volume (ml) Bladder volume (ml)

1 (diagnostic-quality) 0.0 (full exhale) 500 150
2 (helical) 0.4 (full inhale) 1000 300
3 (axial) 0.2 1000 300
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T(θ)= 1+4.5(1−cos(8θ)). (1)

Automatic exposure control was implemented based on the
model suggested by Gies et al.24 The exposure used was
approximately 330 mAs for the phase 2 helical scans and
33 mAs for the phase 3 axial scans. The total exposure used,
approximately 363 mAs, was within the typical range used
by on-board CBCT systems.10–12 Based on previous dose
measurements for similar setups, it is estimated that the phase
2 helical scan would expose the illuminated tissue to 6.0–
8.9 mGy and the phase 3 axial scan would expose illuminated
tissue to 0.6–0.9 mGy.13

The detectors were energy integrating, and the geometric
efficiency of the detectors varied from 0.8 to 0.95 depending
on the size of the pixels and the presence of the antiscatter grid.
The grid consisted of 80-µm-thick lamellae surrounding each
pixel and was assumed to be perfectly absorbing. Quantum
noise and a modeled point spread function were added to the
images by adding simple Poisson noise and blurring with a 2D
Gaussian kernel of 0.6 mm standard deviation. The Gaussian
blurring accounts for both the finite focal spot size and detector
cross talk.

2.C. Scatter projection image generation

The scatter in the projection images was modeled using a
Monte Carlo simulation based on MC-GPU, an open-source
Monte Carlo framework that uses the  2006 physics
engine to model particle interactions. Details and validation of
this software are described elsewhere.25 MC-GPU generates
projection images of a numerical phantom onto a flat-panel
detector. The user specifies the source spectrum, voxelized
phantom, system geometry, and detector parameters. For this
study, three new features were added to the program. First,
the flat-panel detector was transformed to a curved detector.
This was accomplished by detecting the location and direc-
tion at which each photon hit the flat-panel detector built
into the simulation and mapping its path backward until it
intersected the curved detector. The photon was then binned in
the correct pixel based on its location on the curved detector.
The second feature added to the default MC-GPU code was
a perfectly absorbing antiscatter grid. The grid was 2D and
consisted of 35-mm-tall lamellae surrounding each detector
pixel. The lamellae were tilted toward the source to minimize
absorption of primary photons. The grid was implemented by
tracing the path of each photon hitting the detector backward
until it either intersected a grid lamella or passed all grid
lamellae. In the former case, the photon was not scored on the
detector.

The final feature added to MC-GPU was the bowtie filter
specified by Eq. (1). The MC-GPU framework does not allow
parts of the phantom (such as a bowtie filter) to move with
the source between projections, so an alternative bowtie filter
representation method was developed. This method is summa-
rized below.

(1) Ten 120 kVp tungsten target x-ray spectra were gener-
ated using SPEKTR.26 The spectra were filtered with
1, 2, 3 mm, etc., of aluminum.

(2) The spectra were subtracted to obtain the difference
spectrum between 1 and 2 mm Al filtration, 2 and
3 mm Al filtration, etc. Henceforth, these spectra will
be called the “difference spectra.”

(3) One complete scatter simulation was performed using
the spectrum filtered with 10 mm aluminum. The x-ray
source was collimated to cover the entire detector.

(4) A second complete scatter simulation was performed
using the 9/10 mm difference spectrum as the x-ray
source. The source was collimated to cover all fan
angles filtered by less than 9.5 mm Al. The number of
particles used was scaled to reflect the smaller source
divergence and the smaller total flux of the 9/10 mm
difference spectrum compared with the 10 mm spec-
trum.

(5) A third complete scatter simulation was performed
using the 8/9 mm difference spectrum. The source
was collimated to cover all fan angles filtered by less
than 8.5 mm Al and the same photon number scaling
described in step 4 was performed.

(6) The process was continued with steps similar to steps
4 and 5 until all difference spectra were used. The
ten datasets were summed to make a complete scatter
dataset with a bowtie filter.

In a separate validation study, the scatter in two projection
images using this method was compared with the scatter in
projections of phantoms that included a voxelized aluminum
bowtie phantom with the shape given by Eq. (1). The medium-
resolution detector from the current study was used. In both
cases, the total scatter differed by less than 2% and the scatter
averaged over regions of 4×4 pixels differed by less than 5%.

MC-GPU generates primary images as well as scatter im-
ages, so in the current study, the scatter images were scaled
by multiplying them by the ratio of the average attenuated
pixel intensity in the in-house primary projections to that of
the MC-GPU primary projections. Finally, the scaled scatter
datasets were added to the primary projection images to make
raw datasets.

2.D. Postprocessing and reconstruction

Prior to reconstruction, the projection images were cor-
rected for scatter. An estimate of the scatter across the entire
image was obtained by linearly interpolating the scatter on
the top and bottom rows of the detector. In a physical system,
this scatter could be measured by collimating the source such
that no primary rays reach the top and bottom detector rows.27

The scatter estimate was subtracted from the raw projection
images. The images were then normalized and their logarithm
was computed.

Next, the beam hardening in the projection images was
corrected using a polynomial-based water beam-hardening
correction. The correction was done on a pixel-by-pixel basis
to account for the effect of the bowtie filter. The axial scan
data were reconstructed using a standard FDK method28 with
a Hamming windowed Ram-Lak kernel. The helical data
were reconstructed using a standard FDK-type filtered back
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projection for helical CT.29 Parker weighting and 3D weighting
were used to reduce helical and cone beam artifacts in the
reconstructions.30 The weighting functions were not optimized
for the geometry, but they nevertheless improved the image
quality. A water cylinder-fitting algorithm was implemented
to extend the field of view and reduce truncation artifacts.31,32

2.E. Registration

The reconstructed images were loaded into  
registration software (MIM Software, Inc., http://www.mimso
ftware.com/, version 6.5).  is just one of many validated
registration options,33 and it was chosen for its common use
in clinical settings. For each detector setup, the reconstructed
phase 1 diagnostic-quality image (source) was registered to
the phase 2 helical image (target) and the phase 2 helical
image (source) was registered to the phase 3 axial image
(target). All registrations were performed using ’s built-in
deformable registration with the field of view cropped to a 270
×240 mm region surrounding the abdomen. The registered im-
ages and 3D deformation field were loaded into  using
’s  image-deform extension. The 3D deformation
field was interpolated to obtain a vector field representing the

displacement between the center of each voxel in the source
image and its corresponding location in the target image.

To establish a ground truth for registration, the three numer-
ical phantoms summarized in Table II were converted to HU,
cropped to the correct fields of view for the three imaging
phases, and deformably registered using the same method as
described above. These registrations will henceforth be called
“gold standard” registrations, as opposed to “realistic” regis-
trations, which use simulation data. The two gold standard
registrations represent the best possible cases for registering
imaging phase 1 to phase 2 and phase 2 to phase 3. They
are equivalent to registrations of perfect CT datasets with no
blurring mechanisms, noise, scatter, or artifacts. The realistic
registrations were compared with the gold standard registra-
tions to evaluate their quality, a process described in more
detail in Sec. 3.

3. RESULTS
3.A. Qualitative reconstruction
and registration results

Figure 3 shows sample reconstructed axial slices for the
three detectors. The top row shows a typical slice from the

F. 3. Representative axial slices of reconstructed data. Each column contains images from a different detector design. The top image is typical diagnostic-
quality scan data (imaging phase 1). The middle row is typical helical scan data (imaging phase 2). The bottom two rows are central and off-axis slices of axial
scan data (imaging phase 3). White boxes indicate the ROI used for registration.
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F. 4. Representative coronal slices of the phase 1 (diagnostic-quality)/phase 2 (helical) registration. The top row shows target images from the different
detectors. The middle row shows corresponding source images and deformation fields. The bottom row shows the difference between each realistic deformation
field and the gold standard deformation field. Each vector points from a point in the source image to its corresponding location in the target image. Vector
lengths indicate in-plane deformation and colors indicate out-of-plane deformation. Red is out of the page. Color and reference vector length scales are shown
for each image row. Note the scales for the middle and bottom image rows are not the same. The low-resolution deformation field contains the most error and
the medium- and high-resolution deformation fields are comparable.

phase 1 diagnostic-quality scan and the second row shows
typical slices from the phase 2 helical scan. The bottom two
rows show central slices from the phase 3 axial scan and slices
from the very edge of the axial field of view. As expected,
the images from the low-resolution detector demonstrate blur-
ring and smoothing while the data from the high-resolution
detector are sharpest but noisiest. The high-resolution detector
data are far noisier than would be expected for a clinical CT
scanner with detector pixels of the same size because the three
detectors in the current study are compared at the same total
exposure (in milliampere per second) and that exposure is
similar to that of a typical on-board CBCT scan. The purpose
of the on-board imaging system is not to produce images for
diagnostics but to produce images that register well; therefore,
limiting patient dose is more important than lowering noise.

Noise and artifacts dominate the texture of all reconstructed
slices because the XCAT phantom contains no intraorgan den-
sity variation. This could degrade the quality of the regis-
tration because  is known to perform better on textured
surfaces.34

All helical and axial scan images in Fig. 3 exhibit some
artifacts. One of the most significant artifacts is the signal
decrease between the upper limbs caused by beam hardening
in the limb bones. This artifact is corrected poorly by the
beam-hardening correction algorithm because bone and water
have dissimilar properties. In addition, all reconstructions have
truncation artifacts near the edges of the field of view. These
artifacts are minor due to the imaging system’s large field of
view and the applied truncation correction. The last significant
artifact is a cone beam artifact, which can be seen in the last row
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T III. Pointwise distances between the realistic deformation fields and the corresponding gold standard
deformation fields. The low-resolution detector setup has more error than the medium- and high-resolution setups.
The medium- and high-resolution setups produce comparable-quality registrations.

Setup
Phase 1 (diagnostic)/phase 2 (helical)
registration pointwise distance (mm)

Phase 2 (helical)/phase 3 (axial)
registration pointwise distance (mm)

Low-resolution detector Minimum: 0.0 Minimum: 0.0
Median: 2.4 Median: 4.0
Mean: 3.1 Mean: 4.8
Maximum: 27.8 Maximum: 21.2

Medium-resolution detector Minimum: 0.0 Minimum: 0.0
Median: 2.0 Median: 3.3
Mean: 2.6 Mean: 3.9
Maximum: 21.7 Maximum: 17.4

High-resolution detector Minimum: 0.0 Minimum: 0.0
Median: 1.7 Median: 3.1
Mean: 2.0 Mean: 3.9
Maximum: 21.1 Maximum: 18.0

of images. The edge slice of the axial scan low-resolution de-
tector reconstruction (lower left) has a particularly prominent
artifact caused by truncation in the z-direction and exacerbated
by the large detector pixel size.

Because high-speed radiotherapy systems will primarily
target body tumors and because truncation artifacts could
significantly affect the quality of the registration, only the body
of the phantom was included in the registrations. The ROI used
for registration is outlined in each of the images in Fig. 3.

Figure 4 shows representative coronal slices of the phase 1
(diagnostic-quality)/phase 2 (helical) registration (quantitative
values for these data are listed in Table III and will be discussed
later in the text). The top row of Fig. 4 shows one slice of
the registration target image for each detector case (phase
2 reconstructed helical scan data), and the middle and bot-
tom rows show corresponding slices from the source images.
For the gold standard case, the bottom slices are part of the
phase 1 phantom, and for the other cases, they are part of the
diagnostic-quality phase 1 reconstruction. In the middle row of
images, phase 1 slices are superimposed with a vector field that

maps points in the source image to their corresponding points
in the target image. All vector fields have had their mean values
subtracted to remove the effect of translation between images.
The bottom row shows the difference between each detector’s
deformation field and the gold standard deformation field.

The overwhelming feature of all four deformation vector
fields is an expansion centered at the center of the phantom.
This is expected because the phase 2 phantom has larger stom-
ach, lung, and bladder volumes than the phase 1 phantom,
so the phase 1 phantom must expand to match the phase 2
phantom.

A useful evaluation metric for registration data is a compar-
ison between realistic and gold standard deformation fields.
This comparison isolates the quality of the imaging system
from factors such as the registration algorithm’s performance
and the details of the phantoms. The less a realistic regis-
tration’s deformation field differs from the gold standard
registration, the better it is. Qualitatively, all three realistic
datasets in Fig. 4 produce good registration results. The defor-
mation field for the low-resolution detector seems to have the

F. 5. Representative coronal slices of the phase 2 (helical)/phase 3 (axial) registration. The top row shows target images from the different detectors. The
middle row shows corresponding source images and deformation fields. The bottom row shows the difference between each realistic deformation field and the
gold standard deformation field. Each vector points from a point in the source image to its corresponding location in the target image. Vector lengths indicate
in-plane deformation and colors indicate out-of-plane deformation. Red is out of the page. Color and reference vector length scales are shown for each image row.
Note the scales for the middle and bottom image rows are not the same. The medium-resolution deformation field shows the least error but the high-resolution
deformation field is comparable.
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most error, with large in-plane errors in the lower abdomen
and overestimation of the out-of-plane deformation near the
top of the slice. The deformation fields for the medium and
high-resolution detectors match the gold standard vector field
comparably well. These features were similar in other slices
of the 3D deformation field.

Figure 5 shows representative coronal slices of the phase 2
(helical)/phase 3 (axial) registrations. The layout is the same
as in Fig. 4, but the deformation vectors are far smaller in
magnitude than in Fig. 4. This is expected because the only
difference between the phase 2 and phase 3 phantoms is their
lung volumes, and even this difference is not as great as the
difference in lung volumes between the phase 1 and phase 2
phantoms. The most prominent feature of all four vector fields
is an in-plane contraction, likely caused by this reduction in
lung volume. Although the in-plane vector field shapes agree
well between all four datasets, the agreement is poor in the out-
of-plane direction, and none of the three realistic deformation

fields resembles the gold standard deformation field better than
the others. However, it must be noted that the out of plane
deformation vectors are far smaller than those plotted in Fig. 4,
so the absolute errors are not much worse than in the phase
1/phase 2 registration. The deformation error images show that
the medium-resolution detector performs best, but the high-
resolution detector produces a comparable-quality registra-
tion. The low-resolution detector data’s registration error is,
on average, much higher.

3.B. Global registration evaluation

The overall quality of each deformable registration was
quantitatively evaluated by calculating the pointwise distance
between each vector in the deformation field and its corre-
sponding vector in the gold standard deformation field. Point-
wise distance D between two vector fields a and b at point
(x,y,z) is defined by Eq. (2),

D(x,y,z)=

(ax (x,y,z)−bx (x,y,z))2+ �ay (x,y,z)−by (x,y,z)�2+ (az (x,y,z)−bz (x,y,z))2. (2)

Table III summarizes the minimum, maximum, mean, and
median pointwise distance for all datasets. Points outside of
the body are not included in these statistics.

Although each dataset has a few outlier points, as shown
by the high maximum errors, all three phase 1 (diagnostic-
quality)/phase 2 (helical) registrations had mean and median
errors less than 3.2 mm. The high-resolution detector per-
formed best, but the medium-resolution detector performed
worse by only a fraction of a millimeter in both the mean
and median errors. The phase 2 (helical)/phase 3 (axial) regis-
tration errors are uniformly higher than the phase 1/phase 2
errors, likely due to the lower image quality of the axial scans.
It is particularly notable that the low-resolution detector had a
mean error of 4.8 mm, nearly the diameter of the phantoms’
spherical liver lesions. This result is unacceptable, as it would
mean the registration would have a good chance of mapping
an entire 5-mm lesion to the wrong location in the body. The

medium- and high-resolution detectors performed somewhat
better in the phase 2/phase 3 registration and the magnitudes
of their errors were comparable.

3.C. Point of interest registration evaluation

One of the goals of the imaging and registration workflow is
to track the motion of small lesions, so it is instructive to exa-
mine the spherical liver lesion images in detail. Table IV sum-
marizes the contrast to noise ratio (CNR) and apparent width
of the three lesions in each imaging scenario. As expected,
the CNR decreases monotonically as pixel size increases, and
CNR is significantly better in the phase 2 images than the phase
3 images. This is reasonable because the exposure is much
higher during phase 2 than phase 3. The effective width of the
lesion images is higher for the low-resolution detector, which
is expected since the image is blurred over larger pixels.

T IV. Imaging statistics for the three low-contrast liver lesions. Contrast to noise ratios were calculated by subtracting the average CT number in each
lesion from the average CT number in surrounding liver tissue and dividing by the standard deviation of the CT number in nonlesion liver tissue. Sigmas were
calculated by fitting a Gaussian profile to each lesion image and averaging the standard deviation of this profile over the three lesions.

Setup Lesion Phase 2 CNR Phase 3 CNR
Phase 2 average sigma

(mm)
Phase 3 average sigma

(mm)

Low-resolution detector 10% higher lesion density 2.4 1.7 3.3 3.5
5% higher lesion density 1.4 0.8
5% lower lesion density 1.8 1.2

Medium-resolution detector 10% higher lesion density 1.9 1.2 2.8 2.9
5% higher lesion density 1.1 0.4
5% lower lesion density 1.4 0.9

High-resolution detector 10% higher lesion density 1.1 0.7 2.5 2.7
5% higher lesion density 0.4 0.3
5% lower lesion density 0.9 0.5
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T V. Comparison between liver lesion locations in the gold standard and realistic registrations. The low-
resolution detector setup has significantly higher registration error than the medium- and high-resolution setups.
The medium- and high-resolution setups produce comparable-quality registrations. The registrations of the 5%
higher density lesions have consistently higher error than those of the other two lesions. This may be caused by
artifacts from the beam-hardening correction.

Setup

Phase 1/phase 2
(diagnostic/helical) registration:
liver lesion center error (mm)

Phase 2/phase 3 (helical/axial)
registration:

liver lesion center error (mm)

Low-resolution detector 10% higher lesion density: 1.4 10% higher lesion density: 3.6
5% higher lesion density: 5.9 5% higher lesion density: 5.1
5% lower lesion density: 3.0 5% lower lesion density: 4.1

Medium-resolution detector 10% higher lesion density: 1.0 10% higher lesion density: 2.8
5% higher lesion density: 3.6 5% higher lesion density: 2.2
5% lower lesion density: 0.6 5% lower lesion density: 2.4

High-resolution detector 10% higher lesion density: 1.4 10% higher lesion density: 3.5
5% higher lesion density: 3.0 5% higher lesion density: 2.8
5% lower lesion density: 1.0 5% lower lesion density: 3.6

To examine the registration on a pointwise level, the regis-
tered locations of the centers of the three liver lesions in the
realistic data were compared with the corresponding registered
locations in the gold standard data. Table V shows the magni-
tude of the distance between these locations for each case.
The phase 1 (diagnostic-quality)/phase 2 (helical) data show
that the 10% denser and 5% less dense lesions were consis-
tently registered more successfully than the 5% denser lesions.
This may have been caused by the beam-hardening correction,
which makes the liver tissue appear slightly too dense, an effect
that was observed in all three phase 2 datasets. This decreased
the relative contrast of the 5% denser lesion and thus decreased
the likelihood that  would recognize the lesion as a unique
feature. This result could possibly be improved by using a
different type of beam-hardening correction.

In the phase 1/phase 2 registration, the registered 10%
denser and 5% less dense lesion locations in all three real-
istic datasets were fairly close to the gold standard registered
locations. Most notably, the registrations from the medium-
and high-resolution detectors placed these lesions less than
1.5 mm away from their positions in the gold standard regis-
tration. This means that for this specific case, a radiotherapy
treatment plan including a 1.5 mm margin of error around the
lesions would successfully irradiate the entire lesion. How-
ever, a more rigorous quantification of random and system-
atic error is necessary to draw conclusions about the general
case. The registrations from the medium-resolution detector
dataset were slightly better than the registrations from the
high-resolution detector dataset, which may have been caused
by the reduced noise in the medium-resolution reconstruction
relative to the high-resolution reconstruction.

The pointwise results of the phase 2 (helical)/phase 3
(axial) registration were uniformly worse than the results
of the phase 1/phase 2 registration. The dataset from the
medium-resolution detector performed the best, with a regis-
tered location error less than 3 mm for all three lesions. It
is likely that in combination with the cone beam artifacts,
the images from the low- and high-resolution detectors were

too blurred and too noisy respectively to produce a good
registration.

4. CONCLUSION

In summary, the data from the low-resolution detector
nearly always produced registrations inferior to those of the
medium- and high-resolution detectors, and thus, the low-
resolution detector is not a good choice for a high-speed radio-
therapy on-board imaging system. Overall, the medium- and
high-resolution detectors produced images that could be regis-
tered with comparable success. Qualitatively, the deformation
fields from the medium- and high-resolution detectors were
of comparable similarity to the gold standard deformation
field in both the phase 1 (diagnostic-quality)/phase 2 (helical)
registration and the phase 2 (helical)/phase 3 (axial) registra-
tion. The pointwise distance between the medium-resolution
detector’s deformation field and that of the gold standard
deformation field was larger than that of the high-resolution
detector by almost every metric, but the differences in error
were consistently less than 1 mm. In the point of interest er-
ror evaluation, the medium-resolution detector’s deformation
field outperformed the high-resolution detector’s deformation
field in almost every case, but again, the differences in lesion
position error were consistently less than 1.5 mm. Given the
comparable results of the medium- and high-resolution detec-
tors, we believe that the medium-resolution detector provides
a good balance between image quality and cost.

There is still work to be done in designing the on-board
imaging system discussed in this study. First, it must be veri-
fied that the registration results presented here can be extended
to real patient data. This could be confirmed by repeating the
simulation procedure discussed in this study but substituting
clinical CT reconstructions of a real patient for the numerical
phantom. This would verify that textured surfaces such as real
human organs can be registered accurately. The combination
of fast, on-board CT imaging and extremely rapid radiation
therapy may also permit use of contrast agents such as intravas-
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cular iodine-based contrast, which may permit further reduc-
tion of dose while maintaining high-fidelity registration. The
registration must also be examined in more detail in order to
optimize the algorithm and develop a method to quantitatively
evaluate individual registrations. Finally, the imaging hard-
ware must be built and integrated with the radiation therapy
hardware before the device can be tested and used in the clinic.

Once these steps are complete, the system will represent a
significant step forward in optimizing speed, patient comfort,
and accuracy in radiation therapy. Instead of being manip-
ulated and restrained to match their position on the day of
diagnostic imaging, patients can lie on the treatment table
naturally and hold their breath for only a few seconds at a time
while their treatment is adapted to their current position and
delivered.
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