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Abstract

Improving the Resolving Power of Ultraviolet to Near­Infrared Microwave Kinetic

Inductance Detectors

by

Nicholas Reinhard Zobrist

Detection of ultraviolet to near­infrared light is useful for a variety of applications from

dark matter searches to biological imaging and astronomy. The performance of these de­

tectors often limits the achievable science goals for an application, so improvements to

detector technologies can be transformative. This dissertation focuses on these detector

enhancements, emphasizing the requirements for one particular application, exoplanet di­

rect imaging. However, the work done here remains broadly applicable to fields needing

highly sensitive sensors in this wavelength range.

Finding and studying the properties of exoplanets orbiting distant stars can tell us much

about solar system dynamics and the formation of our own solar system. With sufficiently

precise measurements we might also discover the presence of water or even biological

processes on these planets. To achieve this goal, we need astronomical instrumentation ca­

pable of separating an exoplanet’s light from its host star by directly imaging it. For many

exoplanets, though, we receive at our telescope only roughly one photon for every billion

from the star. Even worse, these two light sources often partially overlap because of the

relative closeness of exoplanets to their stars and the diffraction limit set by the finite size

xi



of our telescope optics. Therefore, the extreme contrast ratio between the brightness of

the star and planet sets the performance requirements for this kind of instrument.

Carrying out this measurement with the traditional semiconductor based sensors can be

difficult. They detect the intensity of light at each pixel and introduce excess noise into

the system. However, superconducting sensors avoid this limitation because of their ex­

tra sensitivity. Each individual incident photon can be resolved making them essentially

perfect photon counting detectors, which enables the detection of exoplanets with more

challenging contrast ratios than detectable with conventional detectors. The system noise

in a superconducting sensor, instead, determines how accurately the photon energy can be

measured through the size of the detector response. Because of this extra energy measure­

ment capability these detectors do not need the complicated optical systems typically used

to measure an exoplanet’s atmospheric spectrum. The accuracy at which we can resolve

these planetary spectra determines how much we can learn about a planet and, as such, is

the principal metric for the performance of these devices.

The Microwave Kinetic Inductance Detector (MKID) is unique among other supercon­

ducting technologies because it allows for the simple readout of tens to hundreds of thou­

sands of pixels, which is a requirement for when the exact location of an exoplanet is un­

known. This dissertation focuses on improving the spectral resolving power of MKIDs to

make them the superior option for ultraviolet to near­infrared measurements and, in partic­

ular, for exoplanet direct imaging. Chapters 1 and 2 discuss the significance of MKIDs as

astronomical detectors and the relevant physics needed to understand their operation. In

the following chapters, four separate areas where I have contributed to the advancement

of MKIDs are laid out. Chapter 3 covers improvements to the data analysis. A new sen­

xii



sor material for MKIDs is characterized in chapter 4. Chapter 5 shows how the readout

scheme can be improved to lower the system noise. Finally, in chapter 6 improvements

are made to the detector geometry. With the advancements considered in this dissertation,

both the spectral range and resolving power of MKIDs have been increased by a factor of

3.
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1
Introduction and Motivation

Energy resolving, single photon counting detectors sensitive to light in the ultraviolet to

near­infrared wavelength range are useful in a variety of different fields. In bio­analysis

research, there is demand for detectors that can measure fast, low­light biological pro­

cesses with energy sensitivity [1]. Axion and hidden photon dark matter searches, too,

could benefit from these kinds of detectors by expanding the searchable parameter space

into the 0.1 to 10 eV c−2 mass range [2]. Here, we specialize to a particular astrophysi­

cal application for these detectors, exoplanet direct imaging, to emphasize the usefulness

of this technology and since it is the current focus of our research group. However, the

improvements discussed within have a broader significance to any photon­starved applica­

tion requiring a fast, wide field of view detector with energy resolution in this wavelength

range.

Exoplanets—planets orbiting stars other than our own—are the primary motivator

for this dissertation. Studying them provides us with a way to understand our own solar

system. Through the distribution of observed exoplanets, we can gauge how common or
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unique our home is. By looking at similar systems at different stages after their formation,

we can understand their evolution. Ultimately, we are interested in the signatures of life

and determining the prevalence of conditions conducive to it. This chapter will introduce

the rest of this dissertation by further discussing the science goals of exoplanet astronomy

and how they inform the kinds of instrumentation we use to study these systems.

1.1 Exoplanet Spectroscopy

Two different techniques have been developed that can both detect and probe the at­

mospheric composition of exoplanets: transit and direct imaging spectroscopy. In the

rare case where the exoplanet orbit aligns with our own observation angle of the system,

we can detect the change in brightness as the planet transits in front of its star. The atmo­

sphere of the planet absorbs light at specific wavelengths according to its composition,

and by measuring the spectral distribution of this light, we can gain information about

its atmospheric components. This type of measurement is more sensitive to small plan­

ets with short orbital periods but is mostly insensitive to the distance of the star from

Earth. The Kepler space telescope is responsible for over 2,600 exoplanet discoveries

made through the transit method which to date accounts for more than half of all discov­

ered exoplanets [3–5]. Direct imaging, however, aims to separate light emanating from

a planet from its host star by spatially resolving the system. To do so, the star light must

be suppressed using a coronagraph, and an adaptive optics system must be used to correct

for atmospheric effects in ground­based observations. The spectrum of the reflected or

thermally emitted light coming from the exoplanet can then be measured. Direct imaging
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Figure 1.1: The size of discovered exoplanets and their orbits are plotted with respect to that
of Earth. Planets that have been directly imaged so far are both much larger and further from
their host star than Earth. New detectors should help push measurements toward the bottom
left corner of the plot to compliment data from transit spectroscopy. The data plotted here were
collected from reference 6.

is largely complementary to transit spectroscopy as it is most sensitive to larger planets

further from their host stars and can see planets that never transit in front of their star, but

the technique can only be used on nearby star systems. Figure 1.1 shows the distribution

of planets already detected with these two methods and where the detector improvements

discussed in this dissertation can help fill in the unmeasured exoplanet parameter space.

1.1.1 Direct Imaging

Directly imaging an exoplanet is the same as simply taking its picture. However, a

normal camera cannot resolve a faint exoplanet awash in the background light of its star.

Typically a large telescope is needed along with a coronagraph to block the diffracted star

light while letting the light from around the star to pass. There are several ground­based

observatories and instruments designed for this type of measurement: the Gemini Planet
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Imager [7, 8], SPHERE [9], SCExAO [10, 11], Project 1640 and the Stellar Double Coro­

nagraph [12, 13], the Keck Planet Imager and Characterizer [14], and MagAO­X [15].

These observatories have allowed us to measure exoplanets with brightness contrast ra­

tios up to 10−6 with respect to their host star. However, they are ultimately limited in their

achievable contrast by the uncontrolled scattered and diffracted light arising from atmo­

spheric turbulence, which shows up as image speckles. Adaptive optics are typically used

to correct for these aberrations and consist of a deformable mirror paired with a detec­

tor that can remove the effects of turbulence from the incoming wavefront in real time.

Speckles change at a variety of speeds, so the update rate for this correction limits the

precision of the wavefront control that can be done. For example, on sky demonstrations

of speckle nulling, a technique for removing uncorrected speckles, typically update the

wavefront control at a <10Hz rate which require detectors with frame rates ∼100Hz [11,

16, 17]. Reaching higher contrast ratios on the ground with this technique requires im­

proved detectors with faster frame rates and lower noise.

To detect an earth­like planet the limits imposed by atmospheric speckles must be over­

come, or a space­based observatory must be used. Space observations not only benefit

from a lack of atmospheric speckles but also avoid issues with the earth’s atmosphere in­

terfering with spectral measurements. As such, several space­based missions have been

proposed. HabEx is a proposed 4m diameter space telescope featuring a starshade [18].

The LUVOIR mission would be larger with either a 15m or 8m diameter space telescope

with no starshade [19]. Both systems would have coronagraphs along with a variety of

detectors to facilitate different kinds of measurements. In the most recent decadal survey

from NASA, a 6m compromise between the LUVOIR and HabEx was prioritized [20].
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However, even if work on one of these missions were to begin soon, it would not be ready

to take data until far in the future. In the meantime, better ground­based instrumentation

is needed to improve our ability to directly image exoplanets.

1.1.2 Detector Requirements

Several types of instruments are suitable for exoplanet direct imaging, but broadly fall

into two categories: (1) low spectral resolution, wide field of view spectrometers and (2)

high spectral resolution, point source spectrometers. This dissertation focuses on improve­

ments to Integral Field Spectrographs (IFSs), which fall into the first category. IFSs are

essentially cameras, but at each pixel they also measure the spectrum of incident light.

These instruments are most useful for the quick, initial detection and characterization of

exoplanets which is important as there are many stars to investigate. Afterward, if an ex­

oplanet is deemed interesting enough, a higher resolution spectrometer can be used. IFS

performance falls into three categories: spectral resolution, detector noise, and system

throughput.

The required spectral resolution or resolving power, defined as the photon energy di­

vided by the full­width­half­maximum energy uncertainty (𝑅 = 𝐸/Δ𝐸), is determined by

the type of spectrum being observed. Exoplanet spectra vary widely depending on the

planet type and age. However, the spectrum of an exoplanet similar to earth (exoearth),

like shown in figure 1.2, will have spectral features for several molecules associated with

life at visible to near­infrared wavelengths: O3, H2O, CO2, O2, and CH4 [21]. The re­

solving power required to measure these features also depends on the exoearth’s age. To
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Figure 1.2: An example reflected light spectrum of an earth-like planet is shown with its different
atmospheric components labeled. The data are taken from reference [21]. The minimum resolv-
ing power required to detect several molecular spectral features across all geological atmospheric
epochs is tabulated on the bottom left [22]. These values represent the easiest to measure fea-
tures per molecule across all visible to near-infrared wavelengths. However, other features may
be measurable with lower resolving powers during particular periods in a planet’s evolution or for
other planet types.

ensure detection no matter the exoearth’s age, strict resolving power requirements can be

set [22]. The easiest to measure spectral feature for each molecule is labeled in figure 1.2.

In general, O3 and H2O are the easiest to measure molecules with even the most difficult

features requiring no more than 𝑅 > 26. CO2 is a medium difficulty molecule with a

𝑅 > 63 required to measure all spectral features in the infrared and 𝑅 > 210 in the visible.

O2 is the most difficult molecule to measure requiring 𝑅 > 244 in the near­infrared and

𝑅 > 143 in the visible. CH4 is the most variable among the molecules listed here. For a

majority of an exoearth’s lifetime, 𝑅 > 54 would be sufficient to measure all of the CH4

spectral features. However, for very young or old planets 𝑅 > 325 is required. With these

values in mind and because follow up instruments can always measure an interesting spec­
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trum more precisely, 𝑅 > 100 is often cited as a reasonable detector goal for this type of

instrument [23].

Detector noise constraints for direct imaging are fairly complex. Recognizing that we

should try to characterize as many exoplanets as possible, one way of conceptualizing

how much noise is tolerable is to model how many exoplanets we would find given a fi­

nite time interval. To achieve roughly 95% of the exoearth detection yield of a noiseless

detector in a space­based mission with 𝑅 = 50, a dark current <2.5 × 10−4 e− pixel−1 s−1

and a read noise of <0.1 e− pixel−1 is required [24]. For higher resolving powers, the

noise constraints get tighter in a conventional IFS since the light needs to be spread over

more pixels to measure the energy more accurately. These strict targets come from the

extremely low light levels that would reach us from an exoearth. Based on models of our

optical systems and an exoearth’s expected albedo, we can estimate less than one photon

to arrive at our detector per pixel per minute for a space based instrument [23].

1.1.3 Commercial Detectors

Several mature detector technologies exist that are available to make an exoplanet IFS.

All of these options are semiconductor based where photons promote electrons above the

band gap of the material allowing the generated current to be measured. However, the

process of reading out each pixel’s current is not perfect, and the total number of pho­

tons absorbed cannot be determined exactly. Additionally, spectral resolution is achieved

through the use of a lenslet array which disperses light across several pixels depending

on the incident wavelength. To reach an 𝑅 = 50, for example, each spectral pixel would
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need to contain approximately 60 physical pixels [23]. Higher resolving powers require

proportionally more physical pixels.

Typically, two different semiconductor detector technologies are required for the best

performance over the whole visible to near­infrared energy range. Electron­Multiplying

Charge­Coupled Devices (EMCCDs) are the most mature detector for visible astronomy

and, after an extensive study of tradeoffs, were chosen for the currently in development

Nancy Grace Roman Space Telescope (formally known as the Wide­Field Infrared Survey

Telescope or WFIRST) [25]. The current generation of EMCCDs have significant prob­

lems with radiation hardness, and in space­based operation would lose performance over

the span of a typical mission [23]. They have sub­electron read noise and a dark current

of 5 × 10−4 e− pixel−1 s−1 and must be cooled to ∼170K [25].

In the near­infrared, HgCdTe detectors are the most mature and have been used on both

the Hubble Space Telescope and the James Web Space Telescope. These detectors have

higher read noise than EMCCDs in the range of 2 to 5 e− pixel−1, but their dark currents

are well below what is needed for exoplanet measurements [18, 19, 23]. To reach this

performance, the devices must be cooled to lower temperatures, ∼90K [18, 19].

1.2 Superconducting Detectors

The semiconductor detector technologies presented in section 1.1.3 are state­of­the­art

but fall short of the strict requirements for directly imaging an earth­like planet and char­

acterizing its atmosphere. As discussed in section 1.1.2, the amount of light received from

an exoearth can be quite small for those with the highest contrast ratios. The primary area
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of concern for semiconductor detectors, then, is the noise added to the measured photon

counts. This problem is exacerbated by the standard IFS design which splits the light

from one spectral pixel across many physical pixels, further reducing the photon flux and

increasing the read noise.

Superconducting detectors have a natural advantage over semiconductor detectors

when photon counting noise is important for an application. Like semiconductors, super­

conductors also have an electronic band gap which can be used to create a detector. How­

ever, the gap energies in superconductors are typically on the order of a thousand times

smaller than in semiconductors. This size difference allows the photon signals in super­

conductors to be orders of magnitude larger. Individual photons absorbed in the supercon­

ductor can be resolved with effectively no noise. Even better, because the gap energy is

so small, there is no intrinsic limitation that prevents these detectors from operating in the

entire ultraviolet to near­infrared wavelength range, circumventing the need for multiple

detector technologies.

Additionally, superconducting detectors are often as simple as one or two layers of

metal patterned onto high quality crystalline dielectrics. This quality helps them be re­

sistant the harsh radioactive environment of space with which semiconductor detectors

struggle. Experiments at proton beam sources have shown that an equivalent 5 year radia­

tion exposure at the Legrange L2 point has little effect on these kinds of sensors [26].

For ground­based observations, too, superconducting detectors have an advantage over

semiconductor detectors. As mentioned in section 1.1.2, atmospheric speckles limit these

types of observations with further improvements requiring faster detectors. As HgCdTe

detectors are readout at higher speeds, they become more noisy, so they are not an op­

9



tion for the longer wavelengths. A true single photon counting detector, though, could be

readout at much faster speeds while detecting the full ultraviolet to near­infrared range.

Initial lab testing has demonstrated this type of wavefront control reaching frame rates

of >30Hz [27]. More advanced analysis techniques are also available for single photon

counting detectors that help reach below the speckle noise floor [28].

In addition to the above advantages, a superconducting pixel can be energy resolving

by measuring the size of the detector response made when a photon is absorbed. Unlike in

semiconductor detectors, each physical pixel is then a spectral pixel. This property allows

for a small array of superconducting pixels to have the same performance as a semicon­

ductor detector array with 100 times more pixels. Mega­pixel semiconductor cameras

can then be replaced with kilo­pixel superconducting cameras. Since we get perfect pho­

ton counting for free, to be truly competitive the superconducting single pixel resolving

power needs to be comparable to the multi­pixel semiconductor resolving power. This pa­

rameter is the primary metric that needs to be improved in these detectors, and the rest of

this dissertation addresses progress along this front.

1.2.1 Historic Examples

Superconducting thin films deposited on high quality crystalline wafers have been

used as detectors since the 1940s. The first of these types of detectors were bolometers

which used the dramatic change in resistance near the superconducting transition tem­

perature to measure the power dissipated by the absorption of photons [29, 30]. These

devices operate at a temperature on the transition’s edge, 𝑇 ∼ 𝑇𝑐, and so are often called
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Transition Edge Sensors (TESs). Modern versions of these detectors span a wide range

of applications including measurements across the electromagnetic spectrum from mil­

limeter waves [31] through to gamma rays [32]. In particular, single photon counting

is achieved for high enough photon energies. Single photon counting TESs have been

demonstrated in the ultraviolet to near­infrared range [33] with resolving powers of about

11 at 1 µm [34] and have found uses in bio­analysis research [1]. Intense interest in this

technology has spurred the development of TES multiplexing readout schemes which en­

able arrays with several thousand pixels, at the cost of great effort and complexity [35].

The largest demonstrated TES array in the ultraviolet to near­infrared wavelength range to

date, however, remains at 36 pixels [36].

The possibility of a superconducting detector operated at temperatures well below 𝑇𝑐

was first suggested in 1961 using Superconducting Tunnel Junctions (STJs) [37]. These

detectors use the tunneling current across a thin dielectric junction to measure the energy

absorbed by incident radiation. STJs were developed for single photon detection in the

ultraviolet to near­infrared wavelength range in the 1996 [38], and they ultimately sur­

passed TESs at these photon energies, reaching resolving powers of 16 at 1 µm [39]. Ar­

rays as large as 120 pixels were developed for astronomical imaging as well [40]. Progress

in recent years on STJs has waned in part because of the lack of a large supporting com­

munity to help tackle the readout complexities of large arrays. However, much of the

physics used to understand superconducting detectors resulted from work done to im­

prove STJ performance.
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Figure 1.3: Top: A schematic version of an MKID array is shown. Each resonator has a different
resonance frequency where it acts as a short to ground. Off resonance, the resonator does not
interact with the feedline. Photons break Cooper pairs in the inductor changing its kinetic induc-
tance. Bottom Left: A microscope image of a portion of an MKID array for the MEC instrument is
shown. Bottom Right: Each pixel is a lumped element resonator. The components have been col-
ored according to the schematic diagram above. Incident photons are focused onto each pixel’s
inductor.

1.2.2 Microwave Kinetic Inductance Detectors

This dissertation focuses on a different type of detector technology based on the kinetic

inductance effect. The lack of resistance in a superconductor allows pairs of electrons,

called Cooper pairs, to travel without scattering. Unlike in a normal conductor, these elec­

trons can have significant momentum which presents itself as an extra inductance or re­

luctance to changes in velocity. The amount of inductance present is sensitive to the dis­

tribution of broken Cooper pairs, called quasiparticles. By patterning the superconductor

into a microwave resonator, changes in this quasiparticle distribution caused by photon

absorption can be sensitively measured [41, 42]. For this reason, we call these sensors

Microwave Kinetic Inductance Detectors (MKIDs).
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Figure 1.4: Plotted is a typical combined spectrum of three lasers with wavelengths from
1,300 to 800 nm from a PtSix MEC device. Each laser was turned on individually, and each result-
ing distribution was computed with a kernel density estimate. From the distributions we measure
R = 6 to 7 across this range of photon energies.

By fabricating each resonator with a different resonance frequency, detectors can be ad­

dressed simultaneously by using a superposition of probe tones. Figure 1.3 shows how

this scheme allows for the readout of thousands of detectors on a single readout line.

MKIDs natively solve the longstanding problem of how to easily wire and readout kilo­

pixel sized arrays of superconducting detectors. As such, they have a dynamic commu­

nity of scientists dedicated to improving them and fashioning them into instruments. By

2016, single photon counting MKIDs in the ultraviolet to near­infrared range had been

demonstrated using TiNx and PtSix and achieved resolving powers which varied from

4 to 7 at 1 µm in arrays of up to 20,000 pixels [43, 44]. Three astronomical instruments

have been made using this technology to date: the Array Camera for Optical to Near­IR

Spectrophotometry (ARCONS) [45], the DARK­speckle Near­infrared Energy­resolving

Superconducting Spectrophotometer (DARKNESS) [46], and the MKID Exoplanet Cam­
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era (MEC) [47].

Figure 1.4 shows a measurement of a three laser spectrum with one of these devices.

These results show that as of 2016 MKIDs still underperformed with respect to TESs and

STJs and needed to do much better to be useful for a competitive exoplanet IFS. The rest

of this dissertation will focus on the improvements made to the MKID resolving power

in the six years after 2016, which occurred in parallel to the instrumentation and readout

developments for DARKNESS and MEC.
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2
MKID Physics

MKIDs display a rich variety of condensed matter physics, electrodynamics, and en­

able sensitive probes of several different material properties. As such, this chapter aims to

bring the major theoretical developments important to MKIDs into focus by highlighting

results in the field of superconductivity and micro­resonator analysis. However, a com­

plete description of this type of physical system could fill a book, so we limit ourselves to

the most important findings relevant for understanding the results presented in the rest of

this dissertation.

2.1 Superconductivity

The first successful theoretical description of superconductors came from from the sem­

inal 1957 work by Bardeen, Cooper, and Schrieffer [48]. The lack of resistance at low

temperatures in these materials was explained by the introduction of an attractive poten­

tial between electrons which binds them into what are often referred to as Cooper pairs.
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Figure 2.1: At low temperatures the electron density of states of a superconductor develops a
gap around the Fermi energy, EF (solid line). At zero temperature, all electrons have energies in
the filled in region and can not flow as current. At higher temperatures the gap, Δ, gets smaller un-
til it disappears (dashed line). The relative scales of Δ, EF, and the background density of states
are exaggerated for clarity.

The density of states of the remaining electrons develops an energy gap where no states

are allowed. This gap prevents small energy perturbations from scattering the electrons

as they would in a normal metal. Ultimately, the lack of scattering is what is responsible

for the zero resistance characteristic of superconductivity. Figure 2.1 shows a schematic

picture of this temperature dependent energy gap, Δ(𝑇).

The Bardeen, Cooper, and Schrieffer theory of superconductivity (BCS) described the

effects of an appropriately sized attractive potential on a metal at low temperatures and

suggested that it originated from the interaction between electrons and quantized lattice

vibrations, also known as phonons. However, a detailed, quantitative microscopic pic­

ture of how this interaction works was absent until the 1960 development by Éliashberg

[49]. The theory gives a set of equations which can be solved for a renormalization func­

tion, 𝑍 (𝐸,𝑇), and an order parameter Δ(𝐸,𝑇). These two functions can then be used to
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calculate the physical properties of a superconducting system at a given energy, 𝐸 , and

temperature, 𝑇 . In this theory, Δ gains an energy dependence and can be complex which

removes the unphysical singularity in the BCS density of states. However, in many cases

the BCS theory is used for calculations anyways as it is simpler, and the Éliashberg result

often can be found simply by multiplying the BCS result by the renormalization function

at zero energy and the transition temperature, 𝑍 (0, 𝑇𝑐) = 1 + 𝜆 [50]. Here 𝜆 is the electron­

phonon coupling constant which takes into account the phonon density of states and the

interaction matrix element. Typically, 𝜆 must be measured for a given superconductor but

can also be found in tables for many common materials [51].

2.1.1 Density of States and Pairs

The density of states presented in figure 2.1 represents the states available to unpaired

electrons. Only those unpaired electrons with energies above the Fermi energy, 𝐸𝐹 , can

carry current. These electrons are typically called quasiparticles since they still behave

like particles but move as if they have a different mass because the complex interactions

between the other electrons and nuclei. The introduction of a gap in the density of states

turns the superconductor into an insulator with respect to these unpaired electrons. At

zero temperature, then, all of the current in a superconductor is carried by the Cooper

pairs which have their own density function. We can calculate these density of state func­

tions from the complex Éliashberg order parameter that reduces to the gap energy in the

BCS case.
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First, we introduce several complex functions that will be useful for calculations.

𝑛(𝜖, 𝑇) = 𝜖√
𝜖2 − Δ(𝜖, 𝑇)2

(2.1a)

𝑝(𝜖, 𝑇) = Δ(𝜖, 𝑇)√
𝜖2 − Δ(𝜖, 𝑇)2

(2.1b)

tan 𝜃 (𝜖, 𝑇) = 𝑖Δ(𝜖, 𝑇)
𝜖

(2.1c)

We have written these functions with respect to the Fermi energy, 𝜖 = 𝐸 − 𝐸𝐹 , and care

needs to be taken to choose the branch of the square root in these functions with a positive

imaginary part. 𝜃 (𝜖, 𝑇) is often referred to as the pairing angle.

The density of states for quasiparticles is then given by

𝑁 (𝜖, 𝑇) = 𝑁0Re[𝑛(𝜖, 𝑇)]

= 𝑁0Re[cos 𝜃 (𝜖, 𝑇)]
(2.2)

where 𝑁0 is the single spin density of states at the Fermi energy which we assume to be

independent of energy on the scale of the gap [52]. A similar expression exists for Cooper

pairs:

𝑃(𝜖, 𝑇) = Re[𝑝(𝜖, 𝑇)]

= Im[sin 𝜃 (𝜖, 𝑇)] .
(2.3)

However, 𝑃(𝜖, 𝑇) more accurately represents a pairing amplitude as the formula for the
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Figure 2.2: The superconducting density of states is plotted near the Fermi energy for several
different types of gap broadening described in the text. Here, Δ0 corresponds to gap energy that
would exist if no broadening mechanism existed. The BCS density of states is shown for compari-
son.

supercurrent density is weighted against [53]

𝑃(𝜖, 𝑇) = −Im
[
𝑝(𝜖, 𝑇)2]

= Im
[
sin2 𝜃 (𝜖, 𝑇)

]
.

(2.4)

In the BCS case, where Δ(𝑇) is independent of energy, 𝑃(𝜖, 𝑇) = 𝜋Δ(𝑇)
2 [𝛿(𝜖 − Δ(𝑇)) − 𝛿(𝜖 + Δ(𝑇))]

which shows all of the current is contained in the small energy region bordering the gap

energy.

2.1.2 Gap Broadening

The BCS density of states has singularities at the borders of the gap region. These sin­

gularities do not exist in real superconductors as the phonon interactions worked out by

Éliashberg turn them into narrow peaks with a finite height. In practice, though, many
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superconductors exhibit much more broadening of these peaks than expected, and this

broadening seems to scale with disorder in the material. Early attempts to explain the dis­

crepancy involved invoking magnetic impurities which were shown to suppress the gap

energy and add sub­gap states [54]. However, those equations are complicated and do

not always accurately describe the density of states. Here we list three of the simplest and

most used parameterizations for Δ(𝜖) to broaden the superconducting gap and discuss

their physical mechanisms.

One of the most commonly used approximations for gap broadening in the density of

states is the Dynes formula [55]. This formula can be derived directly from the Éliashberg

formalism as a result of inelastic, pair­breaking electron­phonon scattering [56]. However,

this explanation does not always describe the observed temperature dependance of the

scattering parameter, Γ(𝑇). An alternative explanation is disorder induced pair­breaking

scattering which results in a temperature independent Γ [57]. The Dynes formula for den­

sity of states can be derived by setting

Δ(𝜖, 𝑇) = 𝜖Δ̄(𝑇)
𝜖 + 𝑖Γ(𝑇) , (2.5)

where Δ̄(𝑇) is the effective gap size.

Another approach for explaining a broadened density of states comes from the theory

of nonequilibrium superconductivity based on Green’s functions [58]. For dirty supercon­

ductors, where the mean free path is smaller than the coherence length and the penetration

depth, this theory can be simplified into the Usadel equations [59]. In the limit of a spa­
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tially uniform superconductor the Usadel equations reduce to

Δ(𝑇) cos 𝜃 (𝜖, 𝑇) + 𝑖𝜖 sin 𝜃 (𝜖, 𝑇) − 𝛼 sin 𝜃 (𝜖, 𝑇) cos 𝜃 (𝜖, 𝑇) = 0, (2.6)

where 𝛼 represents a constant elastic spin­flip scattering on magnetic impurities. Here, Δ

is independent of energy and is real. This equation replaces equation 2.1c for the pairing

angle. Δ can be solved by moving to the Matsubara representation, 𝜖 → 𝑖𝜖𝑛 = (2𝑛 +

1)𝑖𝜋𝑘𝐵𝑇 , and using the additional self consistency equation:

Δ(𝑇) = 2𝜋𝑘𝐵
log (𝑇/𝑇𝑐) + 𝜓(𝑛𝑐 + 3/2) − 𝜓(1/2)

𝑛𝑐∑
𝑛=0

sin 𝜃 (𝑖𝜖𝑛, 𝑇). (2.7)

𝜓(𝑥) is the digamma function and 𝑛𝑐 = bΘ𝐷/2𝜋𝑇 − 1/2c is a cutoff imposed by the Debye

temperature, Θ𝐷 [60, 61]. The pair angle can then be solved for at the real energies by

plugging Δ(𝑇) back into equation 2.6.

Finally, and perhaps most simply, the order parameter may be taken to be a constant

complex number.

Δ(𝑇) = Δ1(𝑇) − 𝑖Δ2(𝑇) (2.8)

It can be shown that Δ2(𝑇) corresponds to a non­zero quasiparticle decay rate which is a

characteristic of all superconductors [62, 63].

These three formalisms for broadening the superconducting gap are all based on differ­

ent physical mechanisms. Figure 2.2 shows how each changes the density of states in a

different way. However, in an actual superconductor, more than one of these mechanisms

may be present, including ones not listed here. Thankfully, the density of states and pairs
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are often used to compute parameters of interest by integrating them over all energies as

weighting functions. This procedure tends to be forgiving with respect to slight differ­

ences in how the broadening is determined. For cases like these where no measurement of

the density of states exists, historically, one broadening model is chosen usually without

much justification [64–67].

2.1.3 Proximity Effect

When a superconductor is placed in contact with another superconductor or metal, the

Cooper pairs are able to interact with the electrons in the other material. In effect, super­

conductivity extends into neighboring metals by a length,
√

ℏ𝐷/𝑘𝐵𝑇 , where 𝑇 is the tem­

perature and 𝐷 is the normal metal diffusion constant [53]. This phenomenon is called

the proximity effect, and it can have important consequences for superconducting circuits

like MKIDs. The primary tool used to understand the proximity effect is the theory of

nonequilibrium superconductivity discussed in section 2.1.2 [58]. For thin films, scatter­

ing at the interfaces ensures that the dirty superconducting limit is valid, and the equations

reduce to the Usadel formalism [68].

For stacked multilayer films, the pair angle and order parameter become a function of

vertical position, 𝑧. A procedure exists to calculate them after which other material prop­

erties can be determined [69]. The Usadel equation becomes a set of differential equa­

tions.

ℏ𝐷𝑖

2
𝜕2𝜃𝑖
𝜕𝑧2 + Δ𝑖 (𝑇, 𝑧) cos 𝜃𝑖 (𝜖, 𝑇, 𝑧) + 𝑖𝜖 sin 𝜃𝑖 (𝜖, 𝑇, 𝑧) − 𝛼𝑖 sin 𝜃𝑖 (𝜖, 𝑇, 𝑧) cos 𝜃𝑖 (𝜖, 𝑇, 𝑧) = 0

(2.9)
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The subscript 𝑖 refers to the different material layers, and we have included the gap broad­

ening term, 𝛼, from section 2.1.2. These equations are coupled by boundary conditions

which enforce the conservation of spectral current. At an 𝑖/ 𝑗 layer boundary

𝜎𝑖
𝜕𝜃𝑖
𝜕𝑧

= 𝜎𝑗
𝜕𝜃 𝑗

𝜕𝑧
=
𝐺 int

𝐴
sin

(
𝜃𝑖 − 𝜃 𝑗

)
, (2.10)

where 𝜎𝑖, 𝑗 are the normal state conductivities and 𝐺int/𝐴 is the interface conductance per

area. At the two free interfaces in the multilayer 𝐺 int = 0. Equation 2.9 is solved in the

same way as equation 2.6 by transforming to the Matsubara energies and using the self

consistency equation for the gap defined in equation 2.7.

2.2 Superconducting Resonators

Superconducting resonators are the basis of several important emerging technologies,

including the readout of superconducting quantum computing circuits now being devel­

oped in industry and academia [70] and sensitive photon detector arrays for astronomy

(MKIDs) [41]. These devices are typically optimized for extremely low loss at frequen­

cies in the microwave regime. When a photon of energy 𝐸photon gets absorbed in the su­

perconductor, it breaks Cooper pairs and creates a non­equilibrium distribution of quasi­

particles. The excess quasiparticle density is given by

𝛿𝑛qp =
𝜂pb𝐸photon

𝑉Δ
. (2.11)
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𝑉 is the superconductor volume. 𝜂pb ∼ 0.59 is the Cooper pair breaking efficiency and

is roughly constant across all superconductors [71]. Here we will present a model which

allows us to relate this change in the quasiparticle density in the inductor of our resonator

caused by 𝐸photon to the voltage signals that we measure with our readout electronics.

2.2.1 Quasiparticle Density

The thermal density of quasiparticles in a superconductor is given by

𝑛qp(𝑇) = 4
∫ ∞

0
𝑁 (𝜖, 𝑇)𝐹 (𝜖, 𝑇)𝑑𝜖 (2.12)

where 𝐹 (𝜖, 𝑇) =
[
1 + 𝑒

𝜖/𝑘𝐵𝑇
]−1 is the Fermi­Dirac thermal distribution function. For the

BCS case and 𝑇 � 𝑇𝑐, the quasiparticle density can be approximated by [72, 73]

𝑛qp(𝑇) = 2𝑁0
√

2𝜋Δ(𝑇)𝑘𝐵𝑇𝑒−
Δ(𝑇 )
𝑘𝐵𝑇 . (2.13)

The quasiparticle density should be exponentially suppressed at low temperatures. How­

ever, in practice, 𝑛qp(𝑇) approaches a constant value as 𝑇 → 0 [74–77]. The source of

this discrepancy is still up for debate and is likely system dependent. Often a number of

potential sources are cited as the origin of these excess quasiparticles [77–82]. The use

of the thermal distribution function in equation 2.13 is also probably incorrect. Heating

from the readout tone may drive the quasiparticle population out of thermal equilibrium

for example [80]. However, although the thermal distribution function may not be strictly

appropriate, it is often used in place of a more complex analysis and gives quantitatively
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accurate results anyways [42].

Whatever the source, the bottleneck in the recombination of these quasiparticles is

their accompanying background distribution of phonons and the phonon escape time

into the substrate [83]. This feature lends itself to the simple model where the quasipar­

ticle temperature is decoupled from the phonon temperature and has been useful in mod­

eling the response of Thermal Kinetic Inductance Detectors (TKIDs) [73, 84, 85]. For

non­thermal sensors like MKIDs, this model has also been shown to be applicable to the

non­equilibrium creation of quasiparticles by a photon signal, which allows us to use it in

this dissertation [86].

2.2.2 Complex Conductivity

To understand how the change in quasiparticle density, 𝛿𝑛qp, effects the resonator, we

need to introduce the complex conductivity, 𝜎. The imaginary part of 𝜎 comes from the

large inertia of the Cooper pairs. Mattis and Bardeen [87] first worked out the equations

for 𝜎 in the case of a BCS superconductor. These equations were later generalized by

Nam [52] for both clean and dirty Éliashberg superconductors. If we define 𝜎/𝜎𝑁 = 𝜎1 −

𝑖𝜎2, where 𝜎𝑁 is the normal state conductivity, in the notation used in section 2.1.1 at
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frequency 𝑓 we have [88]

𝜎1( 𝑓 , 𝑇) =
1
ℎ 𝑓

∫ ∞

−∞
𝑑𝜖 [𝐹 (𝜖, 𝑇) − 𝐹 (𝜖 + ℎ 𝑓 , 𝑇)] (2.14a)

×
[
Re[𝑛(𝜖, 𝑇)]Re[𝑛(𝜖 + ℎ 𝑓 , 𝑇)] + Re[𝑝(𝜖, 𝑇)]Re[𝑝(𝜖 + ℎ 𝑓 , 𝑇)]

]
𝜎2( 𝑓 , 𝑇) =

−1
ℎ 𝑓

∫ ∞

−∞
𝑑𝜖 [1 − 2𝐹 (𝜖, 𝑇)] (2.14b)

×
[
Re[𝑛(𝜖)]Im[𝑛(𝜖 + ℎ 𝑓 )] + Re[𝑝(𝜖)]Im[𝑝(𝜖 + ℎ 𝑓 )]

]

Initial attempts at determining how the complex conductivity should change when

the quasiparticle density increases used a model developed by Owen and Scalapino [89].

Quasiparticles are assumed to be in thermal equilibrium with the phonons but not in chem­

ical equilibrium with the pair state. These results gave good agreement with measure­

ments of superconducting resonators [90]. However, the theory fails to predict the correct

relationship between the gap energy and excess quasiparticle density [91, 92]. A more

physical model uses the effective quasiparticle temperature introduced in section 2.2.1.

We solve

𝛿𝑛qp = 𝑛qp(𝑇∗) − 𝑛qp(𝑇) = 4
∫ ∞

0
[𝑁 (𝜖, 𝑇∗)𝐹 (𝜖, 𝑇∗) − 𝑁 (𝜖, 𝑇)𝐹 (𝜖, 𝑇)]𝑑𝜖 (2.15)

for the effective temperature, 𝑇∗, where the temperature, 𝑇 , may or may not be the system

temperature depending on if the quasiparticle density has saturated. With 𝑇∗ and keeping

in mind that the device is being readout at the signal generator’s frequency, 𝑓𝑔, the change
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in the complex conductivity can be calculated.

𝛿𝜎(𝛿𝑛qp) = 𝜎( 𝑓𝑔, 𝑇∗) − 𝜎( 𝑓𝑔, 𝑇) (2.16)

2.2.3 Surface Impedance

The surface impedance of the resonator is ultimately the material parameter that we use

to compute the resonance properties. Just like the complex conductivity it has a real and

imaginary part: 𝑍𝑠 = 𝑅𝑠 + 𝑖𝑋𝑠. The real part is nonzero but exponentially suppressed at

low temperatures since superconductors do have a finite amount loss for time varying sig­

nals. The imaginary part, 𝑋𝑠 = 2𝜋 𝑓 𝐿𝑠, is related to the surface inductance of the material.

It is important to point out that the surface impedance does not necessarily equal the total

impedance of the film. Instead, it is related to the total impedance based on two geometric

parameters, 𝑔 = 𝛼𝐿/𝐿𝑠 = 𝑅/𝑅𝑠, which relates the dissipation and energy stored inside the

superconductor to the surface impedance, and the kinetic inductance fraction, 𝛼 = 𝐿𝑘/𝐿,

which takes into account the magnetic field contribution to the total inductance outside

the superconductor [93]. 𝐿𝑘 is the kinetic inductance of the superconductor and is a film

constant.

𝑅 + 2𝜋𝑖 𝑓 𝐿 = 𝑔

[
𝑅𝑠 +

2𝜋𝑖 𝑓
𝛼

𝐿𝑠

]
(2.17)

Depending on the superconducting limit, the surface impedance has a different propor­

tionality relationship with the complex conductivity [93, 94].

𝑍𝑠 ∝ 𝜎−𝛾 (2.18)
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𝛾 is either 1, 1/2, or 1/3 for the thin­film, dirty, and extreme anomalous limits, respectively.

This relationship allows us to write

𝛿𝑍𝑠 (𝛿𝑛qp)
𝑍𝑠 ( 𝑓 , 𝑇)

=

(
1 +

𝛿𝜎(𝛿𝑛qp)
𝜎( 𝑓 , 𝑇)

)−𝛾
− 1 (2.19)

where 𝛿𝑍𝑠 (𝛿𝑛qp) = 𝑍𝑠 ( 𝑓 , 𝑇∗) − 𝑍𝑠 ( 𝑓 , 𝑇). For small changes, this formula is often rewrit­

ten as

𝛿𝑍𝑠 (𝛿𝑛qp)
𝑍𝑠 ( 𝑓 , 𝑇)

≈ −𝛾
𝛿𝜎(𝛿𝑛qp)
𝜎( 𝑓 , 𝑇) . (2.20)

If the superconductor is in the dirty limit, but not thick or thin enough to set 𝛾 = 1 or 1/2,

𝑍𝑠 ( 𝑓 , 𝑇) can be computed directly from 𝜎( 𝑓 , 𝑇) using a transmission line model [69, 95].

2.2.4 Resonance Model

As microwaves pass through our resonator, they are either scattered back toward the

signal generator or are transmitted through to the amplifiers. The information about the

resonance is encoded the resulting scattering matrix. In particular, we use the forward

scattering matrix element, 𝑆21, to relate the incident voltage wave to the outgoing voltage

wave [96]. The outgoing voltage wave is then down­converted to the frequency range

surrounding the original tone at a frequency 𝑓𝑔 using the homodyne scheme shown in

figure 2.3.

The forward scattering matrix element for an MKID can be described by the following
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Figure 2.3: MKIDs typically use the homodyne readout scheme, depicted here, to extract slow
changes in the forward scattering parameter, S21. The I / Q mixer, highlighted in blue, contains
two individual mixers which each multiply the signal coming from the device by a copy of the origi-
nal. The Q channel is phase shifted by 90° before the multiplication. Low pass filters are included
after the I / Q mixer to remove frequency components near 2fg. In this schematic, the “device” in-
cludes the MKID as well as any attenuators and amplifiers in the readout chain between the mixer
and signal generator.

equation derived in appendix B.1 [97–99].

𝑆21 =
(
𝑔0 + 𝑔1𝑥𝑚 + 𝑔2𝑥

2
𝑚

)
𝑒𝑖(𝜙0+𝜙1𝑥𝑚)𝑄𝑐 + 2𝑖𝑄𝑖𝑄𝑐 (𝑥𝑛 + 𝑥𝑎)

𝑄𝑖 +𝑄𝑐 + 2𝑖𝑄𝑖𝑄𝑐𝑥𝑛
(2.21)

𝑆21 =
(
𝑔0 + 𝑔1𝑥𝑚 + 𝑔2𝑥

2
𝑚

)
𝑒𝑖(𝜙0+𝜙1𝑥𝑚)𝑆21 (2.22)

The normalized forward scattering matrix element, 𝑆21, contains all the information about

the resonator properties since the gain, { 𝑔𝑖 }, and phase, { 𝜙𝑖 }, pre­factors do not de­

pend on the resonance itself. The parameters in Equation 2.21 are defined in detail in

appendix B.1, but the most important are the nonlinear fractional frequency detuning,

𝑥𝑛, which represents how far the generator frequency is from the resonance frequency;

the asymmetry fractional frequency detuning, 𝑥𝑎, which represents how much the reso­

29



nance frequency is perturbed due to impedance mismatches; the coupling quality factor,

𝑄𝑐, which represents how weakly the resonator is coupled to the transmission line; and

the internal quality factor, 𝑄𝑖, which represents how little loss there is in the resonator.

The nonlinear fractional frequency detuning is a result of the quadratic dependence of

the kinetic inductance on current density. At high readout powers this term causes the

resonance to bifurcate and become multivalued. In appendix B.2 it is shown that 𝑥𝑛 is

implicitly related to the fractional generator detuning parameter, 𝑥𝑔 = ( 𝑓𝑔 − 𝑓𝑟 )/𝑓𝑟 , by [100]

𝑄𝑥𝑛 = 𝑄𝑥𝑔 +
𝑎

1 + 4𝑄2𝑥2
𝑛

. (2.23)

𝑓𝑟 is the resonance frequency and 𝑎 is a constant describing how close the resonance is to

bifurcating due to the nonlinearity. Equation 2.23 must be solved first before using 𝑥𝑛 in

equation 2.21.

However, we don’t measure 𝑆21 directly but only through the I and Q mixer values. In

appendix B.3, we show that when the system is in equilibrium 𝑆21 = Z = I + Q, so we

define the normalized Ī and Q̄ signals as before.

Z =
(
𝑔0 + 𝑔1𝑥𝑚 + 𝑔2𝑥

2
𝑚

)
𝑒𝑖(𝜙0+𝜙1𝑥𝑚)Z̄

I + 𝑖Q =
(
𝑔0 + 𝑔1𝑥𝑚 + 𝑔2𝑥

2
𝑚

)
𝑒𝑖(𝜙0+𝜙1𝑥𝑚)

(
Ī + 𝑖Q̄

) (2.24)

Immediately after a photon is absorbed in the resonator, both the inductance and the

resistance of the material increase from the excess quasiparticles. We relate these changes
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to changes the resonance frequency, 𝑓𝑟 , and the internal quality factor, 𝑄𝑖 [93].

𝛿 𝑓𝑟
𝑓𝑟

= −1
2
𝛿𝐿

𝐿
= −𝛼

2
𝛿𝐿𝑘

𝐿𝑘
= −𝛼

2
𝛿𝑋𝑠

𝑋𝑠
(2.25a)

𝛿𝑄−1
𝑖 =

𝛿𝑅

2𝜋 𝑓𝑔𝐿
= 𝛼

𝛿𝑅𝑠

𝑋𝑠
(2.25b)

This event causes the forward scattering matrix element to change and become time de­

pendent: 𝑆21 → 𝑆21 + 𝛿𝑆21(𝑡). In appendix B.4, we show that I and Q change accordingly

with a slightly different frequency response [42, 73, 93].

𝛿Z( 𝑓 ) =
1 − 𝑆21( 𝑓𝑔 + 𝑓 )

1 − 𝑆21( 𝑓𝑔)
𝛿𝑆21( 𝑓 ) (2.26)

When 𝑓𝑔 = 𝑓𝑟 ,

𝛿Z( 𝑓 ) = 1
1 + 2𝑖𝑄 𝑓 /𝑓𝑟

𝛿𝑆21( 𝑓 ). (2.27)

This equation simply shows that the change in the forward scattering matrix element

is low pass filtered with a cutoff frequency of 𝑓𝑟/2𝑄. The ring­up time for the resonator,

which is the timescale at which we measure the resonator responding to changes, is then

𝜏res =
𝑄

𝜋 𝑓𝑟
. (2.28)

𝜏res must be much less than the quasiparticle lifetime to ensure that the photon response is

measurable.
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3
Data Analysis

3.1 Phase and Dissipation Coordinates

Tracking the photon signals 𝛿 𝑓𝑟/𝑓𝑟 and 𝛿𝑄−1
𝑖 from chapter 2 in real­time requires com­

plex algorithms and hardware. Moreover, these systems typically do not have the required

bandwidth to readout single photon detectors. [35] Instead, the homodyne readout scheme

from figure 2.3 is typically used to down­convert the detector response to a finite band­

width around each readout tone, resulting in an in­phase, I, and quadrature, Q, signal from

a mixer. In the adiabatic case, where changes to I and Q occur at frequencies 𝑓 � 𝑓𝑟/2𝑄,

and after calibrating out effects from amplification and cabling, Z̄ = Ī + 𝑖Q̄ is equal to the

forward scattering matrix element of the resonator (see appendix B.3).

3.1.1 Coordinate Definition

When analyzing photon events, Ī(𝑡) and Q̄(𝑡) are often transformed into a polar coor­

dinate system, referenced to the loop center and radius. Mathematically, they are repre­
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Figure 3.1: The coordinate system used to analyze data is shown with respect to a hafnium
MKID, described in detail in reference 67. Averaged response trajectories for three different pho-
ton energies are plotted in the I / Q plane. Their dependence on time are also shown to the right
of the main plot. The Θ1 and D1 coordinates work for the smallest response but do not appropri-
ately decompose the larger signals into components that scale with the photon energy.

sented by the following equations:

Θ1(𝑡) ≡ arg
[

1 − Z̄(𝑡) − 𝑄/2𝑄𝑐 + 𝑖𝑄𝑥𝑎

1 − 𝑆21( 𝑓𝑔) − 𝑄/2𝑄𝑐 + 𝑖𝑄𝑥𝑎

]
(3.1a)

𝐷1(𝑡) ≡
��1 − Z̄(𝑡) − 𝑄/2𝑄𝑐 + 𝑖𝑄𝑥𝑎

��
|𝑄/2𝑄𝑐 − 𝑖𝑄𝑥𝑎 |

− 1 (3.1b)

Figure 3.1 shows these coordinates with respect to 𝑆21 and an example photon response

trajectory.

3.1.2 Small Signal Limit

Θ1 and 𝐷1 are commonly referred to as phase and dissipation coordinates since in the

adiabatic limit they are proportional to the fractional detuning and dissipation perturba­
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tions. We can see this by setting Z̄(𝑡) = 𝑆21 in equations 3.1a and 3.1b where we make

the substitutions 𝑥𝑛 → 𝑥𝑛 + 𝛿𝑥𝑛 (𝑡) and 𝑄−1
𝑖 → 𝑄−1

𝑖 + 𝛿𝑄−1
𝑖 (𝑡) in equation 2.21 for 𝑆21. To

first order in the small signals this approximation gives

Θ1(𝑡) ≈
−4𝑄

1 + 4𝑄2𝑥2
𝑛

𝛿𝑥𝑛 (𝑡) (3.2a)

𝐷1(𝑡) ≈
−2𝑄

1 + 4𝑄2𝑥2
𝑛

𝛿𝑄−1
𝑖 (𝑡) (3.2b)

Note that the parameters 𝑥𝑛 and 𝑄 are the fit parameters from the original fit to 𝑆21 and

are constant.

However, 𝛿𝑥𝑛 (𝑡) is not necessarily proportional to 𝛿 𝑓𝑟 (𝑡)/𝑓𝑟 in this limit since changes

to the internal quality factor must be accounted for in the inductive nonlinearity equa­

tion 2.23 [42, 100].

𝛿𝑥𝑛 (𝑡) ≈
−1

1 + 8𝑎𝑄𝑥𝑛/(1 + 4𝑄2𝑥2
𝑛

)2

[
𝛿 𝑓𝑟 (𝑡)
𝑓𝑟

+ 2𝑎(
1 + 4𝑄2𝑥2

𝑛

)2 𝛿𝑄
−1
𝑖 (𝑡)

]
(3.3)

Additionally, for larger signals, equations 3.1a and 3.1b are not even close to proportional

to 𝛿 𝑓𝑟/𝑓𝑟 and 𝛿𝑄−1
𝑖 . As can be seen in figure 3.1, the signals mix and saturate as the res­

onance frequency moves further away from 𝑓𝑔. Even worse, 𝐷1 is not monotonic as a

function of 𝛿𝑄−1
𝑖 .
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Figure 3.2: Left: A PtSix detector’s phase and dissipation calibration functions are shown, Ai(E).
Solid lines correspond to the interpolation constructed from the known energies (shown as points).
Right: The pulse shape decay time as a function of energy is shown. The decay time here is de-
fined as the integrated area under the normalized pulse shape. For the solid lines, the decay is
computed using an interpolated pulse shape.

3.2 Photon Energy Estimation

In principle, the nonideal behavior of the coordinates for large signals or significant

inductive nonlinearities can be accounted for by properly modeling the detector response

and noise. Our signal in both the phase and dissipation coordinates resembles that of a

standard X­ray calorimeter response, so much of the following formalism is adapted from

these corresponding techniques generalized to this two­dimensional case [101–103].

3.2.1 Response Model

In an ideal detector, events with the same absorbed energy, 𝐸 , should have identical

detector responses. We model this response as an energy dependent, normalized pulse

shape, 𝑠𝑖 (𝑡, 𝐸), and amplitude, 𝐴𝑖 (𝐸), where 𝑖 ∈ {𝜃, 𝑑} corresponds to either the phase

or dissipation response. In practice, we also don’t know the photon arrival time, 𝑡0, or

the DC offset of each component, 𝛿𝑖, ahead of the measurement so they are included as
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unknown parameters.

®𝑚
(
𝑡; ®𝜉

)
=

©­­­«
𝐴𝜃 (𝐸) 𝑠𝜃 (𝑡 − 𝑡0, 𝐸) + 𝛿𝜃

𝐴𝑑 (𝐸) 𝑠𝑑 (𝑡 − 𝑡0, 𝐸) + 𝛿𝑑

ª®®®¬ (3.4)

Even if there is no DC offset, since we can only measure data in finite time intervals, 𝛿𝑖

still needs to be included as a parameter to model noise at frequencies below the dataset’s

bandwidth. For brevity, we use ®𝜉 to denote all of the parameters in the model.

The amplitude and shape are separated because the pulse shape is typically only weakly

dependent on energy. 𝐴𝑖 (𝐸) is also a good indicator of detector linearity. In practice, it

is not possible to know these functions over a continuous range of energies, but they can

be approximated by averaging many pulse records together for a discrete set of known

photon energies. As long as the number of pulse records is large, this averaging procedure

gives us noise free estimates of the detector response.

An example amplitude calibration for a PtSix detector is shown in the left of figure 3.2.

The detector is linear up to the highest energies tested where saturation effects begin to

flatten the response. The pulse decay time is defined as the integrated area under the nor­

malized pulse shape and is shown as a function of energy on the right of figure 3.2. This

definition is adopted for it’s simplicity and because the pulse shapes do not fit well to an

exponential function. The pulse shapes for each energy are plotted in figure 3.3.

By using equation 3.4, we are ignoring the possibility that there may be many different

responses for a given energy. In MKIDs the most common cause of this effect is from a

nonuniform detector current or from phonon losses, both of which result in an unavoid­
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Figure 3.3: The pulse shapes, si(t, E) of a PtSix detector for various photon energies are shown
for the phase response (left) and dissipation response (right). Both shapes are normalized so that
the peak height is 1. The majority of the energy dependence for this detector occurs in the phase
signal.

able degradation of the detector’s resolving power [104, 105]. Since these effects can­

not be easily addressed by any analysis technique we do not consider them further in this

chapter. Systematic errors like gain and response drifts can also invalidate this model.

However, since these variations can be corrected for when they exist [106] and are not

present in the data discussed in this dissertation, they are, likewise, not considered here.

3.2.2 Noise Model

Real photon data does not follow the description laid out in section 3.2.1 exactly. All

data has some noise associated with it. This noise typically comes from the attenuators,

amplifiers, and two­level systems in the detector itself. To incorporate noise into our

model of the data, we assume that it is additive, drawn from a gaussian distribution, and

stationary. None of these assumptions are strictly true, but they work reasonably well un­

der a wide range of conditions. More comprehensive noise models are possible and may
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lead to better energy estimations. With these considerations, our data looks like

®𝑑
(
𝑡; ®𝜉

)
= ®𝑚

(
𝑡; ®𝜉

)
+ ®𝑛(𝑡), (3.5)

where ®𝑛(𝑡) is a particular realization of the noise described by a zero­mean, 2D Gaussian

random variable ®𝑁 (𝑡) with an autocovariance function C(𝑡, 𝑡′) = Cov
[
®𝑁 (𝑡), ®𝑁 (𝑡′)

]
. We

often assume the noise is stationary, so we can write C(𝑡, 𝑡′) = C̄( |𝑡 − 𝑡′|). In this case,

typically, the Power Spectral Density (PSD) is measured instead of the autocovariance

function. These two descriptions of the noise are related by the Fourier transform. For our

2D data,

S( 𝑓 ) =F𝑡

[
C̄(𝑡)

]
( 𝑓 )

=
©­­­«
𝑆𝜃𝜃 ( 𝑓 ) 𝑆𝜃𝑑 ( 𝑓 )

𝑆∗𝜃𝑑 ( 𝑓 ) 𝑆𝑑𝑑 ( 𝑓 )

ª®®®¬ .
(3.6)

Because of our choice of coordinates, S( 𝑓 ) is very nearly diagonal for all frequencies [93,

107].

It is often useful to generate realizations of ®𝑁 (𝑡) to make noise similar to that seen in

real data for testing. Most scientific programing languages have built­in routines to draw

random samples from a Gaussian distribution with a given covariance matrix. If the PSD

is known instead, it is simpler to generate noise directly.

®𝑛(𝑡) = F −1
𝑓


√

S( 𝑓 ) 𝑇
©­­­«
𝑒𝑖𝜙𝜃 ( 𝑓 )

𝑒𝑖𝜙𝑑 ( 𝑓 )

ª®®®¬
 (𝑡), (3.7)

where 𝜙𝑖 ( 𝑓 ) at each frequency is drawn from a uniform distribution between 𝜋 and −𝜋
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for each 𝑖 ∈ {𝜃, 𝑑} and 𝑇 is the time duration of the signal. Care must be taken to make

sure that the phases for the negative frequencies are of opposite sign than the ones for the

positive frequencies so that the result is real, 𝜙𝑖 ( 𝑓 ) = −𝜙𝑖 (− 𝑓 ). A discrete version of this

formula is given in appendix A.

3.2.3 Maximum Likelihood Estimation

Now that we have a model for our data, we can estimate the photon energy for a given

pulse record. Since the noise is Gaussian, the maximum likelihood estimate of the model

parameters is given by minimizing

𝜒2
(
®𝜉
)
=
∫ ∞

−∞
𝑑𝑡

∫ ∞

−∞
𝑑𝑡′ ®𝑥T

(
𝑡; ®𝜉

)
C−1(𝑡, 𝑡′) ®𝑥

(
𝑡′; ®𝜉

)
=
∫ ∞

−∞
𝑑𝑓 ®̃𝑥†

(
𝑓 ; ®𝜉

)
S−1( 𝑓 ) ®̃𝑥

(
𝑓 ; ®𝜉

)
,

(3.8)

where ®𝜉 = (𝐸, 𝑡0, 𝛿𝜃 , 𝛿𝑑) and ®𝑥 = ®𝑑 − ®𝑚. The second equality can be proven by using the

identity

F𝑡

[
C̄−1(𝑡)

]
( 𝑓 ) = S−1( 𝑓 ), (3.9)

which follows from equation 3.6, the properties of the covariance matrix, and assuming

stationary noise.

Since the DC offsets for each component are not important to analysis of the photon

properties, we can simplify the minimization by noting that in the frequency domain the

𝛿𝑖 variables only contribute delta functions at 𝑓 = 0. In the minimization, each 𝛿𝑖 estimate

can be tuned to completely cancel the data with the model at 𝑓 = 0, so we can ignore
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them. A standard nonlinear minimization routine can then be used to find 𝐸 and 𝑡̂0 from

𝐸, 𝑡̂0 = arg min
𝐸, 𝑡0

[∫
𝑓≠0

𝑑𝑓 ®̃𝑥†
(
𝑓 ; ®𝜉0

)
S−1( 𝑓 ) ®̃𝑥

(
𝑓 ; ®𝜉0

)]
, (3.10)

where ®𝜉0 = (𝐸, 𝑡0, 0, 0). If the noise is not stationary, 𝜒2 must be minimized with respect

to the original covariance matrix and this simplification is not valid.

Under the above assumptions and assuming that all photon events are well isolated in

time, this strategy for computing the photon energy results in an unbiased energy estima­

tor with the minimum possible variance even after digitizing to discrete time steps [108,

109]. However, ®𝑚
(
𝑡; ®𝜉

)
(and C

(
𝑡, 𝑡′; ®𝜉

)
if the noise is not stationary) can be challenging

to construct as continuous functions of their parameters. Generative physical models [110,

111], principal component analyses [112–114], and template interpolation [115, 116] have

been suggested as ways to properly formulate these functions. Nevertheless, solving equa­

tion 3.10 then becomes a nonlinear optimization problem which cannot be solved in real­

time.

3.2.4 Filter Estimation

Detector arrays with many pixels and with high count rates require real­time photon en­

ergy estimation to reduce the memory required to save a dataset. This condition restricts

the analysis to linear algorithms consisting of, for example, filtering operations or ma­

trix multiplications. Tangent filtering has been suggested as one way to linearize a model

around a particular energy but also requires several tangent plane calculations to fully

cover a detector’s bandwidth [103].
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To address this issue, we look for an analytic solution of equation 3.10 using a more

simple response model. We can remove the energy dependence of the pulse shape and

solve for the total detector response, 𝐴(𝐸), which can be converted to an energy after the

optimization.

®𝑚
(
𝑡; ®𝜉

)
=𝐴(𝐸) ®𝑠(𝑡 − 𝑡0) + ®𝛿

=𝐴(𝐸)
©­­­«

𝐴𝜃

𝐴𝜃+𝐴𝑑
𝑠𝜃 (𝑡 − 𝑡0)

𝐴𝑑

𝐴𝜃+𝐴𝑑
𝑠𝑑 (𝑡 − 𝑡0)

ª®®®¬ +
©­­­«
𝛿𝜃

𝛿𝑑

ª®®®¬
(3.11)

Here, the fractions involving 𝐴𝜃 and 𝐴𝑑 are assumed to be energy independent. Because

of the chosen normalization for ®𝑠, the amplitude, 𝐴(𝐸), represents the sum of the pulse

heights in the phase and dissipation direction at a particular energy.

Assuming we know the arrival time, 𝑡̂0, we can solve equation 3.10, where we substi­

tute 𝐸 → 𝐴 in the minimization, by writing

𝜕

𝜕𝐴

∫
𝑓≠0

𝑑𝑓 ®̃𝑥†
(
𝑓 ; ®𝜉0

)
S−1( 𝑓 ) ®̃𝑥

(
𝑓 ; ®𝜉0

)����
𝐴, 𝑡̂0

= 0. (3.12)

The solution to equation 3.12 follows a similar path to that described in reference [117,

§B.4] with care taken to properly treat the additional dimensions. The result is conve­

niently similar.

𝐴 =

∫
𝑓≠0 𝑑𝑓 𝑒

2𝜋 𝑓 𝑡̂0 ®̃𝑠†( 𝑓 ) S−1( 𝑓 ) ®̃𝑑 ( 𝑓 )∫
𝑓≠0 𝑑𝑓

®̃𝑠†( 𝑓 ) S−1( 𝑓 ) ®̃𝑠( 𝑓 )
(3.13)
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If we recast this expression by defining a 2D filter, ®ℎ(𝑡), such that

F𝑡

[
®ℎ(𝑡)

]
( 𝑓 ) =


®̃𝑠† ( 𝑓 ) S−1 ( 𝑓 )∫

𝑓 ′≠0 𝑑𝑓
′ ®̃𝑠† ( 𝑓 ′) S−1 ( 𝑓 ′) ®̃𝑠( 𝑓 ′) 𝑓 ≠ 0

0 𝑓 = 0

, (3.14)

then equation 3.13 can be rewritten as the convolution between the filter and the data at

the photon arrival time.

𝐴 =
[
®ℎT ∗ ®𝑑

] (
𝑡̂0
)

(3.15)

The photon arrival time, 𝑡0, can be found by noting that at the solution

0 =
𝜕𝜒2

𝜕𝑡0

����
𝑡̂0

=
𝜕

𝜕𝑡0

[
®ℎT ∗ ®𝑑

]
(𝑡0)

����
𝑡̂0

,

(3.16)

so the photon arrival time is at the maximum of the continuous convolution of the filter

with the data. Using this filter, the detector response at various known energies can be

measured and a calibration function, 𝐴(𝐸), can be determined to convert from photon

energy to pulse amplitude.

𝐸 = 𝐴−1
(
max

𝑡

[
®ℎT ∗ ®𝑑

]
(𝑡)

)
(3.17)

Despite the simplicity of equation 3.17, the pulse shape often does depend on photon

energy which can degrade the resolving power slightly when this method is used. Since

in this dissertation we will be mostly concerned with the physics limiting the resolving
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power and less so the implementation of the filtering, we will use different filters tailored

to each photon energy when reporting the resolving power to achieve better performance.

This procedure is almost as good as the tangent filtering described by Fowler et al. [103]

but is much easier to implement and a bit more robust to errors in the pulse template.

However, we note explicitly here that a readout system using a single filter per resonator

will perform slightly worse than the results shown in the rest of this dissertation where the

pulse shape energy dependance is taken into account.

3.2.5 Estimator Variance

To determine if the energy estimators presented in sections 3.2.3 and 3.2.4 are perform­

ing correctly, we can compare the expected variance of the estimators to the observed

variance when measuring photons with a single, known energy. We start by noting that

the variance of an arbitrary estimator, 𝛼̂, found by minimizing 𝜒2 is given by

Var [𝛼̂] =
[
1
2
𝜕2𝜒2

𝜕𝛼2

]−1
�����
𝛼̂

. (3.18)

In the frequency domain, using the 𝜒2 with no zero­frequency component from equa­

tion 3.10, we have

Var
[
𝐸
]
=


∫
𝑓≠0

𝑑𝑓
𝜕 ®̃𝑚†

(
𝑓 ; ®𝜉0

)
𝜕𝐸

S−1( 𝑓 )
𝜕 ®̃𝑚

(
𝑓 ; ®𝜉0

)
𝜕𝐸

−
𝜕2 ®̃𝑚†

(
𝑓 ; ®𝜉0

)
𝜕𝐸2 S−1( 𝑓 ) ®̃𝑥

(
𝑓 ; ®𝜉0

)
−1�������

𝐸

.

(3.19)
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For models nonlinear in 𝐸 , like that in section 3.2.3, this expression still depends on the

noise, so we use the expectation value of the variance instead.

E
[
Var

[
𝐸
] ]

=


∫
𝑓≠0

𝑑𝑓
𝜕 ®̃𝑚†

(
𝑓 ; ®𝜉0

)
𝜕𝐸

S−1( 𝑓 )
𝜕 ®̃𝑚

(
𝑓 ; ®𝜉0

)
𝜕𝐸


−1�������

𝐸

(3.20)

The variance estimate can be simplified further for the filtering case from section 3.2.4,

which is linear in 𝐴.
𝜕 ®̃𝑚

(
𝑓 ; ®𝜉0

)
𝜕𝐴

= 𝑒−2𝜋𝑖 𝑓 𝑡0 ®̃𝑠( 𝑓 ), (3.21)

so from equation 3.19 we have

Var
[
𝐴
]
=

[∫
𝑓≠0

𝑑𝑓 ®̃𝑠†( 𝑓 ) S−1( 𝑓 ) ®̃𝑠( 𝑓 )
]−1

. (3.22)

To convert to an energy variance, we have to use the inverse calibration function.

Var
[
𝐸
]
=

(
𝜕𝐴−1(𝑥)

𝜕𝑥

����
𝐴

)2
Var

[
𝐴
]

(3.23)

Formulas for the variance of these estimators are given in the discrete case in appendix A.

3.3 Correcting Coordinate Saturation

For phase responses greater than ∼110°, the coordinates defined by equations 3.1a

and 3.1b introduce an energy dependent response shape in violation of the assumptions

used to derive equation 3.17. If we could use phase and dissipation coordinates that do
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not have these artificial effects, energy estimation with the filtering method may become

more accurate. With this motivation, we introduce an alternative coordinate system.

3.3.1 Alternative Phase and Dissipation Coordinates

Since we expect 𝛿 𝑓𝑟/𝑓𝑟 and 𝛿𝑄−1
𝑖 to be proportional to the photon energy, these variables

are, perhaps, the most obvious choice for the new coordinates. However, the reactive cur­

rent nonlinearity described by equation 2.23 requires a real­time estimate of the internal

quality factor to solve for 𝛿 𝑓𝑟/𝑓𝑟 , amplifying the noise. Instead, we use 𝛿𝑥𝑛 as the phase

component, which is more linear with photon energy than Θ1 and approximately equal to

− 𝛿 𝑓𝑟/𝑓𝑟 if no reactive nonlinearity exists. 𝛿𝑥𝑛 and 𝛿𝑄−1
𝑖 can be solved for in terms of I and

Q by using the adiabatic equivalence between the mixer output, Z, and 𝑆21.

Θ2(𝑡) ≡
−4𝑄

1 + 4𝑄2𝑥2
𝑛

𝛿𝑥𝑛 (𝑡)

=
−4𝑄

1 + 4𝑄2𝑥2
𝑛


Q̄(𝑡) + 2𝑄𝑐𝑥𝑎

(
Ī(𝑡) − 1

)
2𝑄𝑐

��1 − Z̄(𝑡)
��2 − 𝑥𝑛

 (3.24a)

𝐷2(𝑡) ≡
−2𝑄

1 + 4𝑄2𝑥2
𝑛

𝛿𝑄−1
𝑖 (𝑡)

=
−2𝑄

1 + 4𝑄2𝑥2
𝑛

[
Ī(𝑡) −

��Z̄(𝑡)��2 + 2𝑄𝑐𝑥𝑎Q̄(𝑡)

𝑄𝑐

��1 − Z̄(𝑡)
��2 −𝑄−1

𝑖

]
(3.24b)

The prefactor in both equations normalizes Θ2 and 𝐷2 to the polar coordinates in the

small signal limit using equations 3.2a and 3.2b. The normalization facilitates the com­

parison between the two transformations, shown in figures 3.1 and 3.4, by making them
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Figure 3.4: The new coordinate transformation is shown in contrast to figure 3.1. Averaged re-
sponse trajectories for three different photon energies are plotted in the I / Q plane. Their depen-
dence on time are also shown to the right of the main plot. Both the compression in phase and
dissipation are corrected for with the Θ2 and D2 coordinates leaving only nonlinearities intrinsic
to the detector itself like the energy dependent decay time in Θ2 and the delayed response in D2.
These coordinates are normalized such that they are approximately equal to the Θ1 and D1 co-
ordinates near the resonator’s equilibrium point. Their units are written as radians to identify this
scaling.

equal near the origin, but it is not critical to the implementation of this method.

This new coordinate system compensates for the saturation in both the phase and dis­

sipation signal, making a linear model for the photon response more valid. Additionally,

for MKIDs where the majority of the noise power in the relevant bandwidth comes from

two­level systems, the noise becomes stationary. The power spectral density of the noise,

J( 𝑓 ), can then be used in place of the covariance matrix C(𝑡, 𝑡′; ®𝜉). In contrast, the ampli­

fier noise becomes nonstationary. Care should be taken to properly model the noise if this

component limits the resolving power.
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Figure 3.5: The laser calibration energies and detector responses used to construct the calibra-
tion functions Ai(E) (equation 3.4) are plotted for both coordinate systems. The responses in the
Θ1 and D1 coordinates saturate at the higher energies while the Θ2 and D2 coordinates undo this
effect. Any remaining nonlinear behavior in Θ2 is well described by equation 2.23 and the fit pa-
rameters from equation 2.21 (dashed black line).

3.3.2 Which Coordinates Do We Choose?

The points used to construct the calibration functions, 𝐴𝑖 (𝐸), for each coordinate sys­

tem from equation 3.4 are shown in figure 3.5. As expected the new coordinates signifi­

cantly improve the detector linearity. The dissipation response becomes completely linear,

and the saturation in Θ1 above 1.6 eV is removed. However, the reactive current nonlin­

earity in the resonator causes Θ2 to become nonlinear, resulting in small changes to the

response shape across the measured energy range.

The usefulness of these coordinates depends heavily on the type of data being analyzed.

Only data where the coordinate saturation is the primary cause of the resolving power

degradation will see any benefit. In section 5.2.4 we will show a particular detector where

a significant increase in detector performance is observed using this method. In practice,

though, it is easiest to just try both coordinate systems to determine which is most useful.
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In addition to the detectors presented in this dissertation, other types of single photon

counting MKIDs could also benefit from this coordinate transformation. In particular,

TKIDs do not have any of the residual response shape nonlinearities seen by optical to

near­IR MKIDs and may see all of the response shape energy dependence removed by

this method. Any resulting improvement to the resolution of these detectors, however,

would depend on the response shape nonlinearity being the primary source of uncertainty

in the measured photon energy.

3.4 Attributions

The large signal coordinate transformation and the discussion on pulse filtering from

this chapter were developed and published during the course of this dissertation by N.

Zobrist, N. Klimovich, B. Ho Eom, G. Coiffard, M. Daal, N. Swimmer, S. Steiger, B.

Bumble, H. G. LeDuc, P. Day, and B. A. Mazin, “Improving the dynamic range of sin­

gle photon counting kinetic inductance detectors”, Journal of Astronomical Telescopes,

Instruments, and Systems 7, 010501 (2021).
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4
Sensor Materials

Each resonator in an ultraviolet to near­infrared MKID array is patterned into a lumped

element design since it provides a relatively large photon­sensitive inductor with roughly

uniform sensitivity. A microlens array can then be placed on top of the device to focus

the light onto the inductor, increasing the fill factor to >90%. To use this resonator ge­

ometry while maintaining a high enough responsivity to detect single photons, the in­

ductors must be made from a high surface impedance and low 𝑇𝑐 superconductor. To

date, commissioned ultraviolet to near­infrared MKID instruments have used either non­

stoichiometric titanium nitride, TiNx, or platinum silicide, PtSix, alloys as the photon­

sensitive material in the resonators and have achieved resolving powers of up to 7 at

800 nm [44].

The lowest 𝑇𝑐 that can be used in an MKID is determined by the minimum achiev­

able temperature of the employed refrigeration technology since operating the resonators

above a temperature of about 𝑇𝑐/8 can introduce excess readout noise and reduce the de­

vice’s internal quality factor, 𝑄𝑖 [76]. Current instruments use adiabatic demagnetization
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refrigerators because of their relatively low cost, small size, temperature stability, and

>10 h hold times. However, the standard base temperature of about 100mK limits the 𝑇𝑐

of an MKID in one of these systems to around 800mK, near the 𝑇𝑐 of TiNx and PtSix. Di­

lution refrigerators, in contrast, can reach temperatures of 10mK and lower. This system

enables the use of transition temperatures down to 100mK as long as the readout frequen­

cies are kept below twice the gap frequency to avoid significant unwanted quasiparticle

generation [119]. In practice, it can be difficult to ensure good device thermalization be­

low 40mK, so a transition temperature above 300mK may be more desirable.

4.1 Materials in Demonstrated Instruments

There have been three commissioned ultraviolet to near­infrared MKID instruments so

far: ARCONS [45, 120, 121], DARKNESS [43, 46, 122], and MEC [47, 123, 124]. Each

instrument’s detector has a slightly different pixel geometry, is optimized for different

photon wavelengths, has a different number of pixels, and is made from different materi­

als. These changes represent a slow evolution towards better detectors as both their pri­

mary use case changed and performance improved. The next two subsections focus on the

two different materials used to make the resonators in these instruments, comment on why

they were chosen, and discuss their characteristics. A more detailed review of potential

materials for MKIDs can be found in reference 125.
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4.1.1 Titanium Nitride

Titanium nitride was one of the first resistive superconductors with 𝑇𝑐 < 10K to be

used in superconducting detectors [126]. By varying the relative percentage of nitrogen to

titanium, the transition temperature can be tuned from 0.7 to 4.5K. These films also can

have very high internal quality factors >107.

The ARCONS instrument used TiNx detectors with a superconducting transition tem­

perature near 800mK [45]. 60 nm thick films were measured to have a surface impedance

of 25 pH/□. Pixels also had characteristic photon response decay times from 50 to 100 µs.

The target wavelength range for this instrument was 400 to 1,000 nm, and the best mea­

sured resolving power was 10 at 400 nm and 4 at 1 µm.

One of the main drawbacks of TiNx is the sensitivity of 𝑇𝑐 to the nitrogen flow rate

during the film deposition. For stoichiometric TiN, the films are fairly insensitive to this

parameter and the 𝑇𝑐 is near 4.5K. However, for the non­stoichiometric TiNx needed for

lower transition temperatures, small changes in the flow rate can cause large 𝑇𝑐 variations.

This behavior results in measurable gradients in the gap energy across a device, which

makes it very difficult to accurately design the pixel resonance frequencies.

4.1.2 Platinum Silicide

Platinum silicide was developed for superconducting detectors as a way to make low

𝑇𝑐 films that are more uniform than those using TiNx [127]. High quality PtSix films are

fabricated by first sputter depositing a 30 nm layer of platinum and then 45 nm layer of

silicon. The silicide is created by annealing at temperatures over 300 °C. Annealing a
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bilayer with these thicknesses at 500 °C for 25min results in roughly a 60 nm thick PtSix

film. A detector made in this way should have a 𝑇𝑐 near 940mK, a surface inductance of

8.2 pH/□, and response decay times ranging from 30 to 40 µs. Internal quality factors for

PtSix films can exceed 106.

PtSix films ended up being almost ten times more uniform than TiNx films, so both

the DARKNESS and MEC instruments use PtSix as the sensor material [44]. These de­

tectors are designed for the 800 to 2,000 nm wavelength range, and at 1 µm the best re­

solving powers achieved with this material were around 7. In practice, though, the excess

phase noise in the readout system that these instruments use lowers the resolving power to

∼5 [128]. Work is currently being done to correct this issue with the next readout genera­

tion.

However, PtSix has its disadvantages as well. Films can be expensive because of the

required platinum sputter target. Additionally, successful fabrication relies on tightly con­

trolling the deposition rates between the two elements and the annealing temperature,

which may require time­consuming readjustment when calibrations drift. These prop­

erties make it difficult to consistently deposit these films over long periods of time in a

research fabrication environment. In the course of the work performed during this disser­

tation, our lab has been able to make these films successfully only about half of the time.

4.2 Hafnium

Considering the disadvantages of TiNx and PtSix, an ideal sensing material for an ul­

traviolet to near­infrared MKID, then, is a high surface impedance, low 𝑇𝑐, elemental su­

52



perconductor which is common, compatible with standard MKID fabrication steps, and

whose material properties are easy to control. It is also desirable for the energy resolu­

tion of these devices to be less sensitive to phonon­related degradation. Moving to an

even lower transition temperature may be helpful for this last consideration since lower

𝑇𝑐 films have smaller quasiparticle creation energies and, for a given sensor responsiv­

ity, can be made with thicker films. Both of these effects have been shown to suppress

phonon escape fluctuations [129]. These aspects provide an important motivation for

investigating lower 𝑇𝑐, elemental superconductors as alternative resonator materials for

these detectors.

There are several elemental superconductors with transition temperatures below 800

mK. Here, we investigate hafnium as a potential candidate for this application. Its su­

perconducting properties have been probed for use in superconducting tunnel junction

detectors [71, 130, 131] and transition edge sensors [132, 133]. Sputtered films have a

hexagonal close­packed crystal structure and are in the local superconducting limit with

critical temperatures ranging from 140 to 450mK depending on deposition conditions.

Furthermore, the surface impedance and quasiparticle lifetime of hafnium films are simi­

lar to those in PtSix and TiNx devices which mean that very little optimization needs to be

done to transition detector array designs to this material.

4.2.1 Resonator Properties

A simple test device, shown in figure 4.1, with ten resonators was used to measure the

resonator quality and material properties of a 125 nm thick hafnium film without exposing

53



1 mm

0.0 0.5 1.0

Ī
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Figure 4.1: The test device is shown on the left. Dark grey, light grey, and yellow areas corre-
spond to the sapphire substrate, hafnium film, and gold bond pad respectively. On the right, the
normalized complex transmission of one of these resonators is shown for various temperatures.
The fitted gain variations, phase offset, and cable delay are removed from the data in the plots for
clarity. This resonator had a coupling and maximum internal quality factor of 17,800 and 203,000
respectively.

it to extra processing steps. The resonators are placed at a 236 µm pitch, and each has a

40 µm × 40 µm inductor and a 100 µm × 130 µm capacitor—a similar design to that used

in our current full­scale instruments [44].

The resonance parameters were investigated by fitting the forward scattering parameter,

𝑆21, to equation 2.21. Data was taken at temperatures from 10 to 80mK and with a read­

out power well below the bifurcation power at about −120 dBm. The readout power is

estimated from known attenuations, but an exact calibration does not exist for this system.

No significant power dependence was found for 𝑄𝑖 below the bifurcation power. At the

lowest temperatures, the average 𝑄𝑖 for these resonators saturates at about 200,000. An

example of these fits for various temperatures is shown on the right side of figure 4.1.

This test device was fabricated on a 100mm diameter a­plane sapphire wafer in a load­

locked ultra­high vacuum sputtering system with a typical base pressure of 10−7 Pa. To

maintain a temperature near 23 °C, the sample was held stationary and backed by an
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aluminum heat sink. The sputter source was a 150mm diameter DC magnetron with

a hafnium target from Kamis Inc. that has two major impurities: zirconium and oxy­

gen at the <1wt% and 0.034wt% level respectively. The film was sputtered at a dis­

tance of 10 cm, and the source power was controlled at 500W, corresponding to a de­

position rate of 40 nmmin−1 with an argon pressure 0.33 Pa. These conditions produce

films with a high compressive stress of 1.3GPa for a 125 nm thick film. By lowering the

source power, other test devices have shown higher internal quality factors in excess of

6 × 105 [134].

After deposition, the sample was patterned with a Canon FPA­3000 EX­3 deep­UV

stepper with a numerical aperture of 0.65 using 248 nm Cymer laser. GKR­6760 photore­

sist was used and spun on top of a 100 nm layer of Polymethyl Methacrylate (PMMA) to

assist in the removal of the photoresist after the process step. The PMMA layer was oxy­

gen dry etched after developing the resist with AZ MIF­300. The hafnium film was then

etched in an Unaxis Shuttleline ICP tool with a BCl3 + 40% Cl2 gas mixture at a pres­

sure of 1.33 Pa, with a 400W plasma power, and with a 30W bias power. This system

produces vertical sidewall profiles with sub­micron sized features. The chlorine ICP step

was followed by oxygen plasma ashing and a deionized water rinse prior to removing the

photoresist in solvents. The oxygen plasma ashing was done at relatively high pressure

and low power on a graphite electrode in a dedicated RIE system. Gold pads were added

to the perimeter of the chip by lift­off e­beam evaporation. Gold wire bonds connect these

pads on the perimeter of the 2.5mm × 16.5mm chip to its light­tight device box to im­

prove thermalization.

The detectors were designed to have resonance frequencies equally separated in a
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500MHz bandwidth centered around 5GHz by tuning the capacitor leg lengths slightly

between resonators. Assuming 𝐿𝑠 = 16.7 pH/□ results in the closest agreement between

the measured and simulated resonance frequencies [135], so we conclude this value to

be the device surface inductance. This surface inductance corresponds to a kinetic induc­

tance fraction, 𝛼, of about 0.96 for these resonators.

In addition, the superconducting transition temperature of the device was measured to

be 𝑇𝑐 = (395 ± 5)mK using a four­wire measurement on a hafnium sample from the same

wafer as the test device. The sample was varnished to an OFHC copper mount on the mix­

ing chamber stage of the refrigerator, and aluminum­silicon wire bonds were used to con­

nect to copper traces on a FR­4 circuit board. Low thermal conductivity, 127 µm diam­

eter, twisted­pair, manganin wires with lengths >30 cm were used to connect the circuit

board to a heat sink on the cold plate of the fridge, and a calibrated RX­102A­CD­0.05B

thermometer from Lake Shore Cryogenics was bolted next to the sample. Thermometer

and sample resistances were simultaneously measured by a Lake Shore 370AC resistance

bridge with a model 3716 scanner, and the temperature was controlled using a resistive

heater, ramping upward at a rate of 1mKmin−1 with the PID controller on the resistance

bridge. The error in the 𝑇𝑐 measurement is dominated by the thermometer calibration un­

certainty.

The sample resistance versus temperature data are displayed in figure 4.2, showing a

clear transition from the superconducting to normal state over about 5mK. The scatter

in the resistance measurement is primarily from the thermometer readout. Changing the

measurement range to its smallest setting confirms that the resistance at 380mK is below

at least 100 nΩ.
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Figure 4.2: Plotted is the resistance of the 125 nm thick hafnium Tc sample as a function of tem-
perature in the region of the superconducting transition.

Non­uniformity in 𝑇𝑐 across a wafer is a significant problem for TiNx MKIDs in large

arrays because it yields resonant frequencies different from the design specifications. This

hinders frequency multiplexing by depressing the pixel yield due to overlapping reso­

nance frequencies. The film uniformity, therefore, is an important figure of merit for

resonator materials used in large arrays. Both PtSix [127] and Ti/TiN multilayers [136]

have been shown to improve on this problem, so it is important to check that hafnium res­

onators have similar uniformity. In comparison, the standard deviation of the fractional

error between the measured and designed frequencies on the test device was 1.2 × 10−3

which is similar to the measured 7.1 × 10−4 for PtSix and compares well to the 1.1 × 10−2

accuracy in TiNx resonators. The data for PtSix and TiNx are taken from reference 127 in

which a line of 9 similar, lumped element resonators was used for each material at a pitch

of 444 µm. All of the resonators had kinetic inductance fractions near 1.

The sheet resistance at room temperature can be used to predict 𝑇𝑐 uniformity across

the whole wafer. We deposited a hafnium film using the process described above, and
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Figure 4.3: The normalized frequency response, 2𝛿fr/(fr𝛼𝛾) (blue), and dissipation response,
𝛿Q-1

i /(𝛼𝛾) (orange), for different materials are shown. The hafnium data is from the test device
described in the text and is fit using the gap-broadened equations for the complex conductivity
where the pair breaking parameter and gap energy were varied. The fitted responses with Γ = 0
are shown for comparison. Data for Al and TiNx were taken from reference 64.

the sheet resistance was measured at 103 positions on the substrate using a non­contact

Lehighton Lei 1510E­SA sheet resistance probe. The average sheet resistance over the

100mm diameter wafer was (8.11 ± 0.26)Ω/□, corresponding to a resistivity of 97 µΩ cm.

We measured a residual resistivity ratio (RRR) of 1.6 between room temperature and 4.2

K with no additional change at temperatures approaching the superconducting transition.

The 3% wafer uniformity is similar to that of PtSix and much better than the measured

∼20% for TiNx [127, 136], matching the expectations set by the frequency placement

accuracy in the test mask.

The normalized frequency, 2𝛿 𝑓𝑟/( 𝑓𝑟 𝛼𝛾), and dissipation, 𝛿𝑄−1
𝑖 /(𝛼𝛾), responses for the test

device as a function of temperature are shown in figure 4.3 and compared to those for

Al and TiNx resonators, where 𝛾 is a film dependent constant (1/3 for Al and 1 for TiNx

and Hf) [42]. Typically, the temperature responses are calculated via the complex con­
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ductivity using the Mattis Bardeen equations [87], but like resonators made from other

superconductors with high disorder, the response of this device is not well described by

this theory.

From the measured low temperature resistivity and a Fermi velocity of 1.7 × 106m/s [137],

we calculate a disorder parameter of 𝑘𝐹 𝑙 = 13 using the Drude­Sommerfeld model. This

value indicates similar but slightly less disorder than stoichiometric TiN and NbTiN. [65]

We therefore use a model for the complex conductivity that has been applied before to

these materials [64, 138]. The Mattis­Bardeen equations are extended by adding the Dynes

broadening parameter, Γ, to the superconducting density of states as in section 2.1.2 [88].

Physically, this parameter represents a Cooper­pair breaking scattering process caused

by impurities in the film, which have the effect of modifying both the temperature de­

pendence of the superconducting gap energy and the complex conductivity [57]. The

extended Mattis­Bardeen equations fit well to the hafnium data when we also allow the

zero temperature gap energy, Δ0, to vary. For hafnium, we find Γ/Δ0 = 0.006 and Δ0 =

1.5𝑘𝐵𝑇𝑐. Other methods have been used to extend the Mattis­Bardeen equations to in­

corporate gap broadening and may be more or less applicable to hafnium depending on

the exact broadening mechanism [66, 139, 140]. Thermal distribution functions are also

assumed which do not capture potential non­equilibrium effects [80]. As such, the fit

should be interpreted to show a qualitative agreement with this model.
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4.2.2 Full Array Measurements

These results show promise for a practical MKID camera, but making a full array of

detectors with around 2,000 resonators per feedline requires additional fabrication steps

than those used for the test device described above. A lower surface inductance super­

conductor, like niobium, is used for the transmission line to facilitate better impedance

matching, and the ground planes on either side of the transmission line must be electri­

cally connected with crossovers. Typically, we find the lowest Two­Level System (TLS)

noise when the resonator metal is deposited first, ensuring a clean interface with the sub­

strate. So, each of these extra steps has the potential to degrade the internal quality factors

of the resonators. Unsurprisingly, initial attempts at fabricating a full hafnium MKID ar­

ray produced unusable resonators with low 𝑄𝑖.

For PtSix, this problem was solved by adding a capping layer of tungsten on top of the

resonator material [44]. The capping layer on an MKID array protects the resonator layer

from the other fabrication processes and is removed as the final step. A good capping

layer, therefore, must etch with the same chemistry as the resonator layer so that the res­

onator can be patterned, be removable with an etch that stops on the resonator layer, and

not degrade the internal quality factor of the resonators. It is also preferable to deposit the

capping layer in situ with the resonator layer to ensure a clean interface. Tungsten was

unavailable in our deposition system, so we investigated three alternatives: aluminum,

niobium, and chromium.

On different portions of the same wafer, resonators were capped with these materials.

A section of the wafer was also left uncovered as a control. Each of these materials etch
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Figure 4.4: The median Qi of the resonators on this array is shown as a function of binned fre-
quency when the array is either in a light-tight box or exposed to the fridge radiation. The data
points represent individual Qi measurements in each case. The dashed lines show a joint fit to the
medians using the model discussed in chapter 2 with an additional constant TLS component. The
expected Qi dependence at zero temperature using this fit is plotted for comparison.

with the same process used for hafnium. After the device was fabricated, the aluminum

was removed with a wet etch in MIF­300 resist developer for 1min; the niobium was

removed with a CF4 + 10% O2 ICP etch at 0.933 Pa and low power for 7min; and the

chromium was removed with a wet etch with a standard chrome mask etchant produced

by Cyantek. Both the niobium and chromium capping layers had no effect on the mea­

sured 𝑄𝑖 when compared to the control device, but the aluminum capping layer reduced

the 𝑄𝑖 of the device by over 50%.

We used chromium as the hafnium capping layer to fabricate a 20,440 pixel MEC­style

array [44]. To adjust the film impedance to the MEC design, the hafnium film thickness

was also increased to 200 nm. This change also had the effect of better matching the de­

tector sensitivity to the desired 800 to 1,400 nm wavelength range than was done in our

test device. Figure 4.4 shows a portion of the microwave transmission amplitude through

the device as well as the measured distribution of internal quality factors at 20mK. We
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found a median 𝑄𝑖 = 190,000 across the array when in a light­tight box. Although, when

the device box was fitted with a microlens array and exposed to the 4K radiation environ­

ment inside of the fridge, the median 𝑄𝑖 dropped to 77,000.

This behavior deviates from that seen in PtSix arrays where the 𝑄𝑖 does not change

when exposed to the same radiation. We can understand this decrease by applying the

gap broadened response model to the two data sets, which combines equations 2.14, 2.20

and 2.25 to find the change in 𝑄𝑖 with temperature and frequency. Allowing the TLS loss,

device temperature in each case, gap energy, and broadening parameter to vary, we find a

joint fit with a TLS component corresponding to 𝑄𝑖 ∼ 260,000, device temperatures of

37mK and 52mK, Γ/Δ0 = 0.002, and Δ0 = 1.5𝑘𝐵𝑇𝑐. The TLS component represents an

average, near­constant loss across this frequency and fitted­temperature range.

In both cases, the fitted device temperature is hotter than the measured fridge temper­

ature. The MEC­style arrays are much larger than the test device (24.6mm × 22.5mm),

and while gold heat sinking is done along the border of the chip, it is possible that this ex­

tra area prevents the chip from fully cooling to the fridge temperature. Alternatively, the

elevated effective device temperature may also be explained by a non­equilibrium phonon

distribution in the superconductor caused by the background radiation [83]. It is unclear

which mechanism is occurring, but the 54mK temperature suggests why this effect was

not noticed in PtSix arrays since they are operated near 100mK. An optical coating on

the microlens array may be needed to block this radiation and avoid this effect in future

hafnium devices.

Although the 𝑄𝑖 for the full array with the microlens is still significantly lower than in

the test device, it is still high enough for this detector application. After probing a typi­
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Figure 4.5: A composite spectrum for a resonator in the MEC-style array is plotted. The res-
onator was at a frequency of 4.99942GHz, had a Qi = 66,100, Qc = 15,700, and was measured
at 18mK. The spectrum was generated by combining data collected with 808 nm, 980 nm, and
1,310 nm wavelength lasers individually. The solid lines correspond to kernel smoothed density
estimations of the individual laser distributions and were used to compute the resolving power
at each energy. In the inset, an example 808 nm single photon event is shown. We measure av-
erage fractional frequency shifts of 3.2 × 10−5 and 1.8 × 10−5 for 808 nm and 1,310 nm events
respectively.

cal resonator at around −106 dBm, near the bifurcation power, we illuminated the array

with three lasers spanning 800 to 1,300 nm and measured photon absorption events. This

data is shown in figure 4.5, and we find that the resolving power of the hafnium MKID

slightly exceeds that seen in TiNx and PtSix arrays [44, 45]. For this device and readout,

the resolving power is limited by noise coming primarily from two­level systems at low

frequencies and from the High Electron Mobility Transistor (HEMT) amplifier at higher

frequencies. The pulse decay time in this configuration was 44 µs and 34 µs in the phase

and dissipation responses respectively.
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4.3 Attributions

The work in this chapter characterizing high quality factor hafnium micro­resonators
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Collura, A. B. Walter, C. Bockstiegel, N. Fruitwala, I. Lipartito, and B. A. Mazin, “De­

sign and performance of hafnium optical and near­IR kinetic inductance detectors”, Ap­

plied Physics Letters 115, 213503 (2019) and G. Coiffard, M. Daal, N. Zobrist, N. Swim­

mer, S. Steiger, B. Bumble, and B. A. Mazin, “Characterization of sputtered hafnium thin

films for high quality factor microwave kinetic inductance detectors”, Superconductor

Science and Technology 33, 07LT02 (2020). The MKIDs used in this chapter would not

be possible without the wonderful device fabrication work done by Grégoire Coiffard,

Bruce Bumble, and Miguel Daal.
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5
Detector and Readout Noise

The resolving power in any detector is, by definition, limited by noise. However, noise

can present itself in many forms and come from many different sources. In this chapter,

we discuss additive noise which can be understood as a realization of a random variable

with zero mean added to our expected signal. This type of noise is not necessarily station­

ary since its magnitude can change during the photon response, but it does exist whether

or not photons are being absorbed by the detector. We use this property to simplify the

noise analysis since we can study it without the detector being illuminated. While not all

noise sources are additive, luckily, most of the ones that affect MKIDs fall into this cate­

gory.

5.1 Types of Noise

Three types of additive noise typically exist in low temperature superconducting sys­

tems: thermal, amplifier, and TLS. A fourth kind, generation­recombination noise, which
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describes noise caused by the constant breaking of Cooper pairs by phonons and their

subsequent recombination may also need to be included in this list [42]. Generation­

recombination noise can be thought of as a fundamental noise floor for superconducting

circuits, and at high temperatures or with large photon fluxes it can be important. How­

ever, in the operating state of an ultraviolet to near­infrared MKID the other three sources

are much larger.

When considering the magnitude of noise, it is important to be explicit about where

the noise is referenced to. Is the noise what is measured at the digitizer? Or, for example,

is the noise referred back to the level produced at the source? The latter, also known as

input referenced noise, is most commonly used since it is directly related to the physical

processes generating the noise. For MKID data, a third option is to refer the noise to the

carrier tone. This is equivalent to transforming the noise into the radial coordinates, Θ

and 𝐷 from chapter 3. This representation is most useful for evaluating the signal to noise

level and can be derived from the input referred noise by dividing by the square of the

resonance loop radius in the I / Q plane, noting that the mixer also divides the original

voltage PSD by 2. In appendix C.1, we show

𝑟 =

√√√
𝑍0𝑃 𝑓

2

((
𝑄

2𝑄𝑐

)2
+𝑄2𝑥2

𝑎

)
(5.1)

𝑃 𝑓 is the microwave power on the feedline entering the device, and 𝑍0 is the transmission

line impedance. For low loss devices, 𝑄𝑖 � 𝑄𝑐, and minimal impedance mismatches,

2𝑄𝑐𝑥𝑎 � 1, we can approximate the loop radius by the simpler formula which is more
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appropriate when making device independent noise estimates.

𝑟 ≈ 1
2

√
𝑍0𝑃 𝑓

2
. (5.2)

5.1.1 Thermal Noise

Thermal noise, also known as Johnson­Nyquist noise, arrises from the random thermal

motion of electrons and holes in semiconductors and conductors. Johnson was the first

to measure this type of noise explicitly [141], and at the same time, Nyquist provided a

theoretical explanation using the equipartion theorem [142]. Any lossy transmission line,

attenuator, or termination will exhibit this kind of noise. The single­sided voltage noise

PSD on a transmission line at temperature, 𝑇 , is given by

𝑆𝑉 ( 𝑓 ) = 4𝑘𝐵𝑇𝑍0. (5.3)

This formula is often used incorrectly, however, since typically a component emitting

thermal noise in a transmission line is connected to more components with the same input

impedance of 𝑍0. In this loaded case, the noise voltage on the transmission line is divided

by 2 and the PSD is divided by 4, giving

𝑆𝑉 ( 𝑓 ) = 𝑘𝐵𝑇𝑍0. (5.4)

Note that the noise in each quadrature of the signal (I or Q) is half of this value which

may cause some confusion with factors of two. See appendix C.1 for more details.
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We include an attenuator in the fridge before the device in our setup to reduce thermal

noise coming from the room temperature components. While we can always make the in­

put signal larger to accommodate this attenuation, the input thermal noise will be set by

the temperature of the attenuator. Colder is always better, but the amount of attenuation

used is an optimization between the amount of heat dissipation and the amount of reduc­

tion needed in the room temperature noise.

Following the derivation in appendix C.1, the single­sided PSD referenced to the car­

rier tone for the input attenuator is written

𝑆rad( 𝑓 ) =
𝑆𝑉 ( 𝑓 )
2𝑟2

=
4𝑘𝐵𝑇

𝑃 𝑓

(
(𝑄/𝑄𝑐)2 + 4𝑄2𝑥2

𝑎

)
≈ 4𝑘𝐵𝑇

𝑃 𝑓

(5.5)

In a real system, the temperature in equation 5.5 will likely be higher than the fridge tem­

perature either because there is some parasitic heating due to the carrier tone or because

of the higher temperature noise from warmer attenuators leaking into the system.

5.1.2 Amplifier Noise

All of the amplifiers in the readout chain add noise to the signal which typically comes

from a combination of frequency independent thermal and shot noise internal to the ampli­

fier. The similarity between thermal and amplifier noise justifies using the noise temper­

ature formalism. The noise temperature of an amplifier, 𝑇𝑁 , is defined as the increase in

the source impedance temperature, 𝑇 , required to produce the observed noise power in the

68



system [143]. The input noise of the amplifier with its source impedance is written as

𝑆V( 𝑓 ) = 𝑘𝐵 (𝑇 + 𝑇𝑁 )𝑍0 (5.6)

For an MKID, the source impedance is usually a 50Ω attenuator on the transmission line

at the base temperature of the fridge as discussed in section 5.1.1, and the amplifier is

usually a HEMT with 𝑇𝑁 > 2 K. Since we treat the source impedance separately, the

amplifier contribution to the noise is given by

𝑆V( 𝑓 ) = 𝑘𝐵𝑇𝑁𝑍0. (5.7)

The noise temperature of an amplifier is a useful concept in cryogenic electrical engineer­

ing because it tends to scale with the temperature of the amplifier and is directly compa­

rable to the temperature of the system, which defines the thermal noise floor. However,

it can also depend on the bias settings used to power the amplifier. Usually 𝑇𝑁 can be

looked up on the amplifier manufacturer’s datasheet.

In units of radians, referenced to the carrier tone, the amplifier noise formula is almost

identical to that of the thermal noise, but 𝑇𝑁 is used instead of the actual temperature.

𝑆rad( 𝑓 ) =
4𝑘𝐵𝑇𝑁

𝑃 𝑓

(
(𝑄/𝑄𝑐)2 + 4𝑄2𝑥2

𝑎

)
≈ 4𝑘𝐵𝑇𝑁

𝑃 𝑓

(5.8)
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5.1.3 Quantum Limited Noise

At 𝑘𝐵𝑇 � ℎ 𝑓𝑔, where 𝑓𝑔 is the carrier frequency created by the signal generator, equa­

tion 5.4 is no longer valid. The full formula for the single­sided PSD of a loaded resistor

at a temperature, 𝑇 is really given by

𝑆V( 𝑓 ) =ℎ 𝑓𝑔𝑍0

(
1

𝑒ℎ 𝑓𝑔/𝑘𝐵𝑇 − 1
+ 1

2

)
=
ℎ 𝑓𝑔𝑍0

2
coth

(
ℎ 𝑓𝑔

2𝑘𝐵𝑇

)
,

(5.9)

where the first term is the standard Plank blackbody radiation law and the second term

is the half­quantum of zero­point fluctuations, also known as vacuum noise [144]. Equa­

tion 5.9 approaches equation 5.4 for 𝑘𝐵𝑇 � ℎ 𝑓𝑔. Like all of the equations for down­

converted signals, this equation is only valid as long as 𝑓 � 𝑓𝑔. In this limit, however,

the quantum limited thermal noise is still constant in frequency. An interesting point

to note, here, is that at 6GHz, the thermal noise of a 50Ω resistor at a temperature of

∼262mK is equal to the zero­point fluctuation noise, so operating significantly below

100mK does not improve thermal noise performance.

It’s important to clarify that any attenuation applied to a readout chain does not atten­

uate the zero­point noise as it is a fundamental property originating from a Heisenberg

uncertainty relationship between the bosonic annihilation and creation operators. As such,

it plays the role of the lowest possible noise an electronic system can have. Similarly the

zero­point noise does not add with that of other sources and should be included only once

in a calculation.

Using the same definition of noise temperature as in section 5.1.1, the amplifier noise
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referenced to the input and including the source impedance is modified to the following:

𝑆V( 𝑓 ) =
ℎ 𝑓 𝑍0

2
coth

(
ℎ 𝑓

2𝑘𝐵 (𝑇 + 𝑇𝑁 )

)
=
ℎ 𝑓 𝑍0

2

(
coth

(
ℎ 𝑓

2𝑘𝐵𝑇

)
+ 2𝐴

)
,

(5.10)

Right away, we see that the definition of noise temperature is less useful at lower tempera­

tures for quantum limited amplifiers. It is no longer linear with respect to the noise, so we

can not decouple its definition from the operating temperature of the source impedance.

Instead, it is more natural to adopt the added noise number, 𝐴, in units of photon quanta

as the standard for comparing noise at low temperatures. Quantum mechanics adds a limit

to how small 𝐴 can be for a phase insensitive linear amplifier [144].

𝐴 ≥ 1
2

����1 − 1
𝐺

����, (5.11)

where 𝐺 is the power gain of the amplifier. A parametric amplifier operates around this

limit, while a HEMT typically has 𝐴 ∼ 5 to 20.

The amplifier contribution to the noise, referenced to the carrier tone is then

𝑆rad( 𝑓 ) =
4ℎ 𝑓𝑔

𝑃 𝑓

(
(𝑄/𝑄𝑐)2 + 4𝑄2𝑥2

𝑎

) 𝐴
≈

4ℎ 𝑓𝑔
𝑃 𝑓

𝐴.

(5.12)

Before moving on, we note that the noise temperature of a quantum limited amplifier is

often redefined to scale linearly with the noise and is used instead of 𝐴 because it has

more familiar units. Referencing equation 5.8 and equation 5.12, 𝑇𝑁 ≡ ℎ 𝑓𝑔
𝑘𝐵

𝐴, which is
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a completely valid way of expressing noise as a temperature as long it is made explicit.

Unfortunately, many published works do not clarify that they are using this definition

instead of the original.

5.1.4 Two­Level System Noise

TLS noise originates from ensembles of two­level tunneling states that are often present

on the surfaces and interfaces of materials or inside of lossy dielectrics [145]. For some

systems, the TLS component contributes a measurable amount to the internal quality fac­

tor of the resonator, 𝑄𝑖. However, when it comes to noise, the two­level system noise

only effects the phase response of the resonator. Fluctuations in the dissipation signal are

suppressed by an extra factor of the power at the device and so are not observed even at

the lowest noise levels [107].

A microscopic understanding of these systems is far from the present state of research.

Current models fail to predict different aspects of measured results, like the frequency

dependence, and the community has not settled on one overarching description. However,

one phenomenological model has been successful in explaining the power dependence

of experiments with superconducting resonators. Gao et al. [146] developed a geometric

model for this noise given by the equation

𝑆 𝑓𝑟 ( 𝑓 )
𝑓 2
𝑟

= 𝑘 ( 𝑓 , 𝑓𝑟 , 𝑇)

∫
𝑉TLS

��� ®𝐸 (®𝑟)���3𝑑3®𝑟

4
(∫

𝑉
𝜖 (®𝑟)

��� ®𝐸 (®𝑟)���2𝑑3®𝑟
)2 . (5.13)

Here, 𝑆 𝑓𝑟 ( 𝑓 ) is the resonance frequency power spectral density. The integrals are done
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over the volume of TLS sources, 𝑉TLS, and the total volume containing the fields, 𝑉 . The

𝑘 (𝜈, 𝑓𝑟 , 𝑇) term gives the spectral shape of the noise and has not been determined analyt­

ically. It has units of s6 A3 kg−1 m−2. In most measurements, 𝑘 ( 𝑓 , 𝑓𝑟 , 𝑇) ∝ 𝑓 −𝛽, where

𝛽 ≈ 1. Since changes in 𝑓𝑟 modify 𝑆21, at high frequencies the TLS noise is rolled off at

the resonator bandwidth according to equation 2.26.

The resonance frequency power spectrum can be converted into a phase response power

spectrum referenced to the carrier tone using equations 2.26, 3.2a and 3.3.

𝑆rad( 𝑓 ) =
�����1 − 𝑆21( 𝑓𝑔 + 𝑓 )

1 − 𝑆21( 𝑓𝑔)

�����2 ( 4𝑄(
1 + 4𝑄2𝑥2

𝑛

)
(1 + 8𝑎𝑄𝑥𝑛/(1 + 4𝑄2𝑥2

𝑛

)2)

)2 𝑆 𝑓𝑟 ( 𝑓 )
𝑓 2
𝑟

(5.14)

On resonance, this equation simplifies to

𝑆rad( 𝑓 ) =
16𝑄2

1 + (2𝑄 𝑓 /𝑓𝑟)2
𝑆 𝑓𝑟 ( 𝑓 )
𝑓 2
𝑟

. (5.15)

Putting all of the known scalings together, we arrive at a more practical formula which

can be used to fit a power spectrum to 𝑘TLS and 𝛽 given a fit of 𝑆21 and knowledge of the

readout power.

𝑆rad( 𝑓 ) = 𝑘TLS

�����1 − 𝑆21( 𝑓𝑔 + 𝑓 )
1 − 𝑆21( 𝑓𝑔)

�����2 ( 4𝑄(
1 + 4𝑄2𝑥2

𝑛

)
(1 + 8𝑎𝑄𝑥𝑛/(1 + 4𝑄2𝑥2

𝑛

)2)

)2 (10−10mW
𝑃 𝑓

)1/2 (1 kHz
𝑓

) 𝛽
≈ 16𝑄2𝑘TLS

1 + (2𝑄 𝑓 /𝑓𝑟)2

(
10−10mW

𝑃 𝑓

)1/2 (1 kHz
𝑓

) 𝛽
(5.16)

The last approximation assumes that 𝑓𝑔 = 𝑓𝑟 . 𝑘TLS is the magnitude of the noise at −100

dBm and allows for easy comparison between datasets. This equation fits experimental
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data well, however, we provide no justification for the power law used to express the TLS

noise frequency scaling.

5.2 Reducing Amplifier Noise

Photon counting MKIDs operate differently than MKIDs designed for longer wave­

length detection in the bolometric regime. Instead of measuring a constant flux of pho­

tons, they record individual photon events similarly to an X­ray calorimeter. To achieve

a measurable detector response for a single photon event they tend to be smaller and able

to handle less signal power than their longer wavelength bolometric counterparts. In these

conditions, amplifier noise can be comparable in magnitude to the detector phase noise

that originates from microscopic TLS states on the surface or between layers of the de­

vice [145]. The TLS noise can be mitigated through careful sample preparation [147],

fabrication [148, 149], and device design [150–152] while the effect of amplifier noise

can be addressed by designing detectors that can handle higher signal powers [153, 154].

These routes are actively pursued, but, for ultraviolet to near­infrared MKIDs, improv­

ing the main readout amplifier’s noise floor offers an additional path to lowering the total

system noise.

To readout an ultraviolet to near­infrared MKID array, the primary amplifier must have

a moderately high saturation power, significant dynamic range, and a large bandwidth.

HEMT amplifiers are often used to satisfy these requirements [155, 156]. State of the

art commercial HEMT amplifiers operating over 4 to 8GHz at 5K typically reach added

noise numbers, in units of quanta, as low as 𝐴 = 5.0 [157]. In practice, the observed 𝐴
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for a HEMT is between 5 and 20 because of the extra attenuation introduced getting the

signal from the coldest stage of the fridge to the 4K stage where the HEMT is mounted

due to cooling power requirements. A quantum limited amplifier that could operate in

these conditions at the coldest temperature stage of the fridge would reduce the added

amplifier noise by a factor of between 10 and 40.

5.2.1 Parametric Amplifiers

Superconducting parametric amplifiers have been shown to perform at or near to the

quantum limit and have been used in several experiments with superconducting resonators.

A ∼1MHz, bandwidth format was used to investigate a superconducting resonator’s noise

properties in the dissipation quadrature [107]. However, only one resonator could be mea­

sured at a time, and a carrier suppression tone was needed, which made the amplifier in­

compatible with single photon measurements. At low signal powers, larger bandwidth

formats have been able to read out up to 20 superconducting qubits [158]. This read­

out system, too, does not have enough dynamic range for an ultraviolet to near­infrared

MKID array as the amplifier’s saturation power is on the order of the required signal

tone’s power.

Traveling Wave Parametric Amplifiers (TWPAs) based on a superconductor’s nonlin­

ear kinetic inductance were designed to handle this wide­band, high power and dynamic

range case [159–161]. In this chapter we show how one of these parametric amplifiers

can be integrated with a large MKID array and demonstrate its ability to measure single

photon events with quantum limited amplifier noise.
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Figure 5.1: Circuit diagram of the readout system. The two synthesizers are labeled A and B for
the signal and pump tones respectively. 50Ω terminations are represented as resistors to ground,
and superconducting components are shaded purple. The diagram does not include line losses.
The system noise is measured using a cryogenic switch which can connect the HEMT amplifier,
to the parametric amplifier, or to one of two matched 50Ω loads on different temperature stages
(shaded red and blue). Light from a laser is directed to the MKID array with an optical fiber and
focused onto each inductor with a collimating lens and microlens array. The approximate spot
size on one resonator in the array is shown in red in the inset image.

The full readout is divided between three temperature stages with most of the large

electronics at room temperature. The rest of the components are cooled to either 3.3K or

100mK in a Leiden Cryogenics CF­200 dilution refrigerator with the MKID array and

TWPA inside of a Amumetal 4K magnetic shield developed by Amuneal. Outside of the

cryostat we employ a homodyne readout system with the signals digitized at a sample rate

of 2MHz after being low pass filtered at 1MHz to prevent aliasing. Figure 5.1 shows a

schematic of the setup used for this experiment.

The parametric amplifier itself is a wide­band, traveling­wave, kinetic inductance am­

plifier of the general type first described by Eom et al. [161], but is an updated version

and differs in several respects. The coplanar wave guide transmission line structure uses
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finer features (e.g. the center line width and gaps are 320 nm). In order to lower the char­

acteristic impedance to 50Ω, added capacitance is provided with a interdigitated structure

in a similar manner to the amplifier described by Chaudhuri et al. [160]. Additionally, the

amplifier is operated in a three­wave mixing mode by applying a DC bias current using

the technique shown by Vissers et al. [162].

Operation of the amplifier using three­wave mixing requires the use of both a pump

tone and a DC bias current. The pump tone (from synthesizer B in figure 5.1) at 14.765

GHz is attenuated by 20 dB at 3.3K and filtered using a 14.5 to 17GHz Marki FB­1575

bandpass filter to ensure that phase noise from the pump generator does not leak into the

signal band. The pump tone power at the input of the amplifier is about −23 dBm. The

tone is then combined with a DC current of approximately 0.7mA to produce about 15 dB

of gain from 5 to 10GHz. The two Anritsu K250 bias tees and the two Marki DPX­1114

diplexers isolate the DC current and pump tone from the other components, respectively.

The diplexers have over 60 dB of isolation at the pump frequency, and the pump tone is

terminated on the cryostat ground at 3.3K where there is more cooling power. The para­

metric amplifier is then protected from reflections off of the warmer components with a

3 to 11GHz Pamtech CTH1365K10 isolator.

Input signal saturation occurs when the amplified signal power at the output of the am­

plifier is approximately 15 dB below the pump power. At that point, the pump amplitude

becomes depleted and the operating point of the amplifier is altered. For 15 dB gain, this

results in an input signal saturation power of around −53 dBm. The large saturation power

obviates the need for any carrier suppression tones. For this array, even if all of the sig­

nal tone power from a simultaneous measurement of a full feedline of resonators reached
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the amplifier input, it would take −86 dBm of power per tone before reaching saturation,

well above the typical operating point of an ultraviolet to near­infrared MKID. In practice,

most of the signal tone power is reflected by the MKIDs before reaching the parametric

amplifier, so higher signal powers might be usable.

The second low temperature amplification stage is a 4 to 12GHz CIT412 HEMT ampli­

fier from Cosmic Microwave Technology with about 32 dB of gain and thermalized to the

3.3K temperature stage with a copper heat strap. A low pass filter is included before the

amplifier input to ensure that the pump tone does not leak past the diplexers and saturate

the HEMT. This amplifier is required because TWPA does not have enough gain to boost

the signal above a standard room temperature amplifier’s noise floor.

5.2.2 System Noise Characterization

Since the transmission through the TWPA is near unity when unpowered, we can per­

form an extended Y­factor measurement of the system. This method allows us to accu­

rately determine the noise components and assign them to different elements in the setup.

Table 5.1 shows this breakdown for a signal tone slightly detuned from the MKID res­

onance frequency. The details of the procedure used to collect this data are laid out in

appendix C.

AI AP AH Asys
0.71+0.03

-0.03
+0.08
-0.01 0.59+0.03

-0.03
+0.08
-0.09 19.5+0.08

-0.08
+3
-1 2.12+0.01

-0.01
+0.8
-0.1

Table 5.1: Maximum likelihood estimates for the input, TWPA, HEMT, and total system noise in
units of quanta at 5.675GHz (from left to right). 1𝜎 statistical errors then systematic errors are
reported to the right of the estimates. The HEMT noise level corresponds to a noise temperature
of about 5.3K and is within the manufacturer’s specifications for the amplifier. The measurement
used to determine these numbers and errors is detailed in appendix C.
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Figure 5.2: Noise on resonance in both signal quadratures with the parametric amplifier’s pump
tone and DC current on and off. When on, the input referenced white noise level decreases to
about a factor of two above the quantum limit of a half photon per quadrature. Each quadrature
contributes a quarter of a quanta for the zero-point noise and a quarter of a quanta for the ampli-
fier noise in this limit.

While the TWPA is performing near optimally, some aspects of the system may be im­

proved. The observed system noise is about two times the achievable limit. Almost 75%

of this excess comes from the HEMT amplifier. This effect could be mitigated by either

increasing the TWPA’s gain or using a lower noise secondary amplifier. Additionally, the

input noise is about 0.2 quanta larger than one would expect from a 100mK termination.

It could be brought closer to its lower bound by increasing the lowest temperature attenua­

tion to block more of the thermal noise from the 3.3K and 300K stages.

Figure 5.2 shows the noise in the bandwidth of our signal with the signal tone set to the

MKID resonance frequency. This state is used for all of the single photon measurements.

The flat component of the noise decreased by a factor of 9.6 when the parametric ampli­

fier was powered, with the noise level in the dissipation response quadrature matching the

off resonance noise floor for the system. In the phase response quadrature, there is signifi­
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Figure 5.3: The normalized estimated photon energy distributions are plotted for three different
laser energies when the TWPA’s DC current and pump tone are turned off (left) and on (right).
The TWPA clearly improves the spectral widths. The solid lines are kernel density estimations
used to calculate the resolving powers listed in table 5.2.

cant low frequency noise which we attribute to TLS noise in the detector.

5.2.3 Platinum Silicide Resolving Power Measurements

The detector that we tested was designed for the MEC instrument at the Subaru tele­

scope on Maunakea in Hawaii [123]. It has ten niobium coplanar waveguide feedlines

and a 20,440 pixel platinum silicide MKID array multiplexed over 4 to 8GHz [44]. Each

pixel is a lumped element resonator, capacitively coupled to one of the feedlines. A mi­

croscope image of a pixel is shown in the inset of figure 5.1.

For the photon measurements, we used five laser diodes with wavelengths from 808 to 1,310

nm. The 1,120 nm diode was purchased from Eagle Yard, and the others were purchased

from Thor Labs. The diode light was coupled into a fiber using an integrating sphere and

sent into the fridge. Near the detector, the fiber output was collimated and directed toward
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Energy [eV]
Resolving Power [E/ΔE]

Measured Expected
1.52 (814 nm) 6.1 → 9.3 10 → 27
1.35 (917 nm) 6.5 → 9.4 11 → 27
1.27 (979 nm) 6.5 → 9.6 11 → 27
1.12 (1,110 nm) 6.5 → 9.2 10 → 26
0.946 (1,310 nm) 6.1 → 8.8 8.9 → 22

Table 5.2: The measured increase in the resolving power is shown by comparing data with the
TWPA unpowered and powered for different photon energies as indicated by the arrows. The ex-
pected resolving power based on the noise level, is also specified using equations 3.17 and 3.23.
The detector response starts to saturate, as designed, at the highest energies, so the resolving
power begins to decrease.

a microlens array on top of the device. The microlens array focused the light onto the in­

ductor of each pixel and was purchased from Advanced Microoptic Systems. It is made

from 1 mm thick STIH53 glass with 140 × 146 lenslets at a 150 µm pitch.

We chose a resonator from the array at 5.67446GHz with a coupling and internal qual­

ity factors of 15,100 and 190,000 respectively for this test. All data taken off resonance

was captured at a frequency of 5.675GHz. Near the resonance frequency the parametric

amplifier had a constant gain of 13.7 dB, and the resonator was driven almost to satura­

tion at about −106 dBm. When the parametric amplifier is turned on, we see changes in

the coupling quality factor of some resonators on the order of ∼10%. More isolation be­

tween the parametric amplifier and MKID array could remove this effect, but since this

difference is smaller than the variation intrinsic to the design, modifications were unneces­

sary for this test.

When the detector is illuminated, we measure a two dimensional pulse record for each

photon event described in chapter 3. From a record, we can calculate a maximum likeli­

hood estimate of the photon’s energy and arrival time. Since the pulse decay time is about
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35 µs, care was taken to use low count rates (<200Hz) and to exclude photons which ar­

rived within 2ms of each other to ensure clean event records.

Figure 5.3 shows the resolving power measurement for 808 nm photons with the TWPA’s

pump tone and DC current both on and off, along with the kernel density estimations

of the distributions that were used to compute the resolving power. We note that even

though the dissipation noise is significantly smaller than the phase noise when the para­

metric amplifier is on, the smaller dissipation signal for this detector means that roughly

90% of the expected resolving power can be achieved with the phase signal alone.

Using TWPA clearly improves the resolving power, but the results do not match the

expected values for the noise level in the system. Table 5.2 shows this discrepancy over

the five measured photon energies. Our noise model does not account for the small, non­

stationary decrease in phase noise during a photon event, but we still see this discrepancy

when estimating the energy using only the dissipation signal, which has stationary noise.

Additionally, since the actual phase noise for a given event is smaller than a stationary

noise model predicts, non­stationary noise is unlikely to explain the measured discrepancy

in resolving power.

The response of a MKID induced by a uniform distribution of quasiparticles differs

from the response from a localized quasiparticle distribution. In the localized case, the

detector response is proportional to the square of the current density multiplied by the

quasiparticle distribution integrated over each position in the resonator [93]. Therefore,

the non­uniform current density in the resonators can also contribute to an uncertainty

in pulse height and account for the skewed distribution in figure 5.3. In an ideal lumped

element resonator, all of the current is in the inductor and none is in the capacitor, so it is
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Figure 5.4: The simulated current density for the full resonator used in this section is shown on
the left. The photon-sensitive portion of the resonator is shown in more detail on the right. The
scale for the current density is arbitrary.

important to ensure a uniform current distribution in the inductor during the design of the

sensor. This effect is strongly dependent on the diffusion constant for platinum silicide,

which is unknown for our films.

To evaluate the magnitude of this problem, the current distribution was computed in

a Sonnet simulation for this resonator and is shown in figure 5.4. It takes the resonator

about 1 µs to respond to a photon absorption event, and in that time, the quasiparticles

will have diffused an amount determined by the superconductor’s diffusion constant. This

time scale roughly sets the amplitude of a photon pulse since at longer time scales the

quasiparticles begin to recombine. In similar films the diffusion constant has been mea­

sured to be ∼2 to 8 cm2 s−1 [163], so we use this range for our analysis.

To model the effect of the current non­uniformity, we randomly selected photon ab­

sorption locations on the inductor, solved the diffusion equation for each one, and com­

puted the resulting response. Photon strikes in the capacitor have normalized responses

83



0.90 0.95 1.00

Normalized Detector Response

0

5

10

15

20

25

30

P
ro

ba
bi

lit
y

D
en

si
ty

0 2 4 6 8

Diffusion Constant
[
cm2 s−1

]
15

20

25

30

35

40

R
[E

/∆
E

]

Figure 5.5: The effects of the current non-uniformity on the detector resolving power are shown.
All other sources of noise are ignored. For a random photon absorption location on the inductor,
the distribution of responses is shown for a diffusion constant of 3 cm2 s−1 (left). Larger diffusion
constants result in higher resolving powers (right).

�0.5 and are excluded from the calculation to increase the throughput. The distribu­

tion of responses for several different diffusion constants was computed to estimate its

effect on the resolving power. The results are shown in figure 5.5 and suggest an ex­

pected 𝑅 ∼ 25 to 40. Pulse shape variations may also contribute, but we expect them

to be small since the quasiparticle distribution averages out the current non­uniformities

at time scales on the order of the quasiparticle recombination rate. In our data, we do not

see significant variations in the pulse shape for photons of the same energy with different

pulse heights. These results suggest that the resolving power limit does not come from the

system noise or detector geometry. In chapter 6, we will identify the most likely source

and attempt to correct it.

As a note, the results presented in table 5.2 are slightly different than those given in ref­

erence 105 despite being from the same dataset. Reference 105 employed a more compli­

cated method than used here to extract the photon energies in an attempt to ensure that the

degradation in resolving power was not related to the type of analysis. Since these results
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Figure 5.6: The resolving power measurement of a hafnium MKID readout with a TWPA is shown
where the original and alternative phase and dissipation coordinates from chapter 3 are used. The
Θ2 and D2 clearly increase the resolving power of the highest energy photons by removing the
unphysical signal compression from the homodyne readout.

turned out to be mostly analysis independent, here we used the simpler photon energy es­

timation technique discussed in chapter 3 to stay consistent with the rest of the results in

this dissertation.

5.2.4 Hafnium Resolving Power Measurements

Hafnium resonators, too, benefit from using a TWPA in their readout chain. As we

did for hafnium resonators without a TWPA we see slightly better performance than with

PtSix, primarily because of the longer pulse decay time and higher responsivity. Fig­

ure 5.6 shows the measured resolving power of a single pixel in a hafnium detector array

designed in the MEC format over a wider energy range than that studied with PtSix.

Also shown in figure 5.6, is a comparison between the two different phase and dissipa­

tion coordinate systems discussed in chapter 3. They both give similar results for the low­
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Energy [eV]
Resolving Power [E/ΔE]

Measured Expected
3.03 (406 nm) 22 120
1.87 (663 nm) 14 38
1.52 (814 nm) 12 26
1.35 (917 nm) 11 23
1.27 (979 nm) 11 22
1.12 (1,110 nm) 11 22
0.946 (1,310 nm) 10 18

Table 5.3: The discrepancy between the measured and expected resolving powers for the
hafnium detector readout with a TWPA is shown. The expected resolving power based on the
noise level is computed using equations 3.17 and 3.23. At the highest energy we see a large
increase in the expected R which comes from a boost in the detector responsivity caused by
the nonlinear kinetic inductance. This effect is difficult to design detectors around and, as such,
should not be taken as a realistic estimate of a typical expected resolving power at this energy.
The Θ2 and D2 coordinates were used for this analysis.

est energy photons, but at the higher energies a significant amount of signal compression

occurs with Θ1 and 𝐷1. The compression is removed when using the Θ2 and 𝐷2 coordi­

nates, and the resolving power increases dramatically. For this detector the energy range

over which photon energies can be accurately measured was more than doubled by using

this coordinate system. These coordinates should be used any time such a wide energy

range needs to be measured with an MKID but likely will only work if the noise floor is

low enough.

Hafnium detectors also see the same resolving power discrepancy as in platinum sili­

cide. Table 5.3 shows the measured and expected resolving powers across this energy

range for the better performing Θ2 and 𝐷2 coordinates. The difference between our mea­

surements and expectations reach as large as a factor of five at the highest energy tested.

The values in table 5.3 differ slightly from those presented in reference 118 even though

they are derived from the same dataset. In that paper, a single filter was used for the en­
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tire energy range to show that the new coordinate system significantly improves detector

linearity. Here, however, we are more interested in the limiting resolving power, so to be

consistent with the analyses presented in the rest of this dissertation, we use a different

filter for each photon energy.

5.3 Attributions

The TWPA MKID readout and corresponding platinum silicide detector resolving

power measurements were the product of work by N. Zobrist, B. H. Eom, P. Day, B. A.

Mazin, S. R. Meeker, B. Bumble, H. G. LeDuc, G. Coiffard, P. Szypryt, N. Fruitwala, I.

Lipartito, and C. Bockstiegel, “Wide­band parametric amplifier readout and resolution

of optical microwave kinetic inductance detectors”, Applied Physics Letters 115, 042601

(2019). The subsequent application of this readout scheme to a hafnium detector and the

demonstration of the improvement using the alternative coordinate system was done by

N. Zobrist, N. Klimovich, B. Ho Eom, G. Coiffard, M. Daal, N. Swimmer, S. Steiger, B.

Bumble, H. G. LeDuc, P. Day, and B. A. Mazin, “Improving the dynamic range of single

photon counting kinetic inductance detectors”, Journal of Astronomical Telescopes, In­

struments, and Systems 7, 010501 (2021). Additionally, Neelay Fruitwala’s help ensuring

that all of the factors of two in the noise equations were in the correct place was invalu­

able in writing this chapter.
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6
Solving the Phonon Problem

The discrepancy between the measured and expected resolving powers for our low

noise detectors discussed in chapter 5 must be addressed in order to further improve MKID

performance. Based on the superconducting instrumentation community’s experience op­

timizing STJ detectors, it should not be particularly surprising that phonon escape might

be the hidden factor limiting MKIDs [39]. We will also present order of magnitude calcu­

lations of this effect in this chapter which corroborate that phonon loss is a problem in our

detectors. However, an exact theoretical treatment of this form of resolving power degra­

dation is challenging with the materials that we use. Much of the physics that has been

developed to describe this effect applies only to BCS superconductors with no gap broad­

ening and requires knowledge of difficult to measure material constants. It will likely be

some time before these types of calculations become trustworthy.

In light of these shortcomings, we pursue a more experimental approach to eliminating

phonon escape in our detectors. This chapter will focus on one such attempt and show

that, despite our ignorance of the exact physics, we need not proceed blindly. We can still
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remain quantitative about the size of the effect and use that knowledge to further improve

our sensors.

6.1 Missing Energy

The phonon limited resolving power of ultraviolet to near­infrared MKIDs is set by

the interaction between quasiparticles and phonons in the superconductor. After the en­

ergy down­converts from the initial photon absorption event, the leftover phonons that are

produced as a side product do not affect the superconductor’s surface impedance, so they

have effectively disappeared from our measurement system. This missing energy affects

the detector’s pulse height from which we extract the estimated photon energy, 𝐸photon. If

the same amount of energy was lost due to phonons during every photon event, we would

not take notice. However, since this effect is a statistical process, more missing energy

translates into a lower resolving power.

6.1.1 The Fano Limit

The ultimate limiting resolving power for ultraviolet to near­infrared MKIDs is set

by the amount of phonons that reach energies lower than 2Δ, at which point they can no

longer break Cooper pairs. All other phonons are assumed to eventually convert their en­

ergy into quasiparticles and be detected. At the end of this complete downconversion pro­

cess, roughly 41% of the initial energy will be contained in these low energy phonons [71].

The exact amount of energy lost in this manner is statistical and sets the maximum achiev­
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able resolving power, called the Fano limit [164].

𝑅Fano =
1

2
√

2 ln(2)

√
𝜂pb𝐸photon

Δ𝐹
(6.1)

Here, 𝜂pb and 𝐹 are the pair breaking efficiency and the Fano factor. We use the stan­

dard values 0.59 [71] and 0.2 [165, 166] respectively for each since they are difficult

to measure and vary only weakly across most superconductors [71, 164]. The factor of

2
√
2 ln(2) converts the standard deviation to the full­width half­max distribution width.

For a detector with a superconducting transition at 500mK, the Fano limit gives a maxi­

mum resolving power of roughly 59 at 2.5 µm and 147 at 400 nm, right in the target range

for an exoplanet IFS.

6.1.2 Hot Phonon Escape

In practice, achieving the Fano limit in real detectors has proven difficult. Phonons es­

caping into the substrate before they fall below the 2Δ energy threshold can significantly

reduce the observed resolving power [105, 129, 167]. We account for this excess loss by

introducing an extra phonon loss factor, 𝐽, into equation 6.1 [168].

𝑅phonon =
1

2
√

2 ln(2)

√
𝜂pb𝐸photon

Δ(𝐹 + 𝐽) (6.2)

After measuring the signal­to­noise contribution to the resolving power, 𝑅noise, the total

resolving power is given as 1/𝑅2 = 1/𝑅2
noise + 1/𝑅2

phonon. In this way, 𝐽 can be estimated

for different materials and geometries assuming that there are no other contributions to
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𝑅. The photon event absorption position along with a non­uniform current density in the

inductor can also contribute to a decreased resolving power, but modeling of these effects

suggests that they do not contribute significantly for this design as long as 𝑅 ≲ 40 [105].

Hafnium has proven to be the best material out of the higher inductance materials

tested so far [67, 118]. The breakdown of the noise contributions to 𝑅 for the hafnium

detector from section 5.2.4 shows that athermal phonon escape is the primary factor lim­

iting the resolving power over the tested energy range, corresponding to 𝐽 = 13 and

𝑅phonon = 13 at 1 µm. For the platinum silicide results presented in section 5.2.3, we

measure 𝐽 = 9.3, giving 𝑅phonon = 10 at 1 µm. Although the platinum silicide 𝐽 value is

smaller than that of hafnium, the higher 𝑇𝑐 in platinum silicide results in a slightly worse

resolving power.

The phonon loss can be partitioned into two contributions, 𝐽 = 𝐽high + 𝐽low, which cor­

respond to the first and subsequent waves of phonons interacting with the substrate bound­

ary respectively. Each of these components can be estimated theoretically, but since both

of the formulas for 𝐽high and 𝐽low are fairly complicated and depend on a lot on hard to

estimate parameters, the details of these computations are left to appendix D. We find for

hafnium, 𝐽 = 6.39, corresponding to a limiting resolving power of 𝑅phonon = 18 at 1 µm.

For PtSix, 𝐽 = 1.89, which gives 𝑅phonon = 21 at 1 µm. These calculated values aren’t

consistent with our measurements, but they are order of magnitude correct. This level of

agreement is to be expected with all of the parameter uncertainties. However, the calcu­

lation does indicate that phonon loss is happening in our detectors at levels effecting the

resolving power. Even more so, the calculations show that the primary effect is coming

from the first wave of phonons near the Debye energy. If we can block those from escap­
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ing, we will go a long way toward improving the resolving power.

6.2 Membrane Detectors

The best published MKID resolving powers to­date have been in NbTiN­Al hybrid

coplanar waveguide resonators suspended on silicon nitride membranes [167]. Com­

pared to that of a device on a thick substrate, the membrane device had a higher resolv­

ing power, corresponding to a decrease in 𝐽 by a factor of about 8, from 3.1 to 0.38. The

much thinner membrane allows partially escaped phonons to be quickly recollected in the

sensor before reaching the substrate. The extra chance to down convert into quasiparticles

and be detected increases the average time required for phonons to fully escape, 𝜏esc, and

results in a higher resolving power. This improvement was shown to be consistent with

a simple geometric ray­tracing phonon model, which used the proportionality of 𝐽 to the

ratio between the phonon pair breaking time and the escape time, 𝜏pb/𝜏esc, to evaluate the

expected decrease in 𝐽. These values for 𝐽 are smaller than that for hafnium on sapphire,

but because of hafnium’s lower gap energy, the limiting resolving power is similar for the

non­membrane devices.

While the membrane devices give an impressive increase in 𝑅, it introduces significant

fabrication complexity. Additionally, the aluminum sensor used in that demonstration

is small, highly reflective of ultraviolet to near­infrared photons [169], and has a low ki­

netic inductance, which makes it difficult to create large arrays with high quantum effi­

ciency. A more realistic detector design for a kilo­ or mega­pixel detector requires a more

disordered superconductor with a higher kinetic inductance that can be patterned into a
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compact lumped element circuit like shown in figure 1.3. The lumped element design al­

lows for light to be focused onto the inductor with a microlens array making fill factors of

>90% possible.

Despite being impractical, the achieved resolving powers of 28 at 1 µm and 52 at 400

nm are such a large leap above the performance of previous devices that phonon escape

can no longer be ignored as a source of noise in MKIDs. In order to achieve similar per­

formance, we need to emulate this phonon blocking strategy with a detector geometry

suitable for astrophysical observations.

6.3 Phonon Blocking Layer

To decrease 𝐽 without a membrane, some form of phonon blocking layer must be in­

troduced between the photo­sensitive superconductor and substrate. This layer may take

the form of a material with an acoustic impedance very different from either the substrate

or sensor material. In this case, phonons would preferentially be reflected back into the

sensor allowing for more opportunities to break Cooper pairs into quasiparticles before

falling below the 2Δ threshold.

6.3.1 Effective Phonon Transmission

To evaluate the performance of this kind of high impedance layer, we use the angle

averaged phonon transmission from material 𝑖 to adjacent material 𝑗 defined by the ap­

propriate combination of the transmission coefficients for longitudinal and transverse

93



phonons [170].

𝑇𝑖 𝑗 =

(
2𝑇𝑡,𝑖 𝑗
3𝑐2

𝑡,𝑖

+
𝑇𝑙,𝑖 𝑗

3𝑐2
𝑙,𝑖

) (
2

3𝑐3
𝑡,𝑖

+ 1
3𝑐3

𝑙,𝑖

)−2/3

(6.3)

Here 𝑐 corresponds to the speed of sound and the 𝑡 and 𝑙 subscripts specify the corre­

sponding transverse or longitudinal phonon mode. The average reflection coefficient can

be found with 𝑅𝑖 𝑗 = 1 − 𝑇𝑖 𝑗 .

To compute the effective transmission from material 1, through material 2, and into

material 3, we add up all of the transmission and reflection paths that result in a phonon

entering material 3, assuming no phonon coherence across the structure. This procedure

results in the following formula:

𝑇13 = 𝑇12𝑇23

∞∑
𝑖=0

(𝑅23𝑅21)𝑖 . (6.4)

Table 6.1 contains all of the material parameters used to compute the transmission co­

efficients from the acoustic mismatch model and the effective transmission through an

interface defined by equation 6.4. An example of this kind of high impedance layer might

be a low density polymer like PMMA, which according to the acoustic mismatch model

presented here would reduce the effective phonon transmission coefficient into the sap­

phire by a factor of 3.1 [170, 171]. Since 𝐽 is roughly proportional to the transmission

coefficient, we might expect as much as a 70% improvement in 𝑅phonon with this method.
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Material density
[
g cm−3] ct

[
ms−1

]
cl

[
ms−1

]
Hafnium 12.781 2,053 3,786
Indium 7.47 904 2,700
Silicon 2.33 5,340 8,980
Sapphire 3.99 6,450 10,900
PMMA 1.18 1,400 2,757

Table 6.1: Material parameters used in the acoustic mismatch calculations. All data were taken
from reference 170 with the exception of those for hafnium and PMMA which were found in refer-
ence 172 and 173 respectively and correspond to room temperature measurements.

6.3.2 Low Debye Energy Interfaces

Amorphous­insulating blocking layers like PMMA are another potential source of loss,

though, and should be kept away from the MKID capacitor to avoid excess two­level sys­

tem noise [152]. Since most of the escaping phonons contributing to 𝐽 have energies near

the Debye energy of the sensor material, a potential alternative, then, is to find a metallic,

preferably superconducting, layer that has a low enough Debye energy to not have any

available phonon states in that energy regime.

Out of the available elemental low Debye energy superconductors, indium and lead

stand out as the easiest with which to fabricate devices. Both have effective phonon cutoff

energies much lower than that of hafnium: the Debye temperature of indium and lead,

112K and 105K respectively, are roughly half of that of hafnium, 252K [51]. We chose

to proceed with indium as it was more readily available at the time.

Unlike with PMMA, adding an indium interface layer would result in only a ∼18% de­

crease in the effective transmission coefficient according to the acoustic mismatch model.

The highest energy phonons produced in the hafnium, though, should be unable to escape

into the indium below because of the low Debye energy. These phonons have a wave­
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Figure 6.1: A schematic representation is shown of the phonon blocking layer (yellow) employed
in this paper. The lack of available phonon states in the blocking layer prohibits high energy
phonons (red and orange) generated during a photon absorption from escaping the detector ma-
terial, allowing all of their energy to be measured. Lower energy phonons (blue) pass through
the barrier without significantly more scattering than if the barrier were not present. Similarly, the
phonon blocking layer provides some protection to the detector from high energy events in the
substrate from high energy radiation.

length on the order of the hafnium lattice spacing, ∼0.3 nm, so indium films that are tens

of nanometers thick should provide an effective barrier.

Similar types of multilayers with mismatched Debye temperatures have been previ­

ously fabricated to produce low thermal conductivity films at room temperature [174].

Because at higher temperatures the contribution of Debye phonons is important, these sys­

tems are effective at limiting the quasi­equilibrium heat transfer across the film boundary.

Work with these multilayers shows that the simple considerations used here to choose

an interface material are likely inadequate for fully describing the phonon transport. The

amorphous nature of these films and the presence of the interface, for example, alter the

fundamental properties of the phonons [175]. However, we will continue to use these sim­

ple models as order of magnitude estimates, noting that the future design of this kind of

interface layer would benefit from a more detailed analysis.

This type of interface layer is an interesting tool for manipulating phonon dynamics at

low temperatures and may have uses in other types of devices. As shown in figure 6.1, it
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acts as a selective valve, preventing highly non­equilibrium phonons from crossing the

barrier, while allowing passage for low energy phonons which help keep the device in

thermal equilibrium with the substrate. We use it here to keep high energy phonons inside

of our detector, but the interface layer should also provide protection to the device from

absorbing high energy phonons generated in the substrate. One potential source of these

phonons is from ionizing radiation, like cosmic rays, which cause detector glitches and

lead to a significant increase in dead time in superconducting bolometers [176]. These

types of events also pose problems for quantum computers by destroying qubit coherence

and increasing error rates [177]. This problem may be partially mitigated by implement­

ing a similar interface layer in the respective devices.

6.3.3 Device Description

To demonstrate the phonon blocking effect, we fabricated a hafnium / indium bilayer

MKID on silicon. Silicon was chosen as a substrate to encourage more uniform indium

films, but we note that thin layers of indium can be deposited on sapphire if the substrate

is cooled to liquid nitrogen temperatures [178]. The tested bilayer was comprised of a

15 nm layer of indium with 220 nm of hafnium on top. The silicon wafer is mounted into

the vacuum chamber of a thermal evaporator. Indium drops are placed into a tungsten

crucible and the system is pumped down to a base pressure of 3 × 10−6 Torr where the

indium is evaporated onto the substrate.

The substrate is then transferred into a ultra high vacuum AJA ATC­2200 sputter de­

position chamber and the hafnium is deposited on top of the indium. The hafnium de­
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position process is described fully in reference 134, but we use a different sputter target.

The target is >99.95% hafnium by weight of the 79 elements sampled excluding zirco­

nium. Zr, O, C, N, Ta, Fe, H, Nb, Al, Si are all 700, 60, 10, <10, <5, 1.5, <0.5, 0.25, 0.24,

0.21wt% respectively. All other elements are ≤0.14wt%.

The wafer then goes through a single step of lithography consisting of the definition

of the MKID resonators. 80 nm of DUV­42P6 adhesion promoter is spun on the wafer

followed by 800 nm of imaging UV6­0.8 photoresist. The MKID geometry is patterned

with the same stepper and the indium/hafnium bilayer is etched in a PlasmaTherm SLT

700 reactive ion etcher in a BCL3/Cl2 environment (60 sccm / 40 sccm, 5mTorr, 100W).

Finally, the resist is removed with solvents and gold bond pads are added via a lift off

process on the side of the chip to ensure good thermalization of the device. The wafer is

then diced into chips of dimension 13mm × 13mm.

Between the deposition of indium and hafnium, the sample is exposed to atmosphere.

A small uncharacterized oxide layer may form which is not considered in the phonon

transport calculations in this chapter. Future work might investigate if removing this layer

has a significant impact on the detector resolving power.

6.3.4 Bilayer Proximity Effect and 𝑇𝑐

We measure 𝑇𝑐 = 468mK for hafnium on silicon and 786mK for the bilayer on silicon

indicating that the thin indium layer has a strong effect on the superconducting properties

of the film. Luckily, 786mK is still within the sub­Kelvin value range needed for this

type of detector, so we should not be too concerned. At most, the detector thickness will
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Figure 6.2: The normalized density of states for three vertical positions along the bilayer are plot-
ted. Top corresponds to the side of the film furthest from the substrate while Bottom refers to the
interface between the indium and hafnium. The density of states of the hafnium near the inter-
face and all of the indium is indistinguishable from the Bottom curve. The density of states in the
Center of the bilayer film is also shown for comparison.

need to be tuned in the future to compensate for the slight decrease in responsivity. As

the hafnium is already fairly thick, we can be confident that this issue will not constrain

detector performance.

To try to explain this variation in 𝑇𝑐 we calculate how the density of states in the film

changes due to the proximity effect. We use a numerical simulation based on the Us­

adel equations, discussed in section 2.1.2, to calculate the density of states as a function

of vertical position in the film to verify that it has a single gap energy [69]. Figure 6.2

shows the results of this computation using the parameters defined in table 6.2 and assum­

ing zero boundary resistance. The film does have a single gap energy despite significant

variation in the density of states. The predicted variation in the density of states does not

effect detector performance because the size of the diffusion constant in each material

results in a uniform vertical distribution of quasiparticles on µs timescales for this detec­
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tor thickness. However, the calculation shows that the film transition temperature should

only increase by a few mK when adding the thin indium layer which does not match our

measurements. This is somewhat expected because of the uncertainty in the hafnium 𝑇𝑐

which depends strongly on the film stress and substrate used [134]. We should expect,

then, that the bilayer 𝑇𝑐 will be as controllable as that of hafnium by changing the deposi­

tion parameters.

Materiald [nm] 𝜌 @ 4 K [µΩcm] ΘD [K] Tc [K] N0
[
J−1m−3] D

[
cm2 s−1

]
Hafnium 220 60.6 252 0.468 1.23 × 1047 5.24
Indium 15 0.0973 112 3.3 8.78 × 1046 4,570

Table 6.2: The layer thicknesses, resistivities, Debye temperatures, transition temperatures,
single-spin density of states, and diffusion constants used in the proximity effect numerical simula-
tion are tabulated here. The single-spin density of states includes the phonon enhancement factor
and was computed using the data from reference 51 and the densities presented in table 6.1. The
diffusion constant was computed using D=1/𝜌N0e2 [179]. All other parameters were measured di-
rectly from films deposited on silicon wafers with deposition parameters matching those used to
make the bilayer.

6.3.5 Resonator Measurements

Resonators patterned out of the bilayer material had internal quality factors of up to

250,000, which are similar to the quality factors achieved in hafnium alone [134]. We

also found that the quasiparticle lifetime increased when the indium was added. However,

it can be difficult to extract the exact quasiparticle lifetime in a superconductor based on

a photon response. The quasiparticle recombination rate is quadratic in the total number

of quasiparticles, which results in a pulse shape that transitions from a hyperbolic to ex­

ponential decay over time. The functional form for this decay was worked out in refer­
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ence 180.

𝑋 (𝑡) = 𝐴

[1 + 1/𝑥qp (0)] exp (𝑡/𝜏qp) − 1
(6.5)

Here, 𝑋 is either the phase or dissipation response. 𝑡 is time. 𝐴 is a scaling parameter re­

lating the fractional quasiparticle density at the beginning of the pulse, 𝑥qp(0), to 𝑋 . 𝜏qp is

the quasiparticle lifetime at zero quasiparticle density.

𝜏qp differs from the pulse decay time presented for hafnium in reference 67, for exam­

ple, because it is not a time constant representative of the pulse as a whole but rather of

the tail end of the pulse. Figure 6.3 shows the fits to the average pulse in each quadrature

of the signal to this model. We choose to limit the fit to data less than half of the pulse

peak to minimize the effect of the finite resonator ring up time on the results. The fit pa­

rameters and their statistical uncertainties are given in table 6.3.

The recombination times and initial fractional quasiparticle densities in each quadrature

do not align. This effect indicates that not all quasiparticle states contribute equally to

the phase and dissipation response. A similar observation has been made for titanium

nitride detectors [64]. The lifetime in the dissipation signal changes the most in our data,

which we suspect may be attributable to the larger high energy phonon density inhibiting

quasiparticle relaxation into localized, dissipationless states.

Film Response 𝜏qp xqp

Hafnium
Phase 404 ± 6.3 21.6 ± 0.42

Dissipation 106 ± 1.7 5.6 ± 0.15

Bilayer
Phase 452.4 ± 0.55 1.010 ± 0.0044

Dissipation 401.3 ± 0.48 1.585 ± 0.0053

Table 6.3: The fitted values for the quasiparticle lifetime and initial quasiparticle fractional density
along with their 1-𝜎 uncertainties are tabulated for the phase and dissipation directions.
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Figure 6.3: Fits to the average pulse decay in the phase and dissipation quadratures are shown
for both the hafnium film and hafnium bilayer. Each pulse response is normalized to its pulse
height.

Figure 6.4 shows a dramatic improvement in the resolving power from 11 to 20 at 1 µm

in the bilayer devices. From this data, we calculate 𝐽 = 1.6 corresponding to a 8 times

improvement in phonon trapping over the original device, similar to the improvement

seen by suspending an MKID on a membrane. The full noise breakdown of this device

and the hafnium device from section 5.2.4 are also shown in figure 6.5 and have been

extrapolated to higher and lower wavelengths as a guide to how these detectors are likely

to perform outside the tested wavelength range. For the bilayer device above 1 µm, the

resolving power is strongly limited by the signal to noise of the photon pulse, while below
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Figure 6.4: The combined spectra are shown for the bilayer device resolving power measure-
ment. We see a large improvement in the resolving power when compared to previous measure-
ments with just hafnium films like in figure 5.6.

1 µm phonon escape becomes the limiting term in the resolving power.

6.3.6 Expected Phonon Trapping Improvement

If the increase in energy resolution were from only the acoustic mismatch introduced

by the indium layer, we could compute the expected increase in 𝑅 using the phonon ray­

tracing model developed in reference 167. We employ a similar model to calculate the

phonon escape time, 𝜏esc. The geometry is assumed to be a 2 µm wide rectangle with infi­

nite length. The hafnium thickness is 220 nm and the indium thickness is 15 nm. Phonons

are emitted in random directions from the top of the film with equal probability for each

phonon mode. When a phonon hits an interface it is either transmitted at a new direction

determined by Snell’s law or reflected. If reflected, diffuse scattering is assumed and a

random direction is chosen. Care is taken at the interfaces to calculate the probability of

mode conversion between transverse and longitudinal phonons according to the acoustic
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Figure 6.5: Left: The noise decomposition for the hafnium device discussed in section 5.2.4
is shown. The filled in green area represents the resolving powers achievable by reducing the
phonon loss but keeping the same noise spectrum. Right: The same breakdown is shown for the
hafnium / indium bilayer device. The phonon component to the resolving power is significantly
improved.

mismatch model [170]. 𝜏esc is computed by keeping track of the time required for each

phonon to enter the substrate and averaging that time for 10,000 different starting condi­

tions.

We find that 𝜏esc ∼ 12 ns for both hafnium on sapphire and the bilayer on silicon. The

ratio of 𝐽 in the hafnium film to that in the bilayer is given by

𝐽Hf
𝐽Bi

=
𝜏esc, Bi

𝜏esc, Hf
∼ 1. (6.6)

We expect effectively no change in 𝐽, which is consistent with the similar effective trans­

mission to the substrate between the two devices that was computed earlier from the

acoustic mismatch model. With the higher gap energy in the bilayer and if the acoustic

mismatch were the only effect, these results suggest that the bilayer should have worse
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resolving power than that of the hafnium device. Since this is not the case, we infer that

an alternative mechanism must be preventing phonon transmission.

To investigate the effect of the lower Debye energy of indium, we need to take into

account the physics of the full energy down­conversion process. Unfortunately, sputter

deposited thin film hafnium differs significantly from bulk hafnium. The thin film tran­

sition temperature is a factor of 4 higher than its bulk value [134]. It also is a very disor­

dered material resulting in an anomalously high normal state resistivity [131]. With this

in mind, it is unsurprising that the material constants for hafnium provided in reference 71

do not provide sensible answers when calculating the phonon loss factor, 𝐽. We do, how­

ever, expect that the general picture of the energy down­conversion and phonon loss still

apply [129, 168]. Using the formulas from these references, we can put bounds on our

expected change in 𝐽 when the hafnium bilayer is introduced.

Although the calculated value for 𝐽 in hafnium are not consitent with the measured

value, we can estimate the improvement that we expect to see by looking at the depen­

dence of 𝐽 on the Debye energy. Since we are only looking at phonon energy scaling we

can ignore any constant or weakly energy dependent terms in equation D.1 to get the pro­

portionality

𝐽high ∝
∫ ΩD

0
𝑑𝜖𝜖3. (6.7)

This proportionality becomes exact in the large film thickness limit, 𝑑 � 𝑙pb(𝜖), which is

true over much of the energy range in question. The integral sums up the contributions to

the energy uncertainty from phonons with energies between 0 and the Debye energy, ΩD.

Introducing an interface layer would lower the upper bound on this integral to the De­

105



bye energy of the interface. However, all other references to the Debye energy in the

equation for 𝐽high should remain unchanged since the energy scale of the phonon distri­

bution is set by the acoustic properties of the hafnium film. Taking the Debye temperature

of indium to be 112K and the Debye temperature of hafnium to be 252K [51], we find

𝐽Hfhigh

𝐽Hf, Inhigh

= 26. (6.8)

We expect a significant reduction in the amount of energy loss from this first generation

of phonons by introducing the indium layer. We should note that because of the power of

4 energy scaling, these results are very sensitive to the exact values used for the Debye

energies which may be different from their bulk values in the thin film case.

The effect of successive generations of phonons are more difficult to account for. The

energy dependence of 𝐽low is contained in the function 𝑔1 (ΩD/Ω1) from appendix D. Ω1 is

the transition energy from a phonon dominated down­conversion to a quasiparticle dom­

inated down­conversion. Therefore, the energy scaling can not be disentangled from Ω1.

Using the Ω1 given in reference 71, we find

𝐽Hflow

𝐽Hf, Inlow

= 1.7. (6.9)

This value is consistent with less lower energy phonons being blocked by the difference

in Debye temperature.

Since we do not know the relative contributions of 𝐽high and 𝐽low, these two values put

bounds on the improvement to the total phonon loss factor, which is consistent with the
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measured improvement of 8.

1.7 <
𝐽Hf

𝐽Hf, In
< 26. (6.10)

This model is consistent with our data. However, more work needs to be done to under­

stand the exact phonon material parameters for these films to make more accurate esti­

mates.

6.4 Attributions

The design of the indium phonon blocking layer and the measurement of the improved

resolving power was the product of work by N. Zobrist, W. H. Clay, G. Coiffard, M.

Daal, N. Swimmer, P. Day, and B. A. Mazin, “Membrane­less phonon trapping and reso­

lution enhancement in optical microwave kinetic inductance detectors”, 2022, arXiv:2204.

13669 [astro­ph.IM]. W. Hawkins Clay deserves special thanks for his help replicating

the acoustic mismatch model from reference 170 and ensuring that the output was consis­

tent with the paper.
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7
Conclusions

Current exoplanet IFSs operating in the ultraviolet to near­infrared wavelength range

rely on established semiconductor based technologies. EMCCDs are used for the shorter

wavelengths while HgCdTe detectors are used for the longer wavelengths. However, both

of these technologies suffer from readout noise which would limit our exoplanet detec­

tion ability in a potential space­based mission [24]. A true photon counting detector that

could simultaneously measure a planet’s spectra over this whole wavelength range would

greatly expedite and enhance our understanding of exoplanets. In addition to simplify­

ing the required optics needed to support multiple non­energy resolving detectors, photon

counting opens the door for powerful new methods which allow us to detect exoplanets in

increasingly difficult conditions [27, 28].

To achieve this goal we turn to superconducting detectors, which exhibit exquisite sen­

sitivity and readout speed. STJ and TES detectors, among others, showed promising ini­

tial results but lack the ability to scale to mega­pixel instruments. MKIDs solve this prob­

lem with their unique frequency multiplexed design and kilo­pixel versions have already
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Figure 7.1: The resolving power of the best performing MKID presented in this dissertation is
shown with its components broken down into phonon and noise contributions. Were we to make
a similar detector with no TLS noise and a fully quantum limited readout, the noise contribution
would approach Rquantum. Similarly, eliminating all of the excess phonon loss from the device
would set the phonon contribution to RFano

been fielded at several telescopes around the world [45–47]. The primary challenge to

prove the utility of this technology is demonstrating resolving powers that are compati­

ble with the exoplanet characterization targets. At a minimum, a resolving power of 20 is

required to resolve water in an exoplanet’s atmosphere. However, considering all of the

different molecules that we would like to search for, 𝑅 = 100 is a sensible target for this

type of instrument [23].

This dissertation covered several strategies for improving the resolving power of MKIDs.

We paid careful attention to the analysis used to estimate photon energies in chapter 3,

changed the resonator material in chapter 4, created a significantly lower noise envi­

ronment in chapter 5, and introduced a new type of phonon blocking layer in chapter 6.

These improvements resulted in increasing the resolving power of these detectors from 7

to 20 at 1 µm, reaching the minimum requirements for an exoplanet IFS.
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Figure 7.1 summarizes these results and shows where we need to focus for further im­

provements. At the shorter wavelengths, the resolving power is still limited by phonon

loss. The results of the membrane suspended MKIDs show that we can continue to make

progress on this front by investigating new phonon blocking strategies [167]. At the longer

wavelengths, detector noise limits the performance. By focusing on fabrication improve­

ments, the two­level system noise can be reduced. Combined with reducing the noise

from the parametric amplifier readout, these detectors may be able to reach the quantum­

limited noise floor. However, unlike the Fano limit for phonons, this amplifier noise limit

is not fundamental since detector designs that can handle higher readout powers may be

employed to achieve even lower phase and dissipation noise.

These results predict a bright future for ultraviolet to near­infrared MKIDs, but there

is still much to be done before they reach their full potential. In addition to further push­

ing the resolving power, the readout technologies that we use must be upgraded so that

they can take advantage of this extra sensitivity at scale. Array uniformity and increasing

pixel yield must also become a priority to ensure that the performance shown here is rep­

resentative of an entire detector array. As such, the field of MKID development remains

an exciting platform for the exploration of low temperature, superconducting physics and

microwave electronics.
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A
Fourier Transform

The analysis of MKID data often makes use of the Fourier transform. Unfortunately,

there exists an ambiguity in its definition, so we need to explicitly state which convention

is used here. The distinction between the continuous and discrete versions of the trans­

form is also explained. Throughout this dissertation the continuous version is used to de­

rive and discuss results, while the discrete version is only employed when operating on

real data.

Details about Fourier transform algebra and associated theorems will not be covered

here as they are throughly discussed in many introductory texts. A good review can be

found in reference [117, §B.2].
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A.1 Continuous Definitions

The Fourier transform pair will be defined by

𝑦( 𝑓 ) ≡ F𝑡 [𝑦(𝑡)] ( 𝑓 ) ≡
∫ ∞

−∞
𝑑𝑡 𝑒−2𝜋𝑖 𝑓 𝑡 𝑦(𝑡)

𝑦(𝑡) ≡ F −1
𝑓 [𝑦( 𝑓 )] (𝑡) ≡

∫ ∞

−∞
𝑑𝑓 𝑒2𝜋𝑖 𝑓 𝑡 𝑦( 𝑓 ).

(A.1)

The convolution operator is related to the Fourier transform and will also be used. It is

sometimes taken over different bounds, so we define it explicitly here.

[𝑥 ∗ 𝑦] (𝑡) ≡
∫ ∞

−∞
𝑑𝑡′ 𝑥(𝑡′) 𝑦(𝑡 − 𝑡′) (A.2)

A.2 Discrete Definitions

The formulas presented above are valid for continuously sampled functions with infi­

nite extent. In practice, we can only digitize our data at a discrete sample rate, 𝑓𝑠, and for

a finite time, 𝑇 . The Discrete Fourier Transform (DFT) is used as an analog to the contin­

uous version, and all of the results above hold as long as the signal being transformed

is 𝑇­periodic and continuous over all time. These assumptions are true for long pulse

records, but may break down if pulse records get too short. If these conditions are not

met, the presented algorithms may underperform significantly [109].
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To convert the above equations to the discrete case we make the identifications

𝑑𝑡 → Δ𝑡 =
1
𝑓𝑠

𝑡 → 𝑡𝑚 = 𝑚Δ𝑡 =
𝑚

𝑓𝑠

𝑑𝑓 → Δ 𝑓 =
𝑓𝑠Δ𝑡
𝑇

=
𝑓𝑠
𝑁

𝑓 → 𝑓𝑘 = 𝑘Δ 𝑓 =
𝑘 𝑓𝑠
𝑁

,

(A.3)

where 𝑁 are the number of data points in the signal. Setting 𝑓𝑠 → 1, the discrete Fourier

transform pair becomes

𝑦𝑘 ≡ F𝑚

[
{ 𝑦𝑚 }𝑁

]
(𝑘) ≡

d𝑁/2−1e∑
𝑚=d−𝑁/2e

𝑒−2𝜋𝑖 𝑚𝑘
𝑁 𝑦𝑚

𝑦𝑚 ≡ F −1
𝑘

[
{ 𝑦𝑘 }𝑁

]
(𝑚) ≡ 1

𝑁

d𝑁/2−1e∑
𝑘=d−𝑁/2e

𝑒2𝜋𝑖 𝑚𝑘
𝑁 𝑦𝑘 .

(A.4)

{ · }𝑁 represents a digitized set of 𝑁 samples, and the set indices are taken so that 𝑡0 and

𝑓0 are roughly in the middle of the trace. The corresponding convolution is then

[𝑥𝑚 ∗ 𝑦𝑚]𝑁 (𝑘) ≡
d𝑁/2−1e∑
𝑚=d−𝑁/2e

𝑥𝑚 𝑦𝑘−𝑚 . (A.5)

The sample rate is set to unity in equations A.4 and A.5 because it is arbitrary for a dis­

crete signal. This convention conforms to that of most modern programing languages like

Python’s Numpy. Unfortunately, the omission leads to problems with units when using

the DFT as a direct substitution for the Fourier transform. In particular, when generating
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noise from a power spectrum with the correct units, equation 3.7 must be modified to

®𝑛𝑚 = F −1
𝑘




√
S( 𝑓𝑘 ) 𝑓𝑠 𝑁

©­­­«
𝑒𝑖𝜙𝜃𝑘

𝑒𝑖𝜙𝑑𝑘

ª®®®¬
𝑁

 (𝑚). (A.6)

The equations 3.20 and 3.22 for the variance must also be changed to

E
[
Var

[
𝐸
] ]

= 𝑓𝑠 𝑁


d𝑁/2−1e∑
𝑘=d−𝑁/2e,

𝑘≠0

𝜕 ®̃𝑚†
𝑘

(
®𝜉0

)
𝜕𝐸

S−1( 𝑓𝑘 )
𝜕 ®̃𝑚𝑘

(
®𝜉0

)
𝜕𝐸


−1��������

𝐸

(A.7)

and

Var
[
𝐴
]
= 𝑓𝑠 𝑁


d𝑁/2−1e∑
𝑘=d−𝑁/2e,

𝑘≠0

®̃𝑠𝑘 S−1( 𝑓𝑘 ) ®̃𝑠𝑘


−1

. (A.8)
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B
Resonator Equation Derivations

B.1 Asymmetric Shunt Resonator Equation

The steady state transmission through any two port device can be described by its

frequency­dependent forward scattering matrix element 𝑆21( 𝑓 ) [96, §4.3]. For a shunt

coupled resonator, this function has a standard formula, which we will re­derive here to

highlight its universality and to make explicit some results that will be needed later.

Figure B.1 shows the form of the impedances assumed for this circuit. All are allowed

to be complex and frequency dependent but must not have any zeros in the considered

frequency range—except for a first order zero in the imaginary part of 𝑍3 at the resonance

frequency, 𝑓𝑟 . In practice these assumptions are rarely violated for high­quality­factor

superconducting resonators since
�� 𝑓 − 𝑓𝑟

�� � 𝑓𝑟 holds for all relevant frequencies and both

𝑍1( 𝑓 ) and 𝑍2( 𝑓 ) vary slowly over this range.

The scattering matrix element can be written down immediately from the circuit’s
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Figure B.1: Shown is a general impedance diagram of resonator (Z3) shunt coupled to a trans-
mission line (Z0). Two additional impedances, Z1 and Z2, are included to model impedance mis-
matches caused by imperfect connectors or wire bonds.

ABCD parameters.

𝑆21 =
2𝑍0𝑍3

𝑍3(2𝑍0 + 𝑍1 + 𝑍2) + (𝑍0 + 𝑍1) (𝑍0 + 𝑍2)

=
2𝑍0

2𝑍0 + 𝑍1 + 𝑍2

(
1 − 1

1 + 2𝑍3/𝑍0

) (B.1)

We have introduced an equivalent characteristic impedance,

𝑍0 = 2 (𝑍0 + 𝑍1) (𝑍0 + 𝑍2)
2𝑍0 + 𝑍1 + 𝑍2

, (B.2)

that takes into account any impedance mismatch caused by 𝑍1 and 𝑍2. The term before

the parentheses in equation B.1 is just a scale factor and/or a rotation. Since external com­

ponents and amplifiers in the readout chain will add their own scaling, we will ignore it

for now by defining 𝑆21 to be the term in the parentheses.

Equation B.1 can be written in more useful terms by expanding each term to its lowest
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order in the generator frequency, 𝑓𝑔, and writing everything in terms of real variables.

𝑍3 =𝑅3 + 2𝜋𝑖𝐿3( 𝑓𝑔 − 𝑓𝑟)

𝑍0 =𝑅0 + 𝑖𝑋0

(B.3)

Now,

𝑆21 = 1 −
𝑅0+𝑖𝑋0
2𝑅3+𝑅0

1 + 4𝜋𝑖 𝐿3
2𝑅3+𝑅0

(
𝑓𝑔 − 𝑓𝑟 + 𝑋0

4𝜋𝐿3

) . (B.4)

The imaginary part of 𝑍0 has two effects. It slightly modifies the resonance frequency

to 𝑓𝑟 = 𝑓𝑟 + 𝛿 𝑓𝑎, where 𝛿 𝑓𝑎 = −𝑋0/4𝜋𝐿3, and it rotates 𝑆21 around 1 + 0𝑖 in the complex

plane. Neither outcome occurs in the simplest case when 𝑍1 = 𝑍2 = 0 and 𝑍0 is real, so it

is important to allow for this possibility when using this equation to fit real data.

To bring equation B.4 into a more familiar form, we make the identifications 𝑅3 →

2𝜋𝐿3 𝑓𝑟/𝑄𝑖, 𝑅0 → 2𝜋𝐿3 𝑓𝑟 (1/𝑄𝑐 − 1/𝑄𝑖), and 𝑋0 → −4𝜋𝐿3 𝛿 𝑓𝑎.

𝑆21 =1 −
𝑄/𝑄𝑐 − 2𝑖𝑄𝑥𝑎

1 + 2𝑖𝑄𝑥𝑔

=
𝑄𝑐 + 2𝑖𝑄𝑖𝑄𝑐 (𝑥𝑔 + 𝑥𝑎)
𝑄𝑖 +𝑄𝑐 + 2𝑖𝑄𝑖𝑄𝑐𝑥𝑔

(B.5)

Here, 𝑥𝑔 = ( 𝑓𝑔 − 𝑓𝑟 )/𝑓𝑟 is the fractional detuning of the generator frequency from resonance,

and 𝑥𝑎 = 𝛿 𝑓𝑎/𝑓𝑟 is the fractional detuning of the original resonance frequency due to the

asymmetry of the loop.

This equation has been derived by several authors for both specific and more general

cases, but they often differ in the exact parameterization used for 𝛿 𝑓𝑎 [97, 98]. Here, we

follow the form used by Geerlings [97, §A.1] since 𝑥𝑎 should not depend on 𝑄𝑖 or 𝑓𝑟
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which is important for using equation B.5 for modeling the resonator response.

To include the effects of the cabling, attenuators, and amplifiers that are connected to

the circuit in figure B.1, we multiply 𝑆21 by an arbitrary gain, 𝑔0 + 𝑔1𝑥𝑚 + 𝑔2𝑥
2
𝑚, and

phase, 𝜙0 + 𝜙1𝑥𝑚 [99], where 𝑥𝑚 = ( 𝑓𝑔 − 𝑓𝑚)/𝑓𝑚. The generator frequency is referenced to a

frequency, 𝑓𝑚, in the middle of the measurement range to make the coefficients unit­less.

Both of these terms also absorb the pre­factor to 𝑆21 in equation B.1.

The gain and phase are effectively Taylor expansions, and more or less terms could be

included for higher accuracy. In practice, a second degree polynomial works well for the

gain. The phase is only expanded to first order since there are few physical processes that

can cause a quadratic variation of the phase with frequency. The first order coefficient is

often explained by introducing the cable delay, 𝜏 = − 𝜙1/2𝜋 𝑓𝑚, which takes into account

the changing electrical length of the cabling with frequency. Typically, 𝜏 ranges from

10 to 100 ns depending on the setup.

Including this rescaling, we can write the forward scattering matrix element as

𝑆21 =
(
𝑔0 + 𝑔1𝑥𝑚 + 𝑔2𝑥

2
𝑚

)
𝑒𝑖(𝜙0+𝜙1𝑥𝑚)𝑄𝑐 + 2𝑖𝑄𝑖𝑄𝑐 (𝑥𝑔 + 𝑥𝑎)

𝑄𝑖 +𝑄𝑐 + 2𝑖𝑄𝑖𝑄𝑐𝑥𝑔
. (B.6)

B.2 Nonlinear Resonance

The equations for the forward scattering matrix element presented in appendix B.1 as­

sume the impedance diagram shown in figure B.1. Each impedance must behave linearly

with generator voltage, 𝑉𝑔. However, all superconductors display some nonlinear behav­

ior in their surface impedance at high enough drive powers [80, 100, 182, 183]. For disor­
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dered superconductors with high normal­state resistivity the primary effect is an intrinsic

current nonlinearity in their kinetic inductance.

𝐿𝑘 (𝐼) = 𝐿𝑘 (0)
(
1 +

(
𝐼

𝐼∗

)2
+ ...

)
(B.7)

Equation B.7 implies that the resonator’s resonance frequency will depend on its inter­

nal current. Since a frequency closer to 𝑓𝑟 results in a larger current flowing through the

resonator, this nonlinearity can be incorporated into 𝑆21 by noting that equation B.7 dy­

namically modifies the resonance frequency depending on the generator frequency. For

the symmetric case, 𝑍1 = 𝑍2 = 0, Swenson et al. [100] show that this effect is equivalent

to setting 𝑥𝑔 → 𝑥𝑛 in equation B.6, where 𝑥𝑛 is defined by the implicit equation

𝑄𝑥𝑛 = 𝑄𝑥𝑔 +
𝑎

1 + 4𝑄2𝑥2
𝑛

. (B.8)

𝑎 parameterizes the nonlinearity and is proportional to the generator power. In this model,

the onset of the resonance bifurcation occurs at 𝑎 = 𝑎sat ≡ 4
√
3/9 ∼ 0.77. Equation B.8

can be solved by reducing it to a cubic polynomial equation, so, although complicated, an

exact algebraic expression exists for 𝑥𝑛 in terms of 𝑥𝑔.

A similar result holds for the asymmetric case. For the proof, we must first find an ex­

pression for the power dissipated in the resonator, 𝑃𝑑 , as a function of the current flowing

through it, 𝐼3.

𝑃𝑑 ( 𝑓 ) =
1
2

Re[𝑍3( 𝑓 )]
����∫ ∞

−∞
𝐼3( 𝑓 )𝑑𝑓

����2 (B.9)

Working with the currents, voltages, and impedances in figure B.1, we use Kirchoff’s
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current and voltage laws to find an expression for the current flowing through the res­

onator.

𝐼3 = (𝑍0 + 𝑍1)−1
(
𝑉𝑔 −

2𝑍0 + 𝑍1 + 𝑍2
2𝑍0

2𝑉2

)
(B.10)

The generator voltage is at a single frequency, and since we are ignoring harmonics

introduced by the nonlinearity, we can write

𝑉𝑔 (𝑡) = Re
[ ⌢
𝑉𝑔𝑒

2𝜋𝑖 𝑓𝑔𝑡
]

(B.11a)

𝑉2(𝑡) = Re
[ ⌢
𝑉2𝑒

2𝜋𝑖 𝑓𝑔𝑡
]

(B.11b)

Using this notation, the Fourier transforms of 𝑉𝑔 and 𝑉2 are given by the following equa­

tions:

𝑉𝑔 =
1
2
[ ⌢
𝑉𝑔𝛿( 𝑓𝑔 − 𝑓 ) +

⌢
𝑉∗
𝑔 𝛿( 𝑓𝑔 + 𝑓 )

]
(B.12a)

𝑉2 =
1
2
[ ⌢
𝑉2𝛿( 𝑓𝑔 − 𝑓 ) +

⌢
𝑉∗

2 𝛿( 𝑓𝑔 + 𝑓 )
]
. (B.12b)

In these conditions we can simplify by introducing the complex incident, 𝑉+
𝑛 , and re­

flected, 𝑉−
𝑛 , voltage waves at the 𝑛th port:

𝑉+
𝑛 (𝑡) ≡ F −1

𝑓

[ (
𝑉𝑛 ( 𝑓 ) + 𝑍0𝐼𝑛 ( 𝑓 )

)
𝜃 ( 𝑓 )

]
(𝑡)

𝑉−
𝑛 (𝑡) ≡ F −1

𝑓

[ (
𝑉𝑛 ( 𝑓 ) − 𝑍0𝐼𝑛 ( 𝑓 )

)
𝜃 ( 𝑓 )

]
(𝑡),

(B.13)

where 𝜃 (·) is the Heaviside step function.

Using 𝑉2 = −𝑍0𝐼2 and 𝑉1 = 𝑉𝑔 − 𝑍0𝐼1, the forward scattering matrix and the power sent
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into the device from the generator can then be written as

𝑆21 ≡
𝑉−

2
𝑉+

1

����
𝑉+

2=0

=
2
⌢
𝑉2
⌢
𝑉𝑔

,

(B.14)

and

𝑃𝑔 ≡
��𝑉+

1
��2

2𝑍0

=

�� ⌢𝑉𝑔

��2
8𝑍0

.

(B.15)

Putting together the results from appendix B.1 and equations B.9, B.14 and B.15,

𝑃𝑑 =
𝑍0𝑅0

|𝑍0 + 𝑍1 |2
2𝑄𝑐

𝑄𝑖

��1 − 𝑆21
��2𝑃𝑔

=
𝑍0𝑅0

|𝑍0 + 𝑍1 |2
2𝑄2

𝑄𝑖𝑄𝑐

1 + 4𝑄2
𝑐𝑥

2
𝑎

1 + 4𝑄2𝑥2
𝑔

𝑃𝑔 .

(B.16)

With equation B.16, we follow the steps laid out by Swenson et al. [100] to find

𝑄𝑥𝑛 = 𝑄𝑥𝑔 +
𝑍0𝑅0

|𝑍0 + 𝑍1 |2
1 + 4𝑄2

𝑐𝑥
2
𝑎

1 + 4𝑄2𝑥2
𝑛

𝑎, (B.17)

which is functionally the same as equation B.8. The saturation condition for the resonance

is then 𝑎 = 𝑎sat with

𝑎 =
𝑍0𝑅0

|𝑍0 + 𝑍1 |2
(1 + 4𝑄2

𝑐𝑥
2
𝑎)𝑎. (B.18)

An important consequence of equations B.16 and B.17 is that in the asymmetric case

the power dissipated in the resonator depends on the order of 𝑍1 and 𝑍2 in the circuit: the

impedances cannot be interchanged without changing the result. This leads to 𝑆21 ≠ 𝑆12
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for a constant 𝑃𝑔 when the current nonlinearity in 𝑍3 is introduced. However, the nonlin­

earity in an asymmetric resonator can be completely described by the symmetric equa­

tions under the following conditions: Im[𝑍1] = Im[𝑍2] and Re[𝑍1] = Re[𝑍2] =

Im[𝑍0] = 0. This case could correspond, for example, to 𝑍1 and 𝑍2 describing two iden­

tical, lossless wire bond inductances on a lossless transmission line. With these assump­

tions, 𝑎 is exactly equal to 𝑎 and doesn’t depend on 𝑥𝑎 or 𝑄𝑐.

B.3 I / QMixer Measurement and Calibration

Once the generator signal passes through the circuit shown in figure B.1, it travels

along a transmission line with impedance 𝑍0, through various amplifiers and attenuators,

and finally to an I / Q mixer. The mixer is used to down­convert the signal into the fre­

quency band around the generator frequency, 𝑓𝑔. Ideally, the I and Q signals follow the

relations

I(𝑡) =
∫ 𝑡

−∞
𝐺𝑚 (𝑡 − 𝑡′)𝑉𝑚 (𝑡′) cos

(
2𝜋 𝑓𝑔𝑡′

)
𝑑𝑡′ (B.19a)

Q(𝑡) = −
∫ 𝑡

−∞
𝐺𝑚 (𝑡 − 𝑡′)𝑉𝑚 (𝑡′) sin

(
2𝜋 𝑓𝑔𝑡′

)
𝑑𝑡′, (B.19b)

where 𝐺𝑚 is a transfer function that takes into account any conversion loss or phase shifts

that occur in the mixer and 𝑉𝑚 is the voltage at the mixer’s RF port.
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In the frequency domain, for | 𝑓 | � 𝑓𝑔, these equations become

Ĩ( 𝑓 ) = 1
2
𝐺𝑚 ( 𝑓 )

[
𝑉𝑚 ( 𝑓𝑔 + 𝑓 ) +𝑉∗

𝑚 ( 𝑓𝑔 − 𝑓 )
]

(B.20a)

Q̃( 𝑓 ) = − 𝑖

2
𝐺𝑚 ( 𝑓 )

[
𝑉𝑚 ( 𝑓𝑔 + 𝑓 ) −𝑉∗

𝑚 ( 𝑓𝑔 − 𝑓 )
]
. (B.20b)

We can also write the mixer input voltage in terms of the output voltage from the circuit

in figure B.1 by defining a transfer function, 𝐺𝑎, that takes into account all of the ampli­

fiers and other circuit components between the circuit and the mixer.

𝑉𝑚 ( 𝑓 ) = 𝐺𝑎 ( 𝑓 )𝑉2( 𝑓 ) (B.21)

In the steady state case, where 𝑓 = 0, the I and Q DC signal is proportional to the real

and imaginary part of the forward scattering matrix element, 𝑆21.

Ĩ(0) =1
2

Re
[
𝐺𝑚 (0)𝐺𝑎 ( 𝑓𝑔)𝑆21( 𝑓𝑔)𝑉𝑔 ( 𝑓𝑔)

]
(B.22a)

Q̃(0) =1
2

Im
[
𝐺𝑚 (0)𝐺𝑎 ( 𝑓𝑔)𝑆21( 𝑓𝑔)𝑉𝑔 ( 𝑓𝑔)

]
(B.22b)

Therefore, we can treat Z ≡ I + 𝑖Q = 𝑆21( 𝑓𝑔) when in the steady state conditions if we ab­

sorb the extra gain and phase factors into the gain and phase polynomials in equation B.6.

In reality, an I / Q mixer is made from two standard mixers. For equation B.19 to be

valid, the two mixers must be identical, which is never exactly the case. We can model

the imperfections by introducing an imbalance in the amplitude, 𝛼, and phase, 𝛽. There

will also always be some DC signal from the I / Q mixer even when 𝑉𝑚 = 0, so we in­
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troduce the offsets 𝛾 and 𝛿. Each of these parameters is frequency dependent but typi­

cally does not vary strongly over several MHz, which allows us to treat them as constants.

These considerations transform equations B.19a and B.19b to

I′(𝑡) =
∫ 𝑡

−∞
𝐺𝑚 (𝑡 − 𝑡′)𝑉𝑚 (𝑡′) cos

(
2𝜋 𝑓𝑔𝑡′

)
𝑑𝑡′ + 𝛾 (B.23a)

Q′(𝑡) = −𝛼
∫ 𝑡

−∞
𝐺𝑚 (𝑡 − 𝑡′)𝑉𝑚 (𝑡′) sin

(
2𝜋 𝑓𝑔𝑡′ − 𝛽

)
𝑑𝑡′ + 𝛿. (B.23b)

Equations B.19 and B.23 can be written in terms of each other with a matrix relation,

allowing us to transform between the measured mixer output, (I′, Q′), and the ideal mixer

output, (I, Q), which is related to the forward scattering matrix element, 𝑆21.

©­­­«
I(𝑡)

Q(𝑡)

ª®®®¬ =
©­­­«

1 0

− tan(𝛽) 𝛼−1 sec(𝛽)

ª®®®¬
©­­­«
I′(𝑡) − 𝛾

Q′(𝑡) − 𝛿

ª®®®¬ (B.24a)

©­­­«
I′(𝑡)

Q′(𝑡)

ª®®®¬ =
©­­­«

1 0

𝛼 sin(𝛽) 𝛼 cos(𝛽)

ª®®®¬
©­­­«
I(𝑡)

Q(𝑡)

ª®®®¬ +
©­­­«
𝛾

𝛿

ª®®®¬ (B.24b)

To make use of this transformation, the parameters 𝛼, 𝛽, 𝛾, and 𝛿 must be measured be­

fore taking data. There are many techniques for making this measurement. The simplest,

if two frequency synthesizers are available, is to put a signal with frequency 𝑓𝑔 into the

mixer’s LO port and a signal with frequency 𝑓𝑔 + Δ 𝑓 into the RF port. Δ 𝑓 must be inside

the measurement bandwidth for the system and much smaller than the expected scale at

which 𝛼, 𝛽, 𝛾, and 𝛿 are expected to vary. Then, up to an arbitrary phase and ignoring
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terms with frequencies much larger than 𝑓𝑔, equations B.23a and B.23b give

I′(𝑡) = 𝐴 cos(2𝜋Δ 𝑓 𝑡) + 𝛾 (B.25a)

Q′(𝑡) = 𝛼𝐴 sin(2𝜋Δ 𝑓 𝑡 + 𝛽) + 𝛿, (B.25b)

where 𝐴 is the output signal amplitude.

By averaging these signals over many periods, 〈·〉𝑇 , we can extract the imbalance and

offset parameters with the following equations:

𝛾 =〈I′(𝑡)〉𝑇 (B.26a)

𝛿 =〈Q′(𝑡)〉𝑇 (B.26b)

𝐴 =
√

2
〈
(I′(𝑡) − 𝛾)2〉

𝑇
(B.26c)

𝛼 =
1
𝐴

√
2
〈
(Q′(𝑡) − 𝛿)2〉

𝑇
(B.26d)

sin(𝛽) = 2
𝛼𝐴2 〈(I

′(𝑡) − 𝛾)(Q′(𝑡) − 𝛿)〉𝑇 . (B.26e)

B.4 Varying Circuit Parameters

Up until now, the circuit components in figure B.1 have been assumed to be constant

over time. However, if they vary at frequencies much smaller than 𝑓𝑔, we can still use the

impedance formalism. In this section, we will derive how those changes effect the I / Q

mixer output.

The results presented here are not new and have been discussed by several other au­

thors [42, 73, 93]. However, while all authors agree on the conclusion, the derivation is
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either glossed over or presented for a particular circuit configuration. The rotation of 𝑆21

introduced by impedance mismatches is also not included. Here, care was taken to use the

most general circuit definition possible and include the loop asymmetry in the analysis.

This way, we can be certain of the derivation’s full generality.

In the steady state case, where the circuit components aren’t changing, the impedance

formalism implies that there exists a linear operator, 𝐹, which relates the current going

through the resonator and the generator voltage.

𝐹𝐼3(𝑡) = 𝑉𝑔 (𝑡) (B.27)

Assuming the generator voltage is at a single frequency, as in equations B.11a and B.12a,

we already know the solution to equation B.27 from appendix B.2. In the Fourier domain,

𝐼3( 𝑓 ) = [𝑍0 + 𝑍1]−1 [1 − 𝑆21( 𝑓 )
]
𝑉𝑔 ( 𝑓 ). (B.28)

We can use this knowledge to determine the complex wave response of the operator.

∫ ∞

−∞
𝑑𝑓 𝐼3( 𝑓 )𝐹𝑒2𝜋𝑖 𝑓 𝑡 =

∫ ∞

−∞
𝑑𝑓𝑉𝑔 ( 𝑓 )𝑒2𝜋𝑖 𝑓 𝑡 , (B.29)

which gives

𝐹𝑒2𝜋𝑖 𝑓 𝑡 = [𝑍0 + 𝑍1]
[
1 − 𝑆21( 𝑓 )

]−1
𝑒2𝜋𝑖 𝑓 𝑡 . (B.30)

We will need this relationship later since it allows us to evaluate 𝐹 acting on any function

by substituting that function’s Fourier transform.
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To incorporate changes in the impedance, 𝑍3, we note that there is a one­to­one cor­

respondence between 𝑍3 and 𝑆21. Therefore, the changes to the I and Q signals can be

parameterized in terms of changes to the forward scattering parameter, where

𝑆21 → 𝑆21 + Ď𝛿𝑆21(𝑡) (B.31a)

𝐼3(𝑡) → 𝐼3(𝑡) + 𝛿𝐼3(𝑡) (B.31b)

𝐹 → 𝐹 + Ď𝛿𝑆21(𝑡)
𝜕𝐹

𝜕𝑆21

�����
𝑆21

(B.31c)

Introducing these substitutions, equation B.27 becomes

[
𝐹 + Ď𝛿𝑆21(𝑡)

𝜕𝐹

𝜕𝑆21

�����
𝑆21

]
[𝐼3(𝑡) + 𝛿𝐼3(𝑡)] = 𝑉𝑔 (𝑡). (B.32)

The largest possible change in the scattering parameter is given by
��Ď𝛿𝑆21

�� = √
1 + 4𝑄2𝑥2

𝑎,

which is achieved only if 𝑄𝑐𝛿𝑄
−1
𝑖 � 1 or 2𝑄 𝛿 𝑓𝑟/𝑓𝑟 � 1 for a low loss resonator. Most

changes aren’t that large, so we can restrict our analysis to
��Ď𝛿𝑆21

�� < 1 without much dif­

ficulty. Similarly, on resonance 𝐼3 has it’s largest amplitude, if Ď𝛿𝑆21 is at it’s maximum

then 𝛿𝐼3 = −𝐼3 since no current flows through the resonator. Therefore, 𝛿𝐼3 < 𝐼3. We

are justified in dropping the second order term, and using the fact that 𝐼3 already satisfies

equation B.27, we have

𝐹𝛿𝐼3(𝑡) = −Ď𝛿𝑆21(𝑡)
𝜕𝐹

𝜕𝑆21

�����
𝑆21

𝐼3(𝑡). (B.33)

Since 𝐼3 is a solution to equation B.27, we can use the product rule to evaluate the first
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derivative of 𝐹.

𝜕𝐹

𝜕𝑆21

�����
𝑆21

𝐼3(𝑡) + 𝐹
𝜕𝐼3(𝑡)
𝜕𝑆21

����
𝑆21

= 0 (B.34)

Simplifying equation B.33 using our expression for the Fourier transform of 𝐼3 in equa­

tion B.28, we have

𝐹𝛿𝐼3(𝑡) = Ď𝛿𝑆21(𝑡) 𝐹
𝜕𝐼3(𝑡)
𝜕𝑆21

����
𝑆21

= Ď𝛿𝑆21(𝑡) 𝐹F −1
𝑓

[
𝜕𝐼3( 𝑓 )
𝜕𝑆21

����
𝑆21

]
(𝑡)

= −[𝑍0 + 𝑍1]−1
Ď𝛿𝑆21(𝑡) 𝐹𝑉𝑔 (𝑡).

(B.35)

Equation B.30 allows us to act 𝐹 on both sides.

∫ ∞

−∞
𝑑𝑓 𝛿𝐼3( 𝑓 )𝐹𝑒2𝜋𝑖 𝑓 𝑡 = −[𝑍0 + 𝑍1]−1

Ď𝛿𝑆21(𝑡)
∫ ∞

−∞
𝑑𝑓𝑉𝑔 ( 𝑓 )𝐹𝑒2𝜋𝑖 𝑓 𝑡

F −1
𝑓

[
[𝑍0 + 𝑍1]

[
1 − 𝑆21( 𝑓 )

]−1
𝛿𝐼3( 𝑓 )

]
(𝑡) = −Ď𝛿𝑆21(𝑡)F −1

𝑓

[ [
1 − 𝑆21( 𝑓 )

]−1
𝑉𝑔 ( 𝑓 )

]
(𝑡)
(B.36)

Finally, taking the Fourier transform and using convolution theorem gives us an expres­

sion for the current perturbation in the frequency domain.

𝛿𝐼3( 𝑓 ) = [𝑍0 + 𝑍1]−1 [1 − 𝑆21( 𝑓 )
] ∫ ∞

−∞
𝑑𝑓 𝑒2𝜋𝑖 𝑓 𝑡

∫ ∞

−∞
𝑑𝑓 ′

[
1 − 𝑆21( 𝑓 ′)

]−1
𝑉𝑔 ( 𝑓 ′) Ď̃𝛿𝑆21( 𝑓− 𝑓 ′)

(B.37)

We can simplify by inserting equation B.12a and integrating.

𝛿𝐼3( 𝑓 ) = −1
2
[𝑍0 + 𝑍1]−1 [1 − 𝑆21( 𝑓 )

] 
⌢
𝑉𝑔

Ď̃𝛿𝑆21( 𝑓 − 𝑓𝑔)
1 − 𝑆21( 𝑓𝑔)

+
⌢
𝑉∗
𝑔

Ď̃𝛿𝑆21( 𝑓 + 𝑓𝑔)
1 − 𝑆∗21( 𝑓𝑔)

 (B.38)
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Writing our result in terms of the output voltage,

𝛿𝑉2( 𝑓 ) =
1
2

𝑍0
2𝑍0 + 𝑍1 + 𝑍2

[
1 − 𝑆21( 𝑓 )

] 
⌢
𝑉𝑔

Ď̃𝛿𝑆21( 𝑓 − 𝑓𝑔)
1 − 𝑆21( 𝑓𝑔)

+
⌢
𝑉∗
𝑔

Ď̃𝛿𝑆21( 𝑓 + 𝑓𝑔)
1 − 𝑆∗21( 𝑓𝑔)


=

1
4
[
1 − 𝑆21( 𝑓 )

] [ ⌢𝑉𝑔𝛿𝑆21( 𝑓 − 𝑓𝑔)
1 − 𝑆21( 𝑓𝑔)

+
⌢
𝑉∗
𝑔 𝛿𝑆21( 𝑓 + 𝑓𝑔)
1 − 𝑆∗21( 𝑓𝑔)

]
.

(B.39)

In the last line we combined the extra impedance factors with Ď̃𝛿𝑆21 to give 𝛿𝑆21.

We can then write the voltage perturbation in terms of 𝛿Z(𝑡) ≡ 𝛿I(𝑡)+𝑖𝛿Q(𝑡), absorbing

the total signal amplitude and phase into 𝑆21. In equations B.20a, B.20b and B.21, this

corresponds to setting 𝐺𝑚 → 2 and 𝐺𝑎 → 1/ ⌢𝑉𝑔.

𝛿I( 𝑓 ) = 1
2

[
1 − 𝑆21( 𝑓𝑔 + 𝑓 )

1 − 𝑆21( 𝑓𝑔)
𝛿𝑆21( 𝑓 ) +

1 − 𝑆∗21( 𝑓𝑔 − 𝑓 )
1 − 𝑆∗21( 𝑓𝑔)

𝛿𝑆
∗
21( 𝑓 )

]
(B.40a)

𝛿Q( 𝑓 ) = − 𝑖

2

[
1 − 𝑆21( 𝑓𝑔 + 𝑓 )

1 − 𝑆21( 𝑓𝑔)
𝛿𝑆21( 𝑓 ) −

1 − 𝑆∗21( 𝑓𝑔 − 𝑓 )
1 − 𝑆∗21( 𝑓𝑔)

𝛿𝑆
∗
21( 𝑓 )

]
(B.40b)

𝛿Z( 𝑓 ) =
1 − 𝑆21( 𝑓𝑔 + 𝑓 )

1 − 𝑆21( 𝑓𝑔)
𝛿𝑆21( 𝑓 ) (B.40c)

Terms where 𝛿𝑆21 is evaluated at frequencies above 𝑓𝑔 are ignored since we require that

the circuit parameters vary at slower time scales than the voltage.

For 𝑓𝑔 = 𝑓𝑟 ,

𝛿Z( 𝑓 ) = 1
1 − 2𝑖𝑄 𝑓 /𝑓𝑟

𝛿𝑆21( 𝑓 ). (B.41)

Therefore, when the generator is tuned to the resonance frequency, changes in the I and Q

signals originating from changes in the resonator’s impedance are lowpass filtered at the

resonator bandwidth, Δ 𝑓 = 𝑓𝑟/2𝑄.
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C
Y­Factor Measurement

Measuring the absolute magnitude of the noise in a microwave system can be difficult

since it requires a very detailed knowledge of the gains and attenuations in the system.

Unfortunately, these values always change slightly when you measure them individually.

To resolve this issue, a Y­factor measurement is a common solution where the gains and

attenuations in the system are calibrated by measuring two sources with a known noise

magnitude [96, §10.1]. Here, we expand on this method to analyze the magnitudes of

noise sources coming from the different components in our TWPA system.

C.1 Noise in Different Coordinates

In order to do an accurate noise measurement, the relationship between noise in dif­

ferent coordinate systems must be understood. There are many places for factor­of­two

errors, so this section explicitly relates the PSDs between voltage data, I or Q data, and

phase or dissipation data.
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To start, we define the signal going into the mixer as

𝑉 (𝑡) ≡ 𝐴 cos
(
2𝜋 𝑓𝑔𝑡 + 𝜙

)
+ 𝑛𝑉 (𝑡), (C.1)

where 𝑛𝑉 (𝑡) is a realization of the voltage noise. Using equation B.20, we can relate 𝑛𝑉 (𝑡)

to the noise in the I coordinate in the frequency domain.

𝑛I( 𝑓 ) =
1
2
(
𝑛𝑉 ( 𝑓𝑔 + 𝑓 ) + 𝑛∗𝑉 ( 𝑓𝑔 − 𝑓 )

)
(C.2)

where we have referenced the signal and noise in the I coordinate to the input of the mixer

to avoid using 𝐺𝑚 ( 𝑓 ). This gain factor cancels out in the radial noise case and we lump it

in with the total system gain otherwise, so it is not important to include it.

The voltage PSD is defined by

〈
𝑛𝑉 ( 𝑓 )𝑛∗𝑉 ( 𝑓 ′)

〉
≡ 𝑆𝑉 ( 𝑓 )𝛿( 𝑓 − 𝑓 ′). (C.3)

Using equation C.2 to relate the voltage and I coordinate, we have

〈
𝑛I( 𝑓 )𝑛∗I ( 𝑓

′)
〉
=

1
2
𝑆𝑉 ( 𝑓 )

(
𝛿( 𝑓 − 𝑓 ′) + 1

2
𝛿( 𝑓 − 𝑓 ′ − 2 𝑓𝑔) +

1
2
𝛿( 𝑓 + 𝑓 ′ + 2 𝑓𝑔)

)
. (C.4)

Since we are only interested in frequencies closer together than 2 𝑓𝑔, we can drop the last

two terms. We can then relate the voltage PSD to that in the I coordinate.

𝑆I( 𝑓 ) =
1
2
𝑆𝑉 ( 𝑓 ) (C.5)
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The relationship and derivation for the Q coordinate is the same.

To relate the voltage noise to the phase or dissipation coordinates, we first write the

signal in the I coordinate as a function of our parameterization for 𝑉 (𝑡).

〈I(𝑡)〉 ≡
〈
𝑉 (𝑡) cos

(
2𝜋 𝑓𝑔𝑡

)〉
=

〈
𝐴

2
(
cos(𝜙) + cos

(
4𝜋 𝑓𝑔𝑡 + 𝜙

) )〉
=

𝐴

2
cos(𝜙)

(C.6)

Similarly, 〈Q(𝑡)〉 = 𝐴 sin(𝜙)/2. Ignoring the resonance, I and Q trace out a circle of radius

𝐴/2 centered at the origin as the generator frequency is swept and 𝜙 changes with the cable

delay. The resonance loop radius, 𝑟, is then given by

𝑟 =
𝐴

2

√(
𝑄

2𝑄𝑐

)2
+𝑄2𝑥2

𝑎, (C.7)

where we’ve included a factor corresponding to the loop radius in the normalized Ī and Q̄

coordinates.

We can further relate 𝐴 to the microwave power entering the mixer, 𝑃.

𝑃 ≡
〈
𝑉 (𝑡)2〉
𝑍0

=
𝐴2

2𝑍0
,

(C.8)

which gives

𝑟 =

√√√
𝑍0𝑃

2

((
𝑄

2𝑄𝑐

)2
+𝑄2𝑥2

𝑎

)
. (C.9)
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The noise in radial coordinates is then

𝑆rad( 𝑓 ) =
𝑆I( 𝑓 )
𝑟2

=
𝑆𝑉 ( 𝑓 )
2𝑟2

=
𝑆𝑉 ( 𝑓 )

𝑍0𝑃

((
𝑄

2𝑄𝑐

)2
+𝑄2𝑥2

𝑎

) . (C.10)

We should briefly note here that equation C.10 is only valid for noise sources that are

agnostic to the orientation of the I and Q coordinates. TLS noise is a classic example of

when this is not the case where the noise only shows up in the phase quadrature. To ac­

count for this effect, one needs to think about how much of the phase noise translates into

I or Q by looking at the rotation matrix which connects the two coordinate systems.

C.2 Noise Measurement

The noise figures presented in table 5.1 are determined by the following measurement,

which consists of taking four noise data sets using a microwave switch to change the in­

put to the HEMT. From each noise data set, the single­sided PSD is computed for each

quadrature and averaged. Superconducting coaxes are used between the HEMT and the

switch and between the switch and the terminations to ensure an accurate calibration.

• 𝑆0( 𝑓 ): The input of the HEMT is terminated at 𝑇hot ∼ 3.3K.

• 𝑆1( 𝑓 ): The input of the HEMT is terminated at 𝑇cold ∼ 100mK.

• 𝑆2( 𝑓 ): The HEMT is connected to the TWPA and MKID with the pump tone and DC
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current off.

• 𝑆3( 𝑓 ): The HEMT is connected to the TWPA and MKID with the pump tone and DC

current on.

The average of the single­sided PSDs for each quadrature, I and Q around a frequency

𝑓 , on a terminated transmission line with impedance 𝑍0, and at an equilibrium tempera­

ture 𝑇 is given by

𝑆( 𝑓 ) =
ℎ 𝑓𝑔𝑍0

2

(
1

𝑒ℎ 𝑓𝑔/𝑘𝐵𝑇 − 1
+ 1

2

)
, (C.11)

where the first component comes from the thermal Johnson noise and the second from the

zero­point fluctuations [144]. Note the factor of two difference between this noise for I or

Q and equation 5.9 for the total voltage noise which was derived in appendix C.1. Equa­

tion C.11 holds for 𝑓 � 𝑓𝑔 and shows that the noise is independent of spectral frequency.

The noise added by the two different temperature terminations is calculated using equa­

tion C.11 and is labeled 𝑆hot( 𝑓 ) and 𝑆cold( 𝑓 ) for 𝑇hot and 𝑇cold respectively. The four mea­

surements can then be written in terms of their components, where 𝑆I( 𝑓 ) is the noise at

the input of the TWPA, 𝑆P( 𝑓 ) is the noise added by the TWPA, and 𝑆H( 𝑓 ) is the noise

added by the HEMT amplifier.

𝑆0( 𝑓 ) =𝐺H( 𝑓 ) (𝑆hot( 𝑓 ) + 𝑆H( 𝑓 ))

𝑆1( 𝑓 ) =𝐺H( 𝑓 ) (𝑆cold( 𝑓 ) + 𝑆H( 𝑓 ))

𝑆2( 𝑓 ) =𝐺H( 𝑓 ) (𝑆I( 𝑓 ) + 𝑆H( 𝑓 ))

𝑆3( 𝑓 ) =𝐺H( 𝑓 ) (𝐺P(𝑆I( 𝑓 ) + 𝑆P( 𝑓 )) + 𝑆H( 𝑓 ))

(C.12)
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𝐺H( 𝑓 ) is the total gain of the system excluding the TWPA and must be calculated. Fre­

quency rolloffs from the anti­aliasing filter will be included in this function, for example.

𝐺P is the gain of the TWPA and can be accurately determined by measuring the ampli­

tude of a probe tone tuned off resonance with the TWPA turned on and off. This system

of equations can be solved for the unknown parameters.

𝐺H( 𝑓 ) =
𝑆0( 𝑓 ) − 𝑆1( 𝑓 )

𝑆hot( 𝑓 ) − 𝑆cold( 𝑓 )

𝑆H( 𝑓 ) =
𝑆1( 𝑓 )𝑆hot( 𝑓 ) − 𝑆0( 𝑓 )𝑆cold( 𝑓 )

𝑆0( 𝑓 ) − 𝑆1( 𝑓 )

𝑆I( 𝑓 ) =
(𝑆2( 𝑓 ) − 𝑆1( 𝑓 ))𝑆hot( 𝑓 ) + (𝑆0( 𝑓 ) − 𝑆2( 𝑓 ))𝑆cold( 𝑓 )

𝑆0( 𝑓 ) − 𝑆1( 𝑓 )

𝑆P( 𝑓 ) =

[𝑆3( 𝑓 ) − 𝑆1( 𝑓 ) − 𝐺P(𝑆2( 𝑓 ) − 𝑆1( 𝑓 ))]𝑆hot( 𝑓 ) +
[𝑆0( 𝑓 ) − 𝑆3( 𝑓 ) − 𝐺P(𝑆0( 𝑓 ) − 𝑆2( 𝑓 ))]𝑆cold( 𝑓 )

𝐺P(𝑆0( 𝑓 ) − 𝑆1( 𝑓 ))

(C.13)

The added noise in units of photon quanta for the components of the system are given

in equation C.14, where we have defined 𝐴sys( 𝑓 ) to be the total noise of the system off

resonance.

𝐴I( 𝑓 ) =
2𝑆I( 𝑓 )
ℎ 𝑓 𝑍0

𝐴P( 𝑓 ) =
2𝑆P( 𝑓 )
ℎ 𝑓 𝑍0

𝐴H( 𝑓 ) =
2𝑆H( 𝑓 )
ℎ 𝑓 𝑍0

𝐴sys( 𝑓 ) ≡𝐴I( 𝑓 ) + 𝐴P( 𝑓 ) +
𝐴H( 𝑓 )
𝐺P

(C.14)

C.3 Statistical and Systematic Errors

As written in appendix C.2, 𝑆H( 𝑓 ), 𝐴H( 𝑓 ), 𝑆P( 𝑓 ), 𝐴P( 𝑓 ), 𝑆I( 𝑓 ), 𝐴I( 𝑓 ), 𝐴sys( 𝑓 ) are

all functions of 𝑓 . However, they should be frequency independent. We can look for this
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characteristic to check for any unexpected properties of the data. It also allows us to eas­

ily determine the statistical uncertainties from the marginal likelihood distribution for the

mean.

L
(
𝑋 |𝑋 ( 𝑓 )

)
= StudentT

©­­«
𝑋 − E [𝑋 ( 𝑓 )]√

Var [𝑋 ( 𝑓 )]
𝑁 𝑓

, 𝑁 𝑓 − 1
ª®®¬, (C.15)

where 𝑋 ( 𝑓 ) is one of the above parameters, E [·] is the mean of the values over frequency,

Var [·] is the variance of the values over frequency, and 𝑁 𝑓 is the number of frequency

bins. For the amplifier and thermal added noise numbers, an additional prior can be in­

cluded for only allowing physical values, 𝑋 ≥ 1/2.

We also account for any systematic errors which affect the noise measurement. Error

terms are estimated and a Monte Carlo simulation is done to compute a posterior distribu­

tion for the noise numbers.

Losses at the 100mK stage are small but they may exist. We introduce two loss param­

eters. 𝑙P represents losses between the parametric amplifier and switch, and 𝑙H represents

losses between the switch and HEMT. We expect these losses to be not much greater than

1 dB, so we draw random samples from the following exponential distribution:

𝑓 (𝑥) =


1

𝛽−1𝑒
− 𝑥−1

𝛽−1 𝑥 ≥ 1

0 𝑥 < 1

(C.16)

with 𝛽 = 1 dB ≈ 1.26.

We also consider thermometer calibration errors which we do not expect to be more

than 10%. The temperatures for 𝑆cold( 𝑓 ) and 𝑆hot( 𝑓 ) are drawn from the normal distribu­
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tion, N(𝑇, 𝑇/10), for their respective temperatures, where the second value is the standard

deviation.

The resulting equations representing our measurement are modified from equation C.12

to

𝑆0( 𝑓 ) =𝐺H( 𝑓 )
(
𝑆′hot( 𝑓 ) − 𝑆Z( 𝑓 )

𝑙H
+ 𝑆Z( 𝑓 ) + 𝑆H( 𝑓 )

)
𝑆1( 𝑓 ) =𝐺H( 𝑓 )

(
𝑆′cold( 𝑓 ) − 𝑆Z( 𝑓 )

𝑙H
+ 𝑆Z( 𝑓 ) + 𝑆H( 𝑓 )

)
𝑆2( 𝑓 ) =𝐺H( 𝑓 )

(
𝑆I( 𝑓 ) − 𝑆Z( 𝑓 )

𝑙H𝑙P
+ 𝑆Z( 𝑓 ) + 𝑆H( 𝑓 )

)
𝑆3( 𝑓 ) =𝐺H( 𝑓 )

(
𝐺P

𝑙H𝑙P
(𝑆I( 𝑓 ) + 𝑆P( 𝑓 ) − 2𝑆Z( 𝑓 )) + 2𝐺P𝑆Z( 𝑓 ) + 𝑆H( 𝑓 )

)
.

(C.17)

𝑆′hot( 𝑓 ) and 𝑆′cold( 𝑓 ) are from the calibration terminations if their temperatures were dif­

ferent than our expectation. 𝑆Z( 𝑓 ) ≡ ℎ 𝑓 𝑍0/2 is the zero­point noise contribution. The

solution to equation C.17 for many different samples of the loss and temperature distri­

butions give the second set of confidence intervals presented in table 5.1. In the original

published version of equation C.17, the attenuation factors, 𝑙H and 𝑙P were misplaced and

𝑆Z( 𝑓 ) was not properly accounted for since it does not get attenuated [105, 184]. This

oversight resulted in an overestimate of the systematic error confidence interval size for

the TWPA and input noise numbers.
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D
Phonon Loss Calculations

To use equation 6.2 to estimate the phonon loss contribution to the resolving power, we

need to estimate the phonon loss factor, 𝐽. The phonon loss can be partitioned into two

contributions, 𝐽 = 𝐽high + 𝐽low. 𝐽high represents the initial wave of phonons created as

the hot electron plasma cools to the Debye temperature of the superconductor. There are

relatively few of these phonons and they each carry a significant fraction of the original

photon’s energy. 𝐽low represents the quasi­equilibrium phonons propagating through the

superconductor as they down convert in energy and eventually drop below the 2Δ thresh­

old for breaking new Cooper pairs. Each contribution requires knowledge of different ma­

terial constants, most of which are fairly uncertain for hafnium and platinum silicide. As

such, the calculations presented below should be considered order of magnitude estimates

instead of rigorous theoretical results.
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D.1 Determining 𝐽high

The formula for 𝐽high is given in reference 168 in equation 25. If the film is thin with

respect to the optical depth in the film, a simpler form may be found in reference 185 in

equation 10. We will use the full form here since our films can be quite thick.

𝐽high = 4𝜂pb
ΩD

Δ

∞∑
𝑚=0


𝑒−𝑚

2𝜁2 sinh
(
𝑚2𝜁2) (−1)2𝑚

(
1 − 𝑒𝑖𝑚𝜋−𝑑/𝐿

)
𝑚2𝜁2(1 + 𝛿𝑚,0)

(
1 − 𝑒 − 𝑑/𝐿) (1 + 𝑚2 𝜋2𝐿2/𝑑2)

∫ ΩD

0

[
𝑑𝜖

ΩD

(
𝜖

ΩD

)4 𝑙pb(𝜖)
𝑑

×
∫ 1

cos(𝜃𝑐,𝑙)
𝑑𝜉𝜉𝑇𝑙 (𝜉)

(
1 − 𝑒𝑖𝑚𝜋−𝜉𝑑/𝑙pb (𝜖 )

1 + 𝑚2 𝜋2𝑙2pb (𝜖 ) 𝜉
2/𝑑2

− 𝑇𝑙 (𝜉)
(
1 − cos

(
𝜃𝑐,𝑙

) ) 1 − 𝑒𝑖𝑚𝜋−2𝜉𝑑/𝑙pb (𝜖 )

4 + 𝑚2 𝜋2𝑙2pb (𝜖 ) 𝜉
2/𝑑2

)]}
(D.1)

Since longitudinal phonons have the highest cutoff energy for most materials, they are

preferentially created during this stage of the down conversion. Therefore, we use the an­

gle dependent longitudinal transmission coefficient, 𝑇𝑙 (cos(𝜃)), to incorporate the acous­

tic mismatch at the boundary between detector and substrate. This parameter is calculated

with the densities and speed of sounds presented in this appendix using the acoustic mis­

match model discussed in detail in reference 170.

𝜁 is a placeholder parameter given in reference 168.

𝜁2 =
𝜋2𝐷

6𝑑2

(
4𝐸1
ΩD

)2/3

𝜏𝑠 (D.2)

In this equation, the first characteristic down­conversion energy, 𝐸1, can sometimes be

looked up in tables, but it should also never be greater than the incident photon energy.

If 𝐸1 is unknown, 𝐸photon can be used instead as a reasonable proxy. The diffusion con­
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stant in equation D.2, 𝐷, can be estimated from the normal state conductivity, 𝜎𝑛 and the

single­spin density of states, 𝑁0 [179].

𝐷 =
𝜎𝑛

𝑁0𝑒2 , (D.3)

where here 𝑒 is the electron charge.

𝑙pb(𝜖) is the phonon mean free path with respect to pair breaking. The phonon mean­

free­path can either be calculated from the lifetime and the appropriate speed of sound,

𝑙pb(𝜖) = 𝑐𝑠𝜏pb(𝜖). In this case, the speed of sound is the speed for longitudinal waves. For

𝜖,Δ � 𝑘𝐵𝑇 , we can simplify equation 27 in reference 63 and see that the phonon lifetime

is inversely related to the phonon energy.

𝜏pb(𝜖) =
ℏ𝑁

4𝜋𝑁0〈𝛼2〉𝜖 (D.4)

This equation allows us to reference the phonon mean­free­path or lifetime to the value at

the Debye energy which can sometimes be found in published tables.

𝑙pb(𝜖) =
ΩD

𝜖
𝑙pb, D (D.5)

𝜏pb(𝜖) =
ΩD

𝜖
𝜏pb, D (D.6)

𝐿 is the 1/𝑒 absorption depth of photons in the superconductor. We use the skin depth

for this value which can be calculated from the normal state conductivity and photon en­
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ergy, 𝐸photon. This is an order of magnitude estimate and is not particularly accurate.

𝐿 =

√
ℎ

𝜋𝜇0𝜎𝑛𝐸photon
(D.7)

All other parameters used for this calculation are listed and described in tables D.1 and D.2.

D.2 Determining 𝐽low

The formula for 𝐽low is given in reference 129. With the correction from reference 167,

we have

𝐽low = 𝜂pb𝑇avg

(
1 − cos(𝜃𝑐)2

)ΩD

Δ

𝑙pb, D

𝑑

3(1 + 𝜆)
11(1 + 𝜆) + 3

𝑔1

(
ΩD

Ω1

)
, (D.8)

where 𝑔1(𝑥) is given by

𝑔1(𝑥) =
∫ 1

1/𝑥
𝑑𝑧 𝑓 (𝑧)

(
Ei [1, 𝑧(𝑥 − 1)] − Ei [1, 1 − 𝑧] + ln

[
(𝑥 − 1)𝑧

1 − 𝑧

]
−1

4
𝑇avg(1 − cos(𝜃𝑐))

{
Ei [1, 2𝑧(𝑥 − 1)] − Ei [1, 2(1 − 𝑧)] + ln

[
(𝑥 − 1)𝑧

1 − 𝑧

]})
(D.9)

and 𝑓 (𝑥) is given by

𝑓 (𝑥) = 1 − 𝑥 − 1
12

𝑥
{
𝑥2

[
cos

(√
2 ln 𝑥

)
− 7

√
2 sin

(√
2 ln 𝑥

)]
− 1

}
. (D.10)

In the equations used to calculate 𝐽low, there are several extra parameters that we need

that were not present in the 𝐽high calculation. We use the average transmission probabil­

ity, 𝑇avg across all phonon modes since the phonons in this stage do not have a preferred
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mode.

𝑇avg =

(
2𝑇𝑡
3𝑐2

𝑡

+ 𝑇𝑙

3𝑐2
𝑙

)
𝑐2
avg, (D.11)

where the average speed of sound is given by

𝑐avg =

(
1

3𝑐3
𝑙

+ 2
3𝑐3

𝑡

)−1/3

. (D.12)

𝑇𝑙 and 𝑇𝑡 are the angle averaged transmission coefficients computed from the acoustic

mismatch model [170]. Similarly, the average speed of sound is used to compute the

mean­free­path for these phonons and the critical angle, 𝜃𝑐.

The second characteristic down conversion energy, Ω1, can be found in tables for sev­

eral materials [71]. When it is not available it can be calculated using [129]

Ω1 = ΩD

√
2
3
(1 + 𝜆)ΩD

𝑁0
𝑁

, (D.13)

where 𝑁 is the ion density. The electron­phonon coupling constant, 𝜆, is also sometimes

given in tables for different materials. When it is not available, it can be calculated from

the transition temperature and the Coulomb pseudo­potential, 𝜇∗ ∼ 0.13, which is fairly

constant among superconductors [51].

𝜆 =
1.04 + 𝜇∗ ln (ΩD/1.45𝑘𝐵𝑇𝑐)

(1 − 0.62𝜇∗) ln (ΩD/1.45𝑘𝐵𝑇𝑐) − 1.04
(D.14)

For both platinum silicide and hafnium, we find that the contribution from 𝐽low is about

two orders of magnitude lower than that from 𝐽high. A similar trend is seen in reference 167
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with aluminum resonators. This result indicates that blocking the first wave of phonons

near the Debye energy should significantly improve the resolving power for either of

these materials.
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Symbol Value Description
F 0.2c Fano factor [165, 166]
𝜂pb 0.59c Pair breaking efficiency [71]
Tc 395mKa Superconducting transition temperature [67]
d 200 nma Hf film thickness [67]
ΩD 21.7meVb Debye energy [51]
𝜏pb, D 14.7 psb Phonon lifetime [71]
E1 586meVb Down conversion energy 1 [71]
Ω1 5.12meVb Down conversion energy 2 [71]
𝜏s 85 fsb Electron-phonon scattering time [71]
𝜎n 1.649 × 106 Sm−1 a Normal state conductivity at 4K [67]
𝜌 12.871 g cm−3a Density [172]
cl 3,786ms−1b Longitudinal speed of sound [172]
ct 2,053ms−1b Transverse speed of sound [172]
N0 1.965 × 1010

eV−1 µm−3b

Single spin density of states [51]

𝜆 0.34b Electron-phonon coupling [51]
Ephoton 1.24 eVa Photon energy at 1 µm
Δ 60µeV Superconducting gap ∼ 1.764kBTc
cavg 2,291ms−1 Average speed of sound: equation D.12
Tavg 0.09 Average phonon transmission: equation D.11
lpb, D 55.7 nm or 44.1 nm Using cl𝜏pb, D for Jhigh or cavg𝜏pb, D for Jlow
D 5.24 cm2 s−1 Diffusion constant: equation D.3
𝜁 0.204 Equation D.2
L 22.6 nm Optical penetration depth: equation D.7
𝜃c, l 35.9° Longitudinal critical angle: reference 170
𝜃c 18.7° Average critical angle: reference 170
Jhigh 6.38 Equation D.1
Jlow 0.0105 Equation D.8
Rphonon 18.3 Equation 6.2 at Ephoton
aMeasured
b Typical for hafnium
c Typical for superconductors

Table D.1: The parameters used in the evaluation of the phonon loss parameters, 𝐽high and 𝐽low,
for hafnium on sapphire are tabulated here. The top half corresponds to known or estimated val-
ues. Parameters computed from those given above are listed on the bottom half. For the phonon
transmission parameters, the speed of sound and density of the substrate are also needed for the
calculation and can be found in table 6.1.

144



Symbol Value Description
F 0.2c Fano factor [165, 166]
𝜂pb 0.59c Pair breaking efficiency [71]
Tc 930mKa Superconducting transition temperature [44]
d 50 nma PtSi film thickness [44]
ΩD 31meVd Debye energy [186]
〈𝛼2〉 1.5meVc Mean squared electron phonon interaction [63]
𝜏s 66.4 fsc Electron-phonon scattering time [71]
𝜎n 3.425Sm−1b Normal state conductivity at 4K [127]
𝜌 12.36 g cm−3b Density [187]
cl 5,262.37ms−1d Longitudinal speed of sound [186]
ct 2,678.76ms−1d Transverse speed of sound [186]
N0/N 1 eV−1 ion−1 d Single spin density of states per ion [186]
Ephoton 1.24 eVa Photon energy at 1 µm
Δ 141µeV Superconducting gap ∼ 1.764kBTc
cavg 3,002ms−1 Average speed of sound: equation D.12
Tavg 0.15 Average phonon transmission: equation D.11
N 3.34 × 1010 µm−3 Number density: density and atomic weight
N0 3.34 × 1010

eV−1 µm−3

Single spin density of states

𝜏pb, D 1.1 ps Phonon lifetime: equation D.4
lpb, D 5.8 nm or 3.3 nm Using cl𝜏pb, D for Jhigh or cavg𝜏pb, D for Jlow
D 6.41 cm2 s Diffusion constant: equation D.3
𝜆 0.43 Electron-phonon coupling: equation D.14
E1 1.24 eV Down conversion energy 1: Ephoton
Ω1 5.4meV Down conversion energy 2: equation D.13
𝜁 1.01 Equation D.2
L 15.7 nm Optical penetration depth: equation D.7
𝜃c, l 54.7° Longitudinal critical angle: reference 170
𝜃c 26.5° Average critical angle: reference 170
Jhigh 1.88 Equation D.1
Jlow 0.0116 Equation D.8
Rphonon 21.1 Equation 6.2 at Ephoton
aMeasured
b Typical for platinum silicide
c Typical for superconductors
d Theory calculation

Table D.2: The parameters used in the evaluation of the phonon loss parameters, 𝐽high and 𝐽low,
for platinum silicide on sapphire are tabulated here. The top half corresponds to known or esti-
mated values. Parameters computed from those given above are listed on the bottom half. For
the phonon transmission parameters, the speed of sound and density of the substrate are also
needed for the calculation and can be found in table 6.1.
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